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Abstract. Classically, the well-posedness of variational formulations of mixed linear problems is achieved
through the inf-sup condition on the constraint. In this note, we propose an alternative framework to study
such problems by using the T-coercivity approach to derive a global inf-sup condition. Generally speaking,
this is a constructive approach that, in addition, drives the design of suitable approximations. As a matter
of fact, the derivation of the uniform discrete inf-sup condition for the approximate problems follows easily
from the study of the original problem. To support our view, we solve a series of classical mixed problems with
the T-coercivity approach. Among others, the celebrated Fortin Lemma appears naturally in the numerical
analysis of the approximate problems.

Résumé. Classiquement, le caractére bien posé des formulations variationnelles de problemes linéaires
mixtes est obtenu al’aide de la condition inf-sup sur la contrainte. Dans cette note, nous proposons un cadre
alternatif pour étudier de tels problémes en utilisant la notion de T-coercivité pour obtenir une condition
inf-sup globale. Il s’agit d’'une approche constructive qui permet en outre de concevoir simplement des
approximations numériques adaptées car la dérivation de la condition inf-sup discrete uniforme découle en
général directement de 1'étude du probleme continu. Pour appuyer notre propos, nous résolvons une série
de problémes mixtes classiques grace a la notion de T-coercivité. Entre autres, le lemme de Fortin apparait
naturellement dans I'analyse numérique des problémes discrets.
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1. Introduction

Traditionally, the well-posedness of variational formulations of mixed linear problems is achieved
through the inf-sup condition, also called stability condition [2, 12, 42]. As a matter of fact,
proving this condition allows to derive existence and uniqueness of the solution, and continuous
dependence with respect to the data. On the other hand, the way this condition is established
depends on the problem to be solved. The analysis of such problems can be performed either
following a monolithic approach, namely studying the all-in-onebilinear form incorporating the
constraint, or by studying the constrained part of the problem separately.
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2 Mathieu Barré and Patrick Ciarlet

In this note, we focus on the monolithic approach and investigate the mixed problem’s well-
posedness based on the T-coercivity framework. The principle of this framework is to find an
explicit realization of the inf-sup condition for the all-in-one bilinear form. Of equal importance,
in the T-coercivity framework, is the design of suitable approximations of the original problem.
Indeed, with the help of the explicit realization of the condition for the original problem, one
can get useful insight on how to derive the so-called uniform discrete inf-sup condition for the
approximate, or discrete, problems set in finite-dimensional vector spaces. Thus, convergence
of the approximate solutions to the exact one follows under well-known principles in numerical
analysis, such as Céa’s Lemma (or a variant), and a basic approximability property of elements
of the original space of solutions. To summarize, although the T-coercivity approach may not
bring new result to the theory of variational formulations, it holds two key features: it proposes a
compact way to study them theoretically; it provides useful insight on how to approximate them.

So far, the T-coercivity approach has been mainly applied to two categories of linear
problems. First, for problems involving an invertible operator and a compact perturba-
tion, see eg. [13-16, 24, 37, 38, 45, 46]. Then, for problems with sign-changing coefficients,
cf. [6-11, 17-23, 25, 27, 35, 36, 44]. For the second category, we observe that well-posedness and
(efficient) approximation of the variational formulations has actually been achieved with the
help of the T-coercivity approach. Up to the authors’ knowledge, this approach was only applied
to mixed problems in [28, 41] and [39]: the last reference focuses on perturbed saddle-point
problems, whereas the other two deal with the specific case of neutron diffusion.

In this note, we apply the T-coercivity approach to general mixed problems, including unper-
turbed and perturbed saddle-point problems. In particular, we will explain the connections with
the classical theory, for which we use [5] as the reference textbook. Among those connections,
we note that the celebrated Fortin Lemma will appear naturally in the (numerical) analysis of the
discrete problems.

Let us introduce some notation. Given a Hilbert space V, we denote by (-,-)y and || - ||y the
inner product and the norm on V, and by V' its dual space. In a product space V x W of two
Hilbert spaces, we use the norm

2 2 3\1/2
I, wllvew = (IvIy + lwlfy)

)

and similarly for the inner product. Let £ (V, W) denote the set of bounded operators from V to
W.In £ (V,W), we use the norm

lAvIw

Al = .
veviioy IVllv

If V = W we use the notation £ (V).
Vector-valued function spaces are written in boldface character. A connected, bounded, open
subset of R? with a Lipschitz boundary is called a domain.

Let Q be a domain with boundary Q2. We denote by n the unit outward normal vector field to
0Q. Let L?(Q) and L?(Q) be the set of square-integrable real-valued and R?-valued functions on
Q. The natural norm in L2(Q) or L%(Q) is denoted by |- I, and we let

[2(Q) = {UELZ(Q),f vdx =0},
Q

In what follows, unless otherwise stated, the standard Sobolev space H& (Q) is endowed with the

norm v~ [|Vv|, that defines a norm that is equivalent to | - | ;1 ) thanks to Poincaré’s inequality.
The dual space of H& (Q) is denoted by H Q). Similarly, H(l)(Q) is endowed with the norm
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Mathieu Barré and Patrick Ciarlet 3

v— (Zi:l,d [IVv; ||2)1/2, that defines a norm that is equivalent to || - || ;(n @’ and its dual space
is denoted by H ~1(Q). We introduce the usual Sobolev spaces for vector-valued fields [1]

H(div;Q) = {v e L*(Q), divv € [*(Q)},
Hy(div; Q) = {v e H(div;Q), v-n=00n 0Q},
H(div0;Q) = {v € H(div;Q), dive =0},
H(curl;Q) = {ve L*(Q), curlve [*(Q)}, ford=3,
Hy(curl;Q) ={ve H(cur;Q), v xn=00n0Q}, ford=3.

)1/2

Unless otherwise specified, H(div;Q) is endowed with the norm v — (||1/||2 + |dive|? and

H(curl; Q) with the norm v — (|| v||2 + |curl v]2)"/%.

The outline is as follows. In Section 2, we introduce the T-coercivity approach, and explain
how it can be applied to solve the Stokes problem theoretically. Then, in Section 3, we develop
the abstract framework underlying the approach for mixed problems, including saddle-point,
augmented and perturbed ones. In Sections 4, 5 and 6, we propose some applications, respec-
tively to electromagnetism, nearly-incompressible elasticity, and diffusion. Then, in Section 7,
we propose the natural extension of the T-coercivity approach for the conforming approxima-
tion of mixed problems. As before, we begin by the Stokes problem, then we consider the nu-
merical analysis for mixed problems in general, before describing how the approach can be ap-
plied to electromagnetism, nearly-incompressible elasticity, and diffusion. We conclude by a list
of further extensions and recent applications of the T-coercivity approach.

2. T-coercivity for the Stokes problem

The starting point of our study is to propose a T-coercivity approach to solve Stokes problem. Let
Q c R? be a domain. We consider the Stokes problem with homogeneous Dirichlet boundary
conditions: given a prescribed body force f € H™'(Q), find the velocity u € H'(Q) and the
pressure p € L(Z)(Q) such that

-vAu+Vp=Ff, inQ,
divue=0, inQ, (1)
u=0, onoQ,

where v > 0 denotes the fluid’s viscosity.
The standard method to solve Problem (1) — see [33] — consists in a one-plus-one approach.
The problem is split into a coercive part

a(u,v) = vf Vu:Vvdx
Q
and divergence constraint terms of the form
b(v,q) = —f gdivvdx,
Q

so that the weak formulation of Problem (1) reads: find (u, p) € H}(Q) x L3(Q) such that

a(u,v)+b(v,p) = (f,v), Yve HyQ),

@)
b(u,q) =0, VqeL3(Q),
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4 Mathieu Barré and Patrick Ciarlet

where (:,-) denotes the duality product in H (1) (Q). The well-posedness of Problem (2) then follows
from Ladyzhenskaya-BabuSka-Brezzi’s theory [2, 12, 42] since the bilinear form a is coercive on
H(I) (Q) and the bilinear form b satisfies the inf-sup condition

inf _bw.q)

] =p 3)
GELGONO} pe H1 )\ (0} IVelllgl =

for some constant § > 0.
Here, we are going to give an alternative proof that Problem (1) is well-posed by analysing the
all-in-one bilinear form defined on H{(Q) x L3(Q)

d((u,p),(v,q)):vf Vu:Vvdx—f pdivvdx—f gdivudx
Q Q Q

instead of splitting it into two bilinear forms a and b as in (2). This bilinear form is not coercive
since

A(0,p),(0,p)) =0, VYpeLi(Q).
For this reason, we use the notion of T-coercivity [23, 24], which can be seen as a reformulation
of Banach-Necas-Babuska’s theory [30, Theorem 25.9]. The definition and the main property of
T-coercivity are recalled below.

Definition 1. /23, Definition 3] Let W be a Hilbert space and let </ (-,-) be a continuous bilinear
form over W x W. We say that &/ is T-coercive if there exists a bijective operator T € £ (W) and
a >0 such that

| (v, Tv)| = allvl},, YveW.
When the bilinear form </ (-,-) is in addition symmetric, the requirement that the operator T is
bijective can be dropped.

Proposition 2. [23, Theorem 1] Let W be a Hilbert space. Let ¢(-) be a continuous linear form over
W and </ (-,) be a continuous bilinear form over W x W. The problem

FindueW such that
YveW, o (u,v)="~0()

is well-posed if and only if «f is T-coercive. If so, it holds that

T
IIMIIWSTIMIIwu 4

for all pairs of operators and constants (T, @) that yield T-coercivity.

Remark 3. In the above definition, we observe that if (T, @) is a suitable pair, then for all 1 > 0,
(AT, Aq) is also a suitable pair. It is then possible to choose a normalized operator T, that is
ITll = 1. In this case, in the proposition, the estimate (4) writes || ullw < g‘l 111w

Remark 4. In [23], the definition and proposition are stated for (possibly) different spaces of
solutions u and test functions v.

2.1. Proving well-posedness with T -coercivity

With the T-coercivity tool in mind, we are now ready to establish the main result of this section.
To that aim, we use the result below, see for instance [33, Corollary 1.2.4]. Let g € L%(Q). Then,
there exists v, € Hy(Q) satisfying

—dive,=g¢. (5)
In addition, there exists a constant Cy;, > 0 independent of g such that
Vgl < Caillgll. (6)
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Theorem 5. The problem

{Find (u,p) € Hy(Q) x LZ(Q)  such that @
Y(v,q) € Hy(Q) x L5(Q), < ((u,p),(w,q)=(fv)
is well-posed and
2 max(\/ivcgiv, Caiv(2+v? Cfﬁv)llz)
1@, I ey 2 < min(2C2 1) 1 g1 - 8
Proof. The linear form defined by
(W, @)=(f.v), Y©,q) e Hy)Q),xL5Q)
is continuous over Hy(Q) x L3(Q) in view of the inequality
U, ) < 1flg-1 0l q) e <220 C)]

The bilinear form </ is continuous over (HJ () x L3 (Q))2 and we observe that it is also symmetric.

Then, from Proposition 2, it is sufficient to show that the bilinear form < is T-coercive. For
a given (u,p) € Hy(Q) x L3(Q), we look for an element (v*,g*) of Hy(Q) x L3(Q) depending
continously on (&, p) and such that

A ((w,p), (@",47) = @l Py )12

for some constant a > 0. In order to get an intuitive idea of the construction of (v*, g*), let us start
with specific elements (u, p).

. _ 2 _ 2
If p =0, then || (u, p)”Hé(Q)ng(g) = ||Vu|© and
o ((u,p), ", q") =v[ Vu:Vv*dx—f divug* dx,
Q Q

so that we can take v* =uand g* = p =0.

_ 2 _ 2
e If u=0,then |(u, p)”Hg)m)ng(m =lpl” and

o ((uw,p),(w",q") = —fﬂpdivv* dx.

In order to recover the expected term || pll2 in the above expression, we have to choose
v*, the divergence of which is "as close as possible" to —p. The idea is now to choose
v* = vy, where v, is as in (5)-(6). Hence, taking g™ = 0, we find

o (w,p),@*,q")=pl?
and (6) ensures that the pair (v, 0) depends continously on (0, p) in H(l)(Q) X L(Z)(Q).

o Ifdivu =0, then
d((u,p),(v*,q*))zvf Vu:Vv*dx—f pdivr*dx.
Q Q

Since we need to get a term of the form IVull? but also of the form | pllz, we combine the
previous two cases by setting v* = Au+wv,, where 1 is a positive coefficient to be adjusted
and v, is the divergence lifting from (5) - (6). Now, we compute

o(w,p),w",q")= V/lf Vu:Vudx+vf Vu:vadx—/lf pdivudx—f pdive,dx
Q Q Q Q

=vA|Vul? + vf Vu:Vv,dx+|pl?
Q
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6 Mathieu Barré and Patrick Ciarlet

since divu = 0 and —divv, = p. For all > 0, Young’s inequality implies that
1
fQVu Vwydxz =Vl - 21Vl

d1v

> _g”v“”Z ||p|| in virtue of (6),

and thus
2 VC§1V 2
of (@, p), (", g") 2 v (1= 2 ) IVl ( 2 [l

Hence, by settingn =1 = vCﬁiV, we obtain
v2(C2,
o ((u,p), 0", ) 2 —F N Vul® + 2 ||p||

In the general case, we choose v* = Au+ v, with 1 = vCﬁlv and g* = —Ap so that, even if

divu # 0, the term —A [, pdivaedx cancels with the term — J, divaeg* dx and we get the same
results as in the case divu = 0. Namely, the bilinear form < is T-coercive for the mapping

T: H)(Q) x L5(Q) — Hy(Q) x L3(Q)
(u, p) — (Vctziivu +Up, _Vctziivp)’
where v, is defined by (5) with estimate (6), and it holds that

2 2

1
o ((u,p), T(u, p)) = d‘V — < Vul?+ - ||p|| = —mln(v Chiw DIl (1, p)IIHl(Q)XLz(Q) (10)
Thanks to (5)-(6), T belongs to Z(H(l) (Q) x L(Z)(Q)). More precisely, we have
IT(u, p)nHl(Q)xLz(Q, IvC3 u+ v,,nHl(Q) +IvC3, Pl
< 2(vC3 )2 IVul® + 2V, % + (vCE) I plI?
<2(vC3 )*IVull® + (2C5, + (vC3 )% IIpI?
= div div ai) )Pl
and thus
Tl < max(v2vCa,, Can(2+v2C3,)"). an
Using (9), (10) and (11) in the stability estimate (4), we finally obtain (8). g

Remark 6. The previous result readily extends to the case of a non-null divergence constraint

-vAu+Vp=Ff, inQ,
divu=g, inQ,
u=0, onoQ,

with ge L(Z) (Q), leading to the stability estimate

2max(\/_deW, Cai(2+v? Cﬁlv)uz)

min(v2C2._,1)
v

Il (ze, P)”H(l)(g)ng(Q) = £ 8 "H—l(Q)ng(Q)~ (12)

Remark 7. Of course, the all-in-one bilinear form <« can also be studied using Banach-Necas-
Babuska’s theory inf-sup conditions, see [30, Theorem 49.15 and Lemma 53.12].
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2.2. Comments

The stability estimates (8) and (12) are valid for all Cg;y, that fulfills (6). On the other hand, one has
2 max(\/ivc(zﬁv, Ca(2+Vv*CZ,) 1/2)
lim
Caiv—00 min(v2C5, ,1)
i.e. the stability estimates become meaningless for large Cgiy .
Going through the proof of Theorem 5, we observe that the constant obtained in (8) and (12)
is just one of the many bounds one can achieve with T-coercivity for the Stokes problem. Indeed,
the operator T is in general not unique, see Remark 3. Here, one can choose any positive value of
A, so that there exists a family of admissible operators T in the sense of Definition 1, which shows
the flexibility of the approach.
Let us provide an illustration. For small viscosity v (the domain Q being fixed), it is well-known
that the stability constant appearing in the estimate

= 400,

| (e, p) ”H(l)(Q)xL(ZJ(Q) =CWVI, g "H‘l(Q)xL(Z)(Q)
behaves likes O(v~1). For instance, for the velocity u, the result is elementarily obtained by taking
the test field (v, g) = (&, p) in (2). On the other hand, in (8) and (12), we find a behavior in o2,
But, if one is interested in obtaining a less severe blowup, one can simply choose

2
n= VCdiv
20-%)

in the above proof, for all 0 < v < 1. Then, one finds that

1
and A= 5(1+n)

v 1 1
a=z and ITi= max(ﬁ(l +Ch) (2G5, + 70+ c2)0)™).
so that (4) actually yields a stability constant in O(v™!).

Theorem 5 provides a constructive proof for the well-posedness of Stokes problem, which is
an emblematic example of mixed problem. In the next section, we show that the T-coercivity
approach employed here is in fact very general and can be extended to a large class of saddle-
point problems.

3. Abstract framework

We start with the classical statements regarding the definition of saddle-point problems, and the
equivalent conditions to ensure an inf-sup condition on the constraint. Then, we proceed with
the design of abstract operators T to ensure well-posedness for saddle-point problems, and for
augmented saddle-point problems.

3.1. Saddle-point problems in Hilbert spaces

Let V and Q be two Hilbert spaces. In the Hilbert space Q, we introduce the canonical isomor-
phism 1g_.¢ : Q — Q' defined by

(g—oP: o=@ YVPeEQ, VqeQ,
which is a bijective isometry according to Riesz Theorem. As a matter of fact, its inverse 1g/_.q is
also a bijective isometry, and

(-8 Mo =(&Pg.or VgeQ, VgeQ.
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8 Mathieu Barré and Patrick Ciarlet

We then introduce two bilinear forms a(-,-) on V x V and b(-,-) on V x Q that are assumed to
be continuous, i.e. there exist C; > 0 and Cj, > 0 such that

a(u,v) = Cyllullviivly, VYueV,Yvevy, (13)
b(v,q) < Cpllviviiglle, VveV,VgeQ. (14)
We denote by A and B the linear continuous operators associated with a and b, defined by
Ae LWV, V"), (Au,v)yiy=auv), YueV,Yvev,
BeZ2(V,Q), (Bu,q)g,o=bw,q), YveV,VqgeQ.
The adjoint operator of B is given by
B*e2L(Q, V"), (B*q,v)yyv=(Bvq)qo=bv,q), YveV,YqeQ.
Given f € V' and g € Q', we consider the saddle-point problem: find (u, p) € V x Q such that
Au+B*p=f, inV/,
BZ = ; inQ'. (1%
Or, equivalently, in variational form:
Find (4, p) € V x Q such that
VveV, a(u,v)+b,p)={f,v)y v, (16)
VgeQ, b(u,q) =<8 qq,g-
As for the Stokes problem, we write Problem (15) as an all-in-one variational formulation
{Find (u,p) € VxQ suchthat a7
Y, eVxQ, <((up),w,q)={fvdvy+(&do.0

where
o ((u, p), W, q)) = alu, v) + b(v, p) + b(u, ).

In what follows, we show that Problem (17) is well-posed using the notion of T-coercivity, with
slightly different techniques depending on the assumptions made on the bilinear form a.

Regarding the form b(-,-) and the operator B, one has the well-known result below, see for
instance [33, Lemma L.4.1]' or [30, Lemma C.44], which can be viewed as a reformulation of
Banach'’s Closed Range Theorem.

Theorem 8. The following three statements are equivalent:
(i) There exists B> 0 such that

b(v,q)

inf ELALL N} (18)
geQ\ 0 yevvioy Ivliviiglo  —

(i) B:(KerB)1 — Q' is anisomorphism, and
IBvlg = EII vily, Vve (KerB)*.
(iii) There exists an isomorphic operator Lg : Q' — (Ker B)* such that

B(Lpg)=g and |glq =pBILagllv, vVgeqQ'

Item (iii) below is a rephrasing of the original statement, because it is better suited for our purposes. For details, see
the proof of Lemma I.4.1. of [33] p. 59, item 2. The operator L is a right-inverse of the operator B.

C. R. Mathématique — Draft, 17th November 2023



Mathieu Barré and Patrick Ciarlet 9

Since our aim is to build operators T from V x Q to itself, we first introduce the operator
B=1p_qoB:V—Q.
Forallve V, |Bvigy = I1g—q(Bv)llg = IBvlg and, forall (v,q) € V x Q,
b(v,q) =(Bv,q)q,q = {log—-q BV), ) g,0 = BV, q)o- (19)
Whenever applicable, we also introduce its right-inverse
Lp=Lgolg_q:Q— (KerB)".
Observe that
bLgp,q) = BLep, 9,0 = oo P D.0= P 9o YpeQ, VqeQ. (20)
Under these notation, items (ii)- (iii) of Theorem 8 now write
(i) B:(KerB)* — Q is an isomorphism, and
IBullg=Bllvllv, Vve (KerB)', @1
(iii) There exists an isomorphic operator Lp : Q — (Ker B)+ such that
Blpg)=q and llqlqo=plLsqlv, VqeQ. (22)
For convenience, we often use 8 = é‘l, so that

ILeqllv < Bligllg, YqeQ.

3.2. How to achieve T-coercivity for saddle-point problems?

If a is coercive on the whole space V, we can extend the proof of Theorem 5 in the following way.

Theorem 9. Assume that the inf-sup condition (18) on the form b holds true and that the form a
is symmetric and positive. If there exists a constant & > 0 such that
a(u, u)zallull%,, YueV, 23)
then there exists a unique solution to Problem (17) and
2max(\/§Caﬁ2, B2+ cgﬁZ)”Z)
min(aC,02,1)

Proof. First, we note that the symmetry of the bilinear form a implies that < is also symmetric.
Then, we follow the same ideas as in the proof of Theorem 5, replacing v, by Lg p. We introduce
the mapping

I(u, P)llvsg = 1(f ) lvrixgr- (24)

T:VxQ—VxQ
(u,p)— (Au+Lgp,—Ap)
and we compute
o ((u, p),T(w, p)) = alu, Aw) + a(u,Lgp) + b(Au, p) + b(Lgp, p) — b(u, Ap)
= Aa(u, w) + a(u,Lpp) + I pllf,
in view of (20).
Because the form a is symmetric and positive, we can apply Young’s inequality: for any n > 0,

1
atu,Lpp) = T atu, u) - 2 AP L)

Taking into account (13) and (22), the latter being equivalent to (18), we get
a(Lpp,Lep) < CallLpplly, < CafIpllG,
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10 Mathieu Barré and Patrick Ciarlet

and thus
n Caf*, >
alw,Lpp) = -5 alu, u) - WIIPIIQ-
Hence, recalling (23), if A — 7 > 0 it follows that
MY g2+ 1 CaP) 02
o ((,p), T, p) 2 &A= | ulfy + (1 o) 1P
Setting in particular n = A = C, 8%, we infer that
Caf o 1.5 1 . 2 2
o ((u,p), T(u, p)) = a——llully +51plg = 5 min(@Caf”, DI, Py q» (25)

which proves that </ is T-coercive.
Since T(u, p) = (C,B%u+Lgp,—CaB%p), it holds that
IT(w, PIT g = 1 Caf? u+LepllT, +1CaB* Pl
<2(Caflully +20LpplT + (Caf?1pllG,
<2(Caf*?Iully + (26% + (Caf?) I Py,

which yields
Tl < max(v2C, % B2+ C26%)"). 26)
Lastly, we observe that
(frivdvy +{g&@a,q = I, lvixo (v, Pllvxo. 27)
Combining (25), (26) and (27), the stability estimate (4) furnishes exactly (24). 0

Remark 10. By applying Theorem 9 to Stokes problem, we recover stability estimates (8) and
(12) from the correspondence a =v, C,; = v and f = Cgiy.

In Ladyzhenskaya-Babuska—Brezzi’s theory and in many applications, the bilinear form a is
not coercive on the whole space V but only on the kernel of the operator B. This is for instance
the case in electromagnetism, which will be detailed in Section 4. The next result shows how to
address this situation in the T-coercivity framework (provided that the form a is symmetric and
positive), thus establishing the equivalence between the two theories.

Theorem 11. Assume that the form a is symmetric and positive.
1. If the inf-sup condition (18) on the form b holds true, and if there exists a constant ay > 0 such
that

alug, uo) = aplluglly, Vuo € KerB, (28)
then the form & is T-coercive. In other words, Problem (17) is well-posed and
I, P llvxo = CIf @llvixgr, (29)

with C a constant depending only on ay, B, C, and Cy,.
2. Conversely, if Problem (17) is well-posed, that is, if the form <« is T-coercive, then (18) and (28)
both hold.

Proof. 1. We consider the mapping

T:VxQ—VxQ
(u, p) — (Au+Lgp,—Ap+ AuBu).

C. R. Mathématique — Draft, 17th November 2023



Mathieu Barré and Patrick Ciarlet 11

This is almost the same mapping as the one used in the proof of Theorem 9. The only difference
is the term ApBu, which is going to help us handling the extra terms that do not belong to the
kernel of B by adjusting the value of the constant p. We get

o ((u, p), T(w, p)) = a(u, Aw) + a(u,Lgp) + b(Au, p) + b(Lgp, p) — b(u, Ap) + b(u, \puBu)
= Aa(u, u) + a(u,Lpp) + 1| pligy + AullBul,
because b(Lgp, p) = | pllf2 as previously, and
b(u,Bu) = (Bu,Bu)Q,,Q = (ﬂQ/_,Q(Bu),Bu)Q = IIBuIIé.

Since the form a is symmetric and positive, one may use Young’s inequality. By proceeding as
in the proof of Theorem 9 and after setting A = C, 8%, we know that
Caf®

2

1
2 2
Aa(u,u) +a(u,Lpp) +lply = alu,w) + 1ply,

from which we deduce

o T >C“ﬁ2 2u|Bull? Lo
((w, p), (u,p))_T(a(u,uH wll uIIQ)+§IIpIIQ.

To compensate the lack of coercivity of a outside KerB, we use the decomposition u = ug + @
with g € KerB and i € (KerB)L. Following [5, p. 254], Young’s inequality yields

a(u, u) = a(ug, up) +2a(ug, u) + a(it, i)

> (1—0)aluo, ug) + (1 - %)a(ﬂ, )

C
= (1-0)alug, ug) + (Ca— ?a)llﬂﬂ%/

for all 0 < @ < 1. Since uq € KerB, we have ||Bu||%2 = ||B12||2Q. Moreover, using (21) yields ||Bi|? =
22

B~=lully,. Thus

Ca
0

2
a0+ 2pBulfy = (1 = O)atuo,uo) + (Ca = 5+ 5 12 (30)

Choosing 6 = 1 and p = 3C,?, it holds that

a(u, u) + 2u||Bul? = la(u u )+&||a||2
) u Q=5 0, Uo > v

Hence, recalling (28) and using the inequality C, = a, we obtain

o1 2 ap  _.o (o)) 2
a(u,u)+2 Bull2 = —|lu +—ully,=—Illu
(u, u) +2ulBull 2 lluolly, 2 [zl 2 llzelly,

and we conclude that
Caf?

o ((u,p), T(u,p)) = ap 2

From the above, we have
T(u, p) = (Caf?u+Lpp, —Caff’p + Z(Cuﬁz)zBu).
Finally, T belongs to Z(V x Q) since [|Lgpllv < Bliplo (see (22)) and?
IBulq = Cpliullv. (32)

1
luly+ S lplG: (31)

2(lassically,
IBul?) = (Bu,Bu)g = (lg_.qy (Bu),Budgr o by definition of 1g_ o,
= (HQ_,Q/ o ﬂQr_,Q(Bu),Bu)Q/yQ = (Bu,Bu)Q/‘Q since 1]Q_,Qr o ﬂQlﬁQ = Ier,
= b(u,Bu) < Cpllully IBull Q by definition and continuity of b (14).
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The stability estimate (29) is then given by (4).

2. Conversely, suppose that there exist ay >0, ag >0and T € Z(V x Q) such that

o ((u,p), Tw, p) 2 avlluly +aglply, Y, p)eVxQ. (33)

Noting T: (1, p) — (Tv (4, p), To(u, p)), we have
o ((w, p), T(w, p)) = a(u, Ty (u, p)) + b(Tv (u, p), p) + b(u, To(u, p))
and, since T is bounded,
ITv (e, PG + 1T, PIG < TP (Iulf, + 1plIE).- (34)
Now, choosing © =0 in (33) and (34) yields
b(Tv(0,p),p) = aglplyy and [Ty (©,p)lv <ITll-lIplo, VpeQ.

Thus, for p € Q\{0}, Ty (0, p) # 0, otherwise b(Tv (0, p), p) = 0, which contradicts b(Ty (0, p), p) > 0.
Then it follows that

bwp) _ b(Tv©.p).p) _ aq

veviioy Iollv — Ty O, plv — IITII

which shows that the inf-sup condition (18) is fulfilled. Likewise, taking p = 0 and u € KerB in (33)
and (34), we get

Iplg, VpeQ\{o}

a(u, Ty (w,0) = aylul?, and Ty(w0)lv <ITlluly, YueKerB.
By symmetry and positivity of a, it holds that
a(u, Ty (u,0)) < (a(u, u))”za(TV(u,O),Tv(u, 0))1/2.

Thus

aviul? < a(u, Ty (w,0) < (atu, w)"*(Call T Nu)?) "

2
and hence a(u, u) = % II ull%/ for all u € KerB, which proves (28). O
Remark 12. The T-coercivity estimate (31) is very close to the case where a is coercive on the

whole space V. As a matter of fact, the only difference compared to (25) is that the constant before
the term ||u|%, is twice as small, with ap = a.

3.3. Augmented saddle-point problems

Let c(:,-) be a positive and continuous bilinear form defined on Q x Q, namely
c(p,p)=20, VpeQ and 3IC.>0, c(p,q)=<Cclplolqglo, YpeQ,Vgeq. (35)

In some cases, the assumption on the positivity of the form ¢ can be relaxed, see Remark 14. We
denote by C the linear operator associated with the form c, defined by

CeZQ,Q), Cp.dgo=cpq, YVpeQVqeQ.

The all-in-one approach developed previously also enables us to deal with augmented saddle-
point problems: given f € V' and g € Q’, find (u, p) € V x Q such that
Au+B'p=f, inV’,
=/ o (36)
Bu-Cp=g, inQ,

where the operator C possibly acts as a small perturbation of the original saddle-point problem
(15). The weak formulation of (36) reads:
{Find (u,p) € VxQ such that

(37
V(U, q) eV x Q) 'Q{C((u) p)r (Vy 5])) = <fr U)V',V + <g) C]>Q"Q;
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with
e((u, p), (v, 9)) = alu, v) + b(v, p) + b(u, q) — c(p, ).

As before, the bilinear form a is supposed to be symmetric and positive.

3.4. How to achieve T-coercivity for augmented saddle-point problems?

Once again, we distinguish the case where the form a is coercive on V or only on KerB. If the form
a is coercive on V, the results from the un-augmented case allow straightforwardly to handle the
augmented one.

Theorem 13. Assume that the inf-sup condition (18) on the form b holds true, that the form c
fulfills (35) and that the form a is symmetric and positive. If there exists a constant a > 0 such that

a(u,u) = allull%,, YueV,
then there exists a unique solution to Problem (37).

Proof. With the same operator T as for the un-augmented problem, namely
T:VxQ—VxQ
(u, p)— (Caf®u+Lpp,—Caf°p),
it holds that
te((u, p), T(w, p)) = Caf*alu, w) + a(u,Lgp) + | plly, + Caf*c(p, p).

Therefore, a similar argument as in Theorem 9 furnishes

Cﬁ

A ((u, ), T, p)) = a—2—|lul? + —||p|IQ+Ca/3 cp,p),

which shows that </, is T-coercive since c is posmve. O

Remark 14. A particular case that appears in many applications — see Section 5 for the example
of nearly-incompressible elasticity — is when ¢ has the form

cp,g) =¢lp,q)g, €=0.
In this case, we obtain the estimate

Cﬁ

1
e ((w, p), T(w, p)) = a==—|ul}, + ( +scaﬁ2)||p||é, (38)

so that the augmentation ¢ improves the constant before the term || pII2 and thus stabilizes the
bilinear form /.. Moreover, the above estimate is robust for small values of €. Besides, it even
allows to take negative values of €. Indeed, if € < 0, we have

C 2
Ae((u,p), T(u, p)) = a”T’BHuHV

1
2 2 2
+ 5—|e|caﬁ )nan.

Hence, the bilinear form </, remains T-coercive whenever |¢| < 3 C P

Let us now suppose that a is not coercive on the whole space V but only on the kernel of B.
Then, two different situations occur. Either the form c can be viewed as a small perturbation, and
we shall look for a solution of (36) that is close to the solution of the original problem (15). Or
this is not the case, and the form c is viewed as a “fixed” augmentation, and there is no obvious
connection a priori between the solutions of the augmented and un-augmented problems.
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3.5. Additional results for small perturbations

We say that c is a small perturbation if it can be written as

cp,q)=eco(p,q), €>0, 39)
with € a small parameter and ¢y a symmetric, positive and continuous form on Q. We start with
the simple case

cp,q)=¢elp,q)q, €>0, (40)
for which the T-coercivity approach yields a shorter proof than the corresponding result stated in
Ladyzhenskaya-Babuska-Brezzi’s framework, see [5, pages 247-252].

Theorem 15. Assume that the inf-sup condition (18) on the form b holds true, that the form a is
symmetric and positive, and that c takes the simple form of (40). If there exists a constant ay > 0
such that

alug, up) = apllugly;, Vuo € KerB, 41)
and if € is small enough, namely
1
< ~ (2 _ @), 42)
2C.p1C;, Ca

then Problem (37) is well-posed and
I, P)llvxq = CIf, llvixg, (43)
with C a constant depending only on ay, B, C, and Cy,.
Proof. Here again, we consider the mapping
T:VxQ—VxQ
(u,p) — (Au+Lpp,—Ap+ AuBu).

The beginning of the proof is the same as in Theorem 11. Taking into account the extra terms
coming from the perturbation, we get

Ae((w, p), T(u, p)) = Aa(u, u) + a(u,Lgp) + |l pIIZQ + /luIIBullé, +Ac(p, p) — Auc(p,Bu).

Using Young's inequality and setting A = C,8?, it follows that
Ae((u, p), T(u, p)) = C“Zﬁz
Now, as in (30), it holds that

1
(@l w) +2ulBullg) + S1p1G + CaB*c(p, p) = Cafpe(p,Bu). (44)

Cqa 2
au,u) + 24 Bully, = (1 - 0)a(uo, o) + (Ca— = + Il (45)

0 ,BZ)
forall 0 <6 < 1, where u = ug + i1 with 1o € KerB and i € (KerB)~.

Knowing that c(p, q) = €(p, q) forall p and g in Q, Young's inequality implies that, forall § > 0,

-c(p,Bu) =—c(p,Bit) = —€(p,Bit)g = _€§||p”2 — i”Ba”Z
’ ’ e I
2
—e—IIpIIQ—e bjal?  inview of (32).

Putting (44), (45) and the above inequality together, we find that

2 Ca 2u G
oo (1 ), T, p)) 2“2 ((1 0)alug, uo) +(Ca - +F—ue§)nan%)

+ Sl +Caf?(1- 1311,
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Hence, choosing 6 = %, i = C,B? and recalling (41), it holds that

Caf* (@0, 1> FChy, o) 1 o 2 20y, o
»ch((U,P),T(U,P))ET(7||uo||v+ca(1—5 LIl |+ S 1Pl +eCaf®(1- Cab* S )Ip1G.
(46)
Finally, we set 6 = ﬁ/ﬁ so that
5 1 pC; 1 a
l—Caﬁ2§=§ and 1-¢ bzl—eCaﬁ4Ci2§-C—z
in virtue of (42). Thus
Cap? 1 Cuff?

e((u, p), T(u, p)) = ag ‘f ||u||2V+(§+e “f )npné, (47)

where we used that || ull%/ = llug II%/ + | L_t||%/. All in all, we have chosen
T(u, p) = (Caf?u+Lpp,—Caff*p + (Cof5)*Bur).

Then, estimate (43) follows from (4) with a stability constant independent of ¢ since (47) is robust
for vanishing € and since [Tl does not depend on ¢ either. U

Remark 16. The final estimate (47) is very close to (38). The only difference between these two
estimates is a factor of 2 between the constants multiplying the norms of u and p, with ay = a.

Remark 17. In Ladyzhenskaya-Babuska-Brezzi’s framework, it is commonly assumed that € < 1.
On the other hand, in (42), we find a smallness condition that depends explicitly on the various
constants of the problem.

Remark 18. The inf-sup condition (18) and the continuity of b imply that 8 < Cp, i.e. C,5 = 1.

Therefore, (42) yields in particular
1

< —_

=G

which corresponds to the condition found in Remark 14 for negative values of €. As a matter
of fact, the non-coercivity of a on the whole space V calls for the introduction of a term Bu in
the mapping T. This term induces an additional term of the form c(p,Bu) in the expression of
,Q{C((u, p), T(u, p)), that can be interpreted as a “negative perturbation” of the bilinear form .

£

Now, we move to the case where c is given by (39). Let us denote by C,, the continuity con-
stant of the bilinear form ¢y. The next theorem establishes the well-posedness of the perturbed
problem for a very general form cy.

Theorem 19. Assume that the inf-sup condition (18) on the form b holds true, and that the
bilinear forms a and cy are both symmetric and positive. Suppose in addition that there exist ay > 0
andyq > 0 such that

alug, up) = aplluglly;, Vug € KerB,
and
co(po, po) = Yollpollg, ¥ po € KerB*. (48)

Ife is small enough, namely
1

£ ———, (49)
2Ce, Caf*C2

then Problem (37) is well-posed and

I, P)llvxq = CIf @llvixgr
with C a constant depending only on ay, B, vo, C, and Cy,.
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Proof. First, we adapt the beginning of the proof of Theorem 15 to take into consideration the
bilinear form ¢. Since ¢ is symmetric and positive, we can use Young’s inequality to obtain

0 €
—c(p,Bu) = —eco(p,Bit)g = —EECO(p, p)— %CQ(BM ,Bi1)
5 c:
—e5c(pp)—¢€ ;"6””:2”% since [|Bill, < Cpllall5,,

and thus (46) becomes
2C2
(Lol G b)nunzv)

Ae((w, p), T(u, p)) = Cap” (—ll uoll?, +Ca( 5

2 2 2
+ 21l + €Caf(1- Caf?2 ol ),
where T is the mapping
T:VxQ—VxQ
(u, p) — (Caf?u+Lpp,—Caf*p+ (Caf*)*Bu).

Setting § = ﬁg as before, we get the estimate

Ca Cap?
e, p), T(u, p)) = ag ﬁllullv —IIPIIQ+£ ap

co(p, p),

aslongase < - %2), which is the case under the assumption (49) since ag < C.

é(z

2Cey CaPp*C2
Then, as the bilinear form c¢j is not necessarily coercive on the whole space Q, we use the

decomposition p = po + p with py € KerB* and jj € (KerB*)*. From Young’s inequality, we have

C
co(p, p) = (1=0)co(po, po) + (cco - 7“) 115

forall0 <6 < 1. Setting 6 = % and using (48), it follows that

aﬁ Llﬁ
” u” V ”p”Q £ 2

Ae((W, p), (1w, p)) = ag (L 1poly -~ Cay 1513
Now, we notice that
= ||p||Q 5 ||p||Q ||ﬁ||é
and that, thanks to (49),

CuB? 3

13 3
—n2 _ — 2 4 ~2 — 2 _ 2
g”qu—E'Z"p”ozfccocaﬁ Cb'Z”p”QEE 2 Eccollp”Q
because Cp, 8 = 1. Hence
C _
ste((, p), T(w, p)) = ag—2" ﬁ ul? + —||p||Q “f [—n polly+ (5 cco—cco)npné)
C 2
> ag ‘f lull? + (8+€Y0 Cal” )IIpIIQ since C, = o,
which shows that <, is T-coercive. Il

Lastly, we mention that an important consequence of the previous result is to estimate the
distance between the solution (u, p,) of the perturbed problem

Aug+B*p.=f, inV/,
ue—eCope =g, inqQ’,

and the solution (u, p) of the original saddle-point problem (15) as a function of the penalty
parameter €.

(50)
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Corollary 20. Assume that the inf-sup condition (18) on the form b holds true, that the form a is
symmetric and positive, and that c takes the form of (39). If there exist ag > 0 and yy > 0 such that

a(ug, ug) = aollugly, Vug€KerB,  co(po, po) = yollpollly, Vpo € KerB*,

and if
1

s ———
2C,Cap*C?’
then we have
lu—tellv +11p— pellg < Ce, (61)
with C a constant depending only on ay, B, Yo, Ca, Cp and Cy,.
Proof. Subtracting (50) from (15), we find that (1 — ug, p — p,) solves the system
A(u—ue) +B*(p—pe) =0, inV/,
B(u—ug) —€Co(p—pe) =—€Cop, inQ'.

From Theorem 19, we infer that

I (u—te, p— Pe)llvxq = ClIlO, —eCop)llvxy
with C depending only on ay, §, Yo, C, and Cp,. Thus

(et = te, p— pe)llvxg < CChel Pl
which proves (51). O

3.6. Case of a “fixed” augmentation

If the bilinear form c is not given by (39), the extra terms of the form c(p,Bu) arising from the
previously considered T-coercivity operator cannot be controlled as before, because there is no
factor € to adjust. Below, we assume that c is coercive on Q, namely that there exists y > 0 such
that

cp,p)zYlply, YpeQ. (52)
So, to control these extra terms, we introduce an operator C! in the expression of T, where
C'e £(Q,Q) is defined by
cC'g =@ Pg.o YgeQ ,VgeQ.

One can easily check that the operator C™! satisfies

€ lglg =ICgllo=y gy, VYgeq,
and y
<g,c—1g>Q,,QzC—gug||g,, vgeq'. (53)

Theorem 21. Assume that (52) holds true and that the bilinear forms a and c are both symmetric
and positive. Suppose in addition that there exists a constant ag > 0 such that

Y

a(u,u) +
(a4, 1) 2C2

IBully = apluly, VueV, (54)

then Problem (37) is well-posed and
I(w, Pllvsq = CI, @ Mlvixgs

with C a constant depending only on ap,y and Cy,.
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Proof. For 7, u >0, we consider the mapping
T:VxQ—VxQ
(u, p) — (u,-np + uC ' (Bw).
Then, using the definitions of C~1and B, we compute
A ((u, ), T(w, p)) = alu, w) + b(u, p) —nb(u, p) + ub(u, C"*Bu) +nc(p, p) — pe(p, C' Bu)
a(u,u)+ (1 -n)b(u, p) + u(Bu, C_lBu)Qr,Q +nc(p, p) — u(Bu, p)qr,Q
a(u,u)+(1-n-wb(u, p)+ u{Bu, C_lBu>Qr,Q +nc(p, p).

Let us choose 1, > 0 such that n+ u = 1 to cancel the second term above. To fix ideas, let
n=p=1/2,sothat

T(u, p) = (u,—1p+ lc_l(Bu)) (55)
27" 2
and 1 1
ste((w ), T(w, p)) = alu, ) + Z(Bu, C'Buyg g+ Sp.p).
Owing to (53) and (52), we deduce that

Y 2 Y2
d ’ rT ) = ) + B r+ - »
¢((w, p), T(w, p)) 2 alu, w) 22 IBulig+5 1Pl
and the result follows. 0
Remark 22. The T-coercivity estimate reads
te((u,p), T, p)) 2 gl + i, (56)

so that it depends on y, whereas it was independent of ¢ in the small perturbation case. Moreover,
because of the term C~! (Bu) in (55), || T|| behaves as y‘l. Nevertheless, the final stability estimate
is robust because the value of the constant y is fixed.

Remark 23. Note that Theorem 21 does not require the inf-sup condition (18) to be true.
However, if (18) holds, then (54) is automatically satisfied. As a matter of fact, for any u € V,
using the decomposition u = 1 + i with 1 € KerB and i € (KerB)*, we have seen in the proof of
Theorem 11 that, forall 0 < 6 < 1, it holds

C 2 -
atu,uw) 2 (1= 0)alug, up) + (Ca= 2" Il and 1Buly = 1Bl = 6N al.

Hence, C
Y 2 _ _ba Y a2) a2
alu, )+ 25 1Bl = (1= 0)atuo, o) + (Ca= 5+ 567 1.
We then observe that
Cq Y a2 ( Y AR )
Cp——+— >0, VOel||ll+ —— 1,
(“ ] 2c§ﬁ) ( zcgcaﬁ)

so (54) is obtained by choosing some 8 = 8(Cy, 8, C.,7) in the above interval.

Remark 24. We will see in Section 6 that Theorem 21 is sufficient to handle the case of neutron
diffusion. Nevertheless, note that assumption (54) is not optimal since it depends on the arbitrary
choice n = u = 1/2 made in the proof. Looking through the proof, we see that the result of
Theorem 21 still holds true as long as there exist @ > 0 and 0 < fi < 1 such that

a(u,u) + fi(Bu, C"'Buyg o = @pllully,, YueV.
The final T-coercivity estimate then reads
e ((w, p), T(w, p)) = @gllully, + A - Dylplf.

However, this estimate is possibly less sharp than (56) if i > %
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In addition to the Stokes problem, let us see next how other typical examples of mixed
formulations fall within the T-coercivity framework.

4. Application to electromagnetism

Our goal is to solve the so-called quasi-static magnetic problem set in a homogeneous or an
anisotropic medium, surrounded by a perfect conductor (see [1, Section 6.4]). The medium is
characterized by its dielectric permittivity € and its magnetic permeability p.

Let Q be the domain of R? in which the problem is set. For simplicity,_ we assume that Q is
simply connected, with a connected boundary. Moreover, we assume that ¢ € {g, u} satisfy the
following assumption: N

{ ¢ is areal-valued, symmetric, measurable tensor field on Q, 57)

3E_,E,>0,VzeR3, é_|z2<éz-z2<& |z? ae. in Q.

Because one is dealing with symmetric tensors, if ¢ fulfills (57), so does ¢!, with (E71), = (¢_)7!
and (- =7
Given H* € L%(Q), such that uH* € Hy(div;Q) n H(div0; Q) and p € HY(Q), the quasi-static
magnetic problem amounts to finding E € L?(Q) such that
pleurlE= H*, inQ,
div(eE) = p, in Q, (58)
Exn=0, on 0Q).
Under the assumptions on € and y, on the one hand we note that E € Hy(curl;Q). On the other

hand, it is known that the problelﬁ (58) is well-posed, see for instance [1, Theorem 6.1.4]. Below,
we propose to recover well-posedness using the T-coercivity approach.

4.1. Proving well-posedness with T -coercivity

4.1.1. In a homogeneous medium

Let us first assume that € = y = 3 in Q. To build an all-in-one equivalent variational formula-
tion, we follow e.g. [26]. In this case, the electromagnetic energy can be expressed in terms of the

electric field as (E, E) 2 (q, + (curl E, curl E) j2 ). In other words, it is equal to | E ”%{(curl;ﬂ)’ where

Il | Fr(curl; ) denotes the "natural” norm in H(curl; Q). We endow H(} (Q) with ||V - || and the corre-
sponding inner product (V-,V-);2 - Bearing in mind that curl (Vp) = 0, it follows that

IVqll = IVqll peurt;oy, Y q € Hy ().

First, for H* € Hy(div; Q) n H(div0; Q) and p € H~1(Q), one can prove that the equivalent weak
formulation of Problem (58) reads: find E € Hy(curl; Q) such that

(curl E, curl V)2 = (H*,curl V)12 Yve Hy(curl; Q),
(EVD120 =0 D p1@,mi @ Y4€ Hy (Q).

Second, in order to fit (58) into the abstract framework (15), we introduce an artificial pressure un-
known p by adding a term (v, Vp) 2 g, in the first equation. The previous formulation becomes:
find (E, p) € Ho(curl; Q) x H; () such that

(curl E, curl Vot (v,Vﬁ)Lz(Q) = (H*,curl v)Lz(Q), Vv e Hy(curl;Q),

(59)
E Nz =0 Dpra,mier Y4€ Hy (€).
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Indeed, one can easily check that (E, p) is solution of (59) if and only if # = 0 and E is solution of
(58). So, defining the bilinear forms

a(u,v) = (curlu, curlv) ;2 ), Yue Ho(curl;Q),Vv e Hy(curl;Q),

b(v,q):(v,Vq)Lz(Q), VvEHO(curl;Q),VqEH&(Q),
the all-in-one bilinear and linear forms of Maxwell problem are respectively given by
A ((E,p),(v,q)) = a(E,v) + b(v, p) + b(E, ), (60)
0((v,q) = (H*,curlv) ;2 o) = {0, @) 1), HI@" (61)
The continuity constants are such that C, = 1, C, = 1, and Cp < (| H*|1* + ||p||§{_1(9))1/2
Let us give an explicit expression of the abstract operators
Be Z(Hy(curl;Q), Hi(Q)),  Lpe Z(H}(Q), (KerB)?*)
corresponding to this problem. According to (19), for u € Hy(curl;Q),
Bu=0< (u,Vq) 2 =0,Yq € Hy(Q) < divu=0.
Hence,
KerB=Ky(Q), where Kxy(Q)= Hy(curl;Q)n H(div0;Q). (62)
In addition, one easily checks that
(KerB)* = {v € Hy(curl;Q), 3g € H} (Q), v=Vg}. (63)
With those results, we can characterize L. On the one hand, by definition of b, we observe that
bLsp,q) = (Lep,Va) 2oy VP 4G € Hy(Q). (64)
On the other hand, according to (20), one has
b(Lpp,q) = (Vp,Vq)Lz(Q), Vp,qe H&(Q). (65)

Putting (63), (64) and (65) together, we deduce that
Lgp=Vp.
Moreover, for all p € Hé (©Q), one has
IL Pl HCur;0) = VPl Hcur;0) = 1V P,

hence L3 is an isometry, so Lp satisfies (22) with = 1. The inf-sup condition (18) holds.
Going back to KerB (cf. (62)), we recall Weber ﬂlequality [47]: there exists Ck > 1 such that

Ikl Hcurt;0) < Ckllcurlkll, Vi e Ky(€Q).

The fact that Cx cannot be taken smaller than 1 stems from the definition of the "natural"
norms involved. Hence, Weber inequality says that the form a is coercive on KerB, so that all
the conditions of Theorem 11 are fulfilled, with ay = (Cx) ™2 < 1. Precisely, Theorem 11 states that
the bilinear form «f is T-coercive for the mapping

T: Hy(curl; Q) x Hy (Q) — Hy(curl; Q) x H} (Q)

~ _ 3 (66)
(E, p) — (E+ Vp,-p+ —BE),
4
where, by definition of the operator B (cf. (19)), BE € H; (Q) satisfies
(VBE),Vq) 2, = b(E,q) = (E,VNq) 2y, Vg€ Hy(Q). (67)

Furthermore, following (31), it holds that

(C)~° 2

1
~ ~ 2 ~ 2 ~2
o ((E, p),T(E, p)) = VE N urtior * 5197132 0y = €UE Iy cuni) + 1V PNz ),

C. R. Mathématique — Draft, 17th November 2023



Mathieu Barré and Patrick Ciarlet 21

-2
with @ = Co=

To get the stability constant, we need to compute [|T||, that is, bound || T(E, p) || Ho(curl;0) x H} (©)
for (E, p) € Hy(curl; Q) x H1 (). We find that

ITCE, P13

Ho(curl;)x H (@) ~ ||E"'VPHH(curlQ) “ Vp+g V(BE)

I (®)

< 21E 0 a2V Pl untiy + 21V Bl ) + 2 ( ) IVBE)IZ, 4,

332
<2||E||H(cur19)+4||VP||L2(Q)+2 ( ) ||E”H(curlﬂ)

= 4(”E”H(curl;Q) + ”vP”H(m)'

where we used that [|[V(BE) |12y < | Ell H(curl;0) thanks to (67). Therefore, [|T|I < 2.
Applying (4), we conclude that

)1/2 (68)

2 2 2
”E”H(curl;Q) = SCK(”H* ” + ”,O" H1(Q)

4.1.2. In an anisotropic medium

In an anisotropic medium, let us follow for instance [25] to build an all-in-one equivalent vari-
ational formulation. In this case, the electromagnetic energy can be expressed as (¢E, E) 2 q, +
(u"lcurl E,curlE) > (- Under the assumption (57) made on ¢ and y, we note that we can endow
Hj(curl; Q) with the inner product (-, ‘)551,:“,1 () = (e, V)2 + (E_lcurl u,curlv);> -
The associated scaled norm

-1 1/2
ol gyt eurt = (ew, w2 + (4™ curlu, curl w2 )

is equivalent to the "natural" norm. Then, we endow Hé (Q) with the inner product (-,-)1¢
(P, q) — (EVP,Vq) 2 (q) and the associated scaled norm

1/2
gl le = ((qu; VCI)LZ(Q))
is equivalent to | - |l () according to Poincaré inequality. With this choice of norms, for g €
H; (), one has || qll1,¢ = IVallepreun- Also, T () -1y 1S the isomorphism defined by
M- @P D @.m@ = P e =€V Vg, Yp.qeHQ),
while the norm in H™1(Q) is
<g; q) H—I(Q)YHOI Q)
lgll_ye1= sup —————, VgeEH L.
- ng(}(Q)\{()} ||61||1,§

Finally, for ¢ € {¢,e” ,,u, ~11 we use the inner product (-,-)¢ : (u,v) — (Cu, V2 and the
associated scaled norm || ||5 in L%(Q). As we shall see below, these scaled norms and inner
products, which are introduced to account for the anisotropic medium, lead to computations
that are very similar to those that have been carried out for a homogeneous medium.

As before, in order to fit (58) into the abstract framework (15), we introduce a vanishing artifical
pressure p. The resulting formulation is: find (E, p) € Hy(curl; Q) x H[} (Q) such that
(u'curl E, curlv) 2 ) + (€V,VP) 2 = (H",curlv) 2 ), Vv e Hyleurl;Q),

1 (69)
EE, V20 = 0 D u1,mi @ V49 E Ho (D).

So, defining the bilinear forms
aﬂ—l (u,v) = (H_lcurl u, curl V)p2qy YUE Hy(curl;Q),Vv e Hy(curl;Q),

be(v,q) = €V, V) 2 (), Vv e Hy(curl;Q),Vq e Hy (Q),

C. R. Mathématique — Draft, 17th November 2023



22 Mathieu Barré and Patrick Ciarlet

the all-in-onebilinear form of Maxwell problem is now given by
dg,ﬁ((Ey ’5)) (vy 67)) = au—l (Er U) + bg(v, ﬁ) + bg(Ey LI)» (70)

while the linear form remains defined by (61). Thanks to the introduction of scaled norms, we find

that the bilinear form a1 is continuous on Hy(curl; Q) x Hy(curl; Q) with a continuity constant

C, =1, while the bilinear form b is continuous on Hy(curl; Q) x H& (Q) with a continuity constant
Cp = 1. With respect to the scaled norms, we have

|(H*,Clll'l V)LZ(Q) —{p, q)H—l(Q],HS (Q)| <|H* ||ﬁ||Clll'l V”E—l + ||P||—1,§-1 lglie,

so that Cy < (| H* ”2E+ ol 1[1)1/2. Let us give an explicit expression of the abstract operators

Be € £ (Ho(curl;Q), Hy(Q)),  Lp, € £(Hy(Q), (KerBg)").
Given u € Hy(curl;Q), we observe that, by definition of operator B, (cf. (19))
Bett =0 <= (£u,Vq) 2. =0, Vg € Hy(Q) <> div(eu) =0.
Hence,
KerB, = Kn(Q;¢€), where Ky(Q;¢) ={ve Hy(curl;Q), div(ev) = 0}. (71)
In addition (see e.‘; (6.16) in [1])
(KerB,)" = {v € Hy(curl;Q), 3g € H; (Q), v=Vgq}, (72)

where orthogonality is understood with respect to the inner product (-, )¢ ;-1 curl -
With those results, we can characterize Lp, . By definition of b,, we observe that

be(Lp,p, @) = (LB P),VG) () VPG € Hy(Q). (73)
While, according to (20), one has
be(Lp. P, ) = (P, Pre = VP,V 2y VP, q € Hy(Q). (74)

Putting (72), (73) and (74) together, we deduce that L, p = Vp. So, forall p € H& (Q), it follows that
[IL Be pll eu-leurd = Ipll1,e. In other words, L Be is an isometry with respect to the scaled norms: L B.
satisfies (22) with 8 = 1, and the inf-sup condition (18) holds.

Going back to Ker_B£ (cf. (71)), we recall the generalized Weber inequality [47] (or [1, Theorem
6.1.4]): there exists Cx > 1 such that

IIkIIE,M-lcuﬂ < CKllcurlklly-l, Vke Kn(Q;e).

While the bound Ck > 1 remains as a consequence of the definition of the scaled norms, the value
of the constant Cx now possibly depends on ¢ or p.

The generalized Weber inequality implies that the form a1 is coercive on KerB,: all the condi-

-
tions of Theorem 11 are fulfilled, with ag = (C )2 < 1. In{erestingly, Theorem 11 states that the
bilinear form < ,, is T-coercive for the mapping T that is again given by (66), but replacing B by
the e-dependent operator Be. Based on this observation, the final computations are very close to
those of Section 4.1.1, replacing the "natural" norms and inner products by their scaled counter-
parts.

First, using (19), we find that B, E € H& (Q) satisfies

(eVBE),Vq) 2 = €E, V@2 Vg€ Hy(Q. (75)
L~ (Q) Q)
Second, following (31) and introducing a = % (which depends on € or ), it holds that

Ae((B, P, T(E, ) 2 QI EIZ 1oy + 111 )-
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Finally, thanks to (75), which yields [|B¢ Ell1 ¢ < ||E||§“u71cuﬂ, we now find that
T(E, )2 = |E+Vp|? ~‘O’BE2
1T, Py curic e = 1+ VP s * |+ 3BE]

2 ~2
= 4(”E”e,u'lcurl + ”pnlé)‘

Using the scaled norms, we have again that [|T|| < 2, and we conclude with (4) that

1/2
IEN; y-1cun < 8CR(IH* 1%+ 1017, 1) .

,Lg—l

(76)

4.2. Optimized bounds in an anisotropic medium

To achieve T-coercivity, the abstract theory does not take into account the so-called double
orthogonality property (or Helmholtz decomposition), which states that for all k € K (Q;¢) and
allge H& (Q), one has (gk,Vq)Lz(Q) = (,u_lcurl k,curl (Vq))Lz(Q) =0, so that

I+ VG2 ey = KN 1 g + 11415 -
Indeed, given E € Hy(curl;Q), we note that, with the help of ¢ :=B.E € H(} (Q) solving (75), one
has the (orthogonal) Helmholtz decomposition
E=kg+V¢g,
with kg € Kn(Q; €).
We sketch below how one can improve the estimates, see [26] for further details. Let us choose
Top: : Holeurl; Q) x Hy (Q) — Ho(curl; Q) x Hy (Q)
(E, p)— (kg + VP, pE).
Thanks to the double orthogonality property, one finds easily that T, is an isometry and that
Aeu((E, D), Top: (E, p)) = lleurl kgl + 15l + )5l ¢

2 (CR) (1B 1 g + 1217 ),

where Cy is the constant that appears in the generalized Weber inequality. Applying (4), we have
the optimized stability estimate

IE| )2,

< CR(IH* 1%+ llpl1®

—1,§_1

70

&,u"teurl

We conclude that, for all possible choices of coefficients € and , there is only a factor 8 difference
between the stability constant obtained via the abstract T-coe_rcivity approach, see (76), and the
optimized stability constant which relies explicitly on the double orthogonality property, see (77).

Remark 25. One can obtain similar results in more general geometries, such as a non-simply-
connected domain, or a non-connected boundary, see [26].

5. Application to nearly-incompressible elasticity

In this section, we apply the T-coercivity framework to the equations of elasticity, assuming
homogeneous Dirichlet boundary conditions. Let Q < R? be a domain, where 2 < d < 3. For a
prescribed body force f € H™!(Q), we look for the displacement u € H'(Q) such that

—divic(w)=f, inQ,

(78)
u=0, onoQ,
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where o (u) denotes the stress tensor. We assume that it is given by Hooke’s law
o(u) =2pe(u)+Aldiva)I,

where A, i > 0 are the Lamé coefficients of the material and e(w) = 1 (Vu+ (Vu)T) is the linearized
strain tensor. Thanks to Korn inequality [29], the space H(l) (Q) is here endowed with the inner
product

(u, v)-—»f e(u) :e(v)dx,
Q

whose associated norm u — |e(u)| is equivalent to the H L(Q)-norm in H(l)(Q). Introducing the
new unknown p = Adivu, the elasticity system (78) can be written in mixed form as follows: find
ue H(l)(Q) and pe Lg (Q) such that

—2udiv(e(m))-Vp=f, inQ,
1
divu——p=0, inQ.
vu--p in
Or equivalently, in variational form: find u € H, é (Qandpe L(Z)(Q) such that

a(u,v)+b(v,p) = (f,v), Yve HyQ),

1 ) (79)
b(u,q)—zc()(p,q) =0, Yqe Ly(Q),

with
a(u, v)=2u[ e(u) 1 e(v)dx, b(v,q):f gdivvdx and co(p,q)zf pqgdx.
Q Q Q

For nearly-incompressible materials, the first Lamé coefficient A goes to infinity, so that A~! goes
to zero. Therefore, (79) can be seen as a small perturbation of Stokes system.

Since the bilinear form a is coercive on the whole space H(l)(Q), we can directly apply The-
orem 13 in the special case of Remark 14. The bilinear form a is continuous and coercive, with
C,4 = a = 2u. In addition, the bilinear form b is continuous and satisfies the inf-sup condition
(18) with 8 = Cyjy since b is the same form — except to the sign — as for Stokes problem. Then,
Theorem 13 furnishes that the all-in-onebilinear form </, defined by

1
dc((u,p),(v,q)):Zuf e(u):g(v)dx+f pdivvdx+f qdivudx——[ pqdx (80)
Q Q Q AlJa
is T-coercive for the mapping
T: H}(Q) x L3(Q) — H(Q) x L3(Q)
(w, p) — (2uC3 u+v_p,—2uC% p),

div

(81)
and (38) implies that

1 2
e((u, ), T(w, p)) = 2p° C,, le@)I* + (5 + T’”cﬁiv) Ipll>.

Note that this estimate is robust in the incompressible limit, namely for large values of 1.
Finally, replacing v by 2u in (11) and using (4), we get that the unique solution of (79) satisfies

2 max(z \/E,uCﬁiv, Caiv(2 + 4p? Céiv)uz)

min (42 Céiv, 1+4uA-t Céiv)

(e, p) “H(l)(Q)xL%(Q) = ”f”(H(l)(Q))h

where ||-||(H[1)(Q)), denotes the dual norm of | e(-)].
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6. Application to neutron diffusion

Let Q c R? be a domain, where 2 < d < 3. We consider the neutron diffusion equation with zero

flux boundary condition: given a prescribed fission source S re I2(Q), find u € H'(Q) such that
—div(DVu)+ou = Sf, inQ,
(82)
u=0, on 0Q),

where u, D, and o denote respectively the neutron flux, the diffusion coefficient and the macro-
scopic absorption cross section. It is assumed that the diffusion coefficient D fulfills (57), and that
the macroscopic absorption cross section is such that

{ o is a real-valued measurable scalar field on Q,

. 83
do0_,0,>0,0_<0<04a.e.inQ. 83)

Because Sy € L2(Q)), one has DVu € H(div; Q). This problem can be recast equivalently in mixed
form, introducing the auxiliary unknown p = —DVu, called the neutron current. It reads: find

(u, p) € H} (Q) x H(div; Q) such that

divp+au:Sf, inQ,
-1 . (84)
D "p+Vu=0, in Q.

It can be shown that equivalent weak form is: find (u, p) € I2(Q) x H(div; Q) such that

f(vdivp+auv—D_1p'q+udivq) dxszfvdx Y(v,q) € L*(Q) x H(div; Q). (85)
Q Q

Remark 26. Among other things, one can recover that the solution u € L[2(Q) from the weak form
(85) is such that u € H'(Q), and that u = 0 on 6Q.

6.1. Proving well-posedness with T -coercivity

Defining the bilinear forms
ap-1(p, @) =D7'p, @) 2 Ype Hdiv;Q),Vq e Hdiv;Q),
b(q,v) =-(divq,v)2(q), YqeH(div;Q),Vve I(Q),
o (U, v) = (0u, )2, Vue L*(Q),Yve L*(Q),
the all-in-one bilinear form of the diffusion problem is given by
Ae((p,w),(q,v)) = ap-1(p,q) +b(q,uw) + b(p,v) — cs (U, v). (86)

Here, we are in the case of a “fixed” augmentation, as treated in Section 3.6.

Let us check below that all the conditions of Theorem 21 are fulfilled. First, ¢, is coercive on
I[2(Q) with Y = o-. Then, ap-1 fulfills (13) with C, = (D_)"!, whereas b fulfills (14) with Cp, = 1.
Finally, we look for the condition (54). It is straightforward to check that, for all p € H(div;Q),
Bp =Bp = —divp. Hence
o_

Y 2 -1 - 2
B =(D ,p) + div
2C2 IBpl~=(D""p,p) 207 Idivpll

ap-1(p,p) +
; -1 0- 2
>min((D;) ", R) [

Then, Theorem 21 establishes that the bilinear form <, is T-coercive for the mapping (55)

T: H(div; Q) x L*(Q) — H(div;Q) x [*(Q)

(p,u) — (p, %(—u— U_ldin)).
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Furthermore, using the estimate (56), it holds that
: -1 9- 2 o 2 2
.ch((p, u)rT(py u)) =min (D+) ) 20_2 ”p”H(diV;Q) + 2 ” u" = Q" (P, u) ”H(diV;Q)XLZ(Q]’ (87)
+

with @ = $ min(2(D,) ™, 0_(04)2,0-).

There remains to estimate || T||. One has
1
2 2 —13: 2
”T(p; u) "H(diV;Q) xL2(Q) = ”p” H(div;Q) + Z “ —u—-o dlvp||L2(Q)

1 1 2.

< IPlaivien * 5 ((1 +3)ulFy ) + (1 + 5)(07) 21divpl72 g,

= (142007 Ip.

= 39~ P Wl gdiv:o)x 12 Q)

so that [ITll < (1 + %(U,)‘Z)m. Applying (4), we conclude that

2(1+ L))"

min(2(D4)"1,0-(04)7%,0

(P, Wl ggiviay <2 < ) I1Srllz2)-

Remark 27. Some of those computations can be found in [28, 41]. Here, we see them as a
consequence of the general result stated in Theorem 21. Note that in [28, 41], the T-coercivity
estimate (87) is obtained with a constant ¢’ = %min(Z(Dg‘l, (a+)‘1,a,), which is very close to
asinceo_(04) 2= (o)t g—; an g—; <1.

Remark 28. Here again, the operator T is not unique, see for instance [31, Exercise 56.6] for
another possible choice of T-coercive operator with a different weak formulation of Problem (82).

Remark 29. If one wants to obtain estimates without the bounding factors o1 and D., a standard
path is to imbed the parameters D and o into the definition of the norms, like it is done in
Section 4. Namely, one chooses the norms:

/
vl = (00, v)20) "%
Z 1 . 1/2
gl p-1 g-1aiv = (D71 q, @) 2y + (0~ divg,divg) ;2y) ',
— 2 2
I, v = (112 +1g12 . 1g)
On the one hand, all norms are “fixed” once the parameters are given. On the other hand, one
can easily check that the stability constant is now independent of the bounding factors, by using
the same mapping T as before.

7. T-coercivity at the discrete level

Previously, we demonstrated the robustness and the flexibility of the T-coercivity approach to
study mixed problems at the continuous level. In this section, we are going to see how T-coercivity
also enables us to provide a stable discretization of such problems with mixed finite elements. Let
us recall the simple results below [23, 24].

Definition 30. [23, Definition 5] Let W be a Hilbert space, < (:,-) be a continuous bilinear form
over W x W and (W), be conforming approximations of W. We say that &/ is uniformly Tj,-
coercive if

Ja*,p* >0, Yh>0, 3T, € L(Wy), | (up, Thup)l = a* upllsy, Yup€ Wy, and |Tpll<p*.
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Proposition 31. [23, Theorem 2] Let W be a Hilbert space, | be an element of W', </ (-,-) be a
continuous bilinear form over W x W and (W},), be conforming approximations of W. Denote by
Ay e LWy, W,’l) the discrete operator associated to <, . The problem

Find up € Wy, such that
Yv,e Wy, of(up,vy) = (f; vp)

is well-posed and (Azl)h is uniformly bounded if and only if o is uniformly Ty, -coercive. In that
case, denoting by Cy the continuity constant of the bilinear form <, it holds that

lu—upllw =C inf u-vulw, (88)
l)h€Wh

with C =1+ &&° independent of h.

a*
Remark 32. Similarly to Remark 3, it is possible to choose normalized operators (Tj);, in the

above definition, that is [|Ty[ll = 1, with f* = 1 and a value of a* scaled accordingly. In this case,
in the proposition, the constant in (88) writes C = 1+ C/(a*) ™'

Remark 33. Proposition 31 can be extended to the case where the discrete forms <), and fj,
differs from the continuous forms < and f. In that case, Céa’s lemma (88) becomes

lz—upllw=C lélva (Il = vpllw +Consy +Consy ;(vp)),
Up h

with

(f=Tfwon oA — o) (vy, w
Consf,p= sup M and Consg p(vy) = sup ( n W h)l, Vv, € Wy
vpewphor  lonllw wREW\ 0} lwpllw

As before, we start with the leading example of Stokes problem.

7.1. Stokes problem

For a given h, the natural discretization of Problem (7) reads:
Find (uy,, py) € Vi, x Qp  such that (89)
YWn qn) €V xQp, & ((wp, pr), Wi, qn)) =<f,vn),

where V), c H(l) (Q) and Q, L(z)(Q) are two finite dimensional spaces constituting a conforming
approximation of Hj(Q) x L5 ().

From Proposition 31, we know that Problem (89) is well-posed if and only if o is uniformly
Tp-coercive. To build a suitable mapping T;, € £(Vj, x Qp), a natural idea is to reproduce the
continuous mapping from the proof of Theorem 5

T: Hy(Q) x L5(Q) — H}(Q) x L3(Q)
(u,p) — (Au+v,,—-Ap)

at the discrete level. The operator T above depends on the divergence lifting v, € Hé (Q) of the
pressure p € L%(Q) defined by, see (5)-(6),

—divvy,=p and [Vl < Caivlpll.

To obtain a similar lifting in the discrete setting, we consider the continuous lifting of the discrete
pressure p, € Qp C Lg (Q), namely v, € H(l) (Q) such that

—divey, =p, and |Vvy,|l < Cayllpnll. (90)
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This lifting v, does not necessarily belong to the discrete space Vj, < H(l)(Q), so we need an
operator ITj, : Hé (QQ) — V, to project it on V. Therefore, we consider a discrete mapping of the
form
Tp:VexQp — VpxQp
(up, pn) — (Auh +p(vp,), —ﬂph).
Now, let us precise under which conditions the bilinear form « is uniformly T},-coercive by
mimicking the proof of Theorem 5. We compute

(C2Y)]

o ((wn, pr), Tn(up, pr)) = vAIVu, |12 +vaVuh : V(Hh(vph))dx—fgphdiV(Hhvph)dx.
In order to get a term of the form || py, |2, we assume that

fphdiv(l'[hvph)dxzf prdive,, dx, (92)
Q Q

so that
A (1), Th(atg pi)) = vAIVaty | + va Vuy V(I (wp,)) dx + Iyl
in view of (90). Then, for any 7 > 0, Young inequality yields
1
fQVuh V(IIy(wy,)) dx = —g V)| - —||v(nh(vph )2
2
n 2 Cd1v T 2
=——|V
> (A7 5 — —lpnl
provided that there exists a constant C; > 0, independent of # and of py,, such that
V(R wp)) I < Call Ve, | (93)
Hence, it holds that

n 2 vCiiCr 2
o (G, o), Tatan, ) = v (A= 5 Va1 —=

Setting 1) = A = vC3, C3, we obtain

V202 2
.
< (e, pn), Tn(wn, pi)) 2 —5— 1V up | + —||Ph||2
1 .
=3 min(v*Cj;, Ca, Dl (up, ph)llHé(meg(Q). (94)
Moreover, taking into account (93) and mimicking the continuous case (see (11)), we have
ITAll < max(v2vC3, C2, Can Cr (2 +v2C5,CE) ). 95)

So, with the help of the operator ITj, : H(l) (QQ) — V,, we have proven the following result.

Theorem 34. Ifthere exist a family of operators (I13,);, and a constant C;, > 0 such that, for all h,

f qn div (1, v)dx =[ gndivedx, Yve H)(Q),Yqp€Qp, (96)
Q Q

IV(IT, ()1l = CxlIVYll, Yve Hy(), 97)
then Problem (89) is well-posed for all h and

(e~ up, p—pn) ”HO(Q)XLZ(Q) = C(Vh,qijlel‘f/thh I(w—vp,p—qn) ”H[l)(Q)xL(z)(Q)y (98)
with
2max(v,2) max(\/_vC(%

min(v?2 C(ZﬁvC,ZT, 1)

iv div

C2,CaiCn (2 +v2C3, C2)'")
C=1+ .
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Proof. The previous reasoning shows that the bilinear form «f is uniformly Tj-coercive for the
mapping
Tp:VpxQpn—VpxQp
(wp, pn) — (chivcfzz up+1p(wp,), _Vcczlivcizrph)
as long as the two conditions (92) and (93) are fulfilled for all p;, € Qy,, which is the case if (96) and
(97) hold true. The stability estimate (98) then follows by using (94) and (95) in (88). O

The conditions (96) and (97) correspond exactly to the assumptions of an abstract result
known as Fortin’s lemma [32]. Above, the T-coercivity approach allowed us to recover these two
conditions in a straightforward way. Moreover, we recall that, since the form b fulfills an inf-sup
condition (3), those conditions (96)-(97) are equivalent to the so-called uniform discrete inf-sup
condition on the form b

3 >0, Vh, inf sup Joandivy, dx =f,
- an€Qu\0t ypevivor  IVORllllgell =
see for instance [33, Lemma II.1.1].
Finally, we recall that, provided there is a basic approximability property (i.e. any element of VxQ
can be approximated by a sequence of elements of (V}, x Qp)), the convergence of the discrete
solutions to the exact one is a consequence of (98).

7.2. Approximation of saddle-point problems

We now derive a conforming approximation of the abstract problem (15), starting from the
variational expressions (16) or (17), the latter with the form
o ((u, p), (v, q)) = a(u,v) + b(v,p) + b(u, q).

So, let (Vi,)p, resp. (Qp)p, be two families of finite dimensional subspaces of V, resp. Q. Starting
from (16), the discrete variational formulation writes

Find (up, pp) € Vi, x Q,  such that

Yo, eV, alup,vp)+bwy pn) =, vdvv

Yqn€Qn, blun, qn) =<8 qnq o-
while, starting from (17), the all-in-one discrete variational formulation writes

{Find (up, pn) € Vi x Qy,  such that
Y (h, qn) € Vi x Qn, (s P1)s Wiy Gi)) = < vnd vy + 48 dnd @', 0-

In abstract form, the uniform discrete inf-sup condition on the form b writes

36'>0, Vh, inf b, 4n) =g

S ——>p\ 99)
an€Qp\0} yevioy IVRllvIiigrllo =

Remark 35. We note that if the form «f is uniformly Tj,-coercive in the sense of Definition 30,
then the form b automatically fulfills a uniform discrete inf-sup condition. As a matter of fact,
let g5, € Qp \ {0} be given, and introduce (wy, 1) = T;(0, gp). Using Definition 30 with the test
function (0, gj) leads to

|b(wp, qp)| = a* ||qh||é and [[(wp, r)llvxq < B* Il gnllo.
In particular, wy, # 0, and it follows that

b(vy, qp) S b(wy, qp) e lgnllo S

vpevinoy 1Vrlivilgrllq — lwhllviigrllo lwplv — p*

The condition (99) holds with 8’ = a*/8* > 0.
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Let us denote by I1g, : Q — Qy, the orthogonal projection operator defined by

(o, p,qr)o = (p,qn)o, YPEQ,Yqp€ Qp.
We denote by By, : Vj, — Qy, the discrete version of the operator B given by By, = HQhB|Vh' In other
words, we have
BnVn qn)o = Bvin, qn)o = b(wn, qrn), Y (i, qn) € Vi x Qp.
With such notations, the straightforward discrete counterpart of Theorem 8 is
Theorem 36. The following three statements are equivalent:
(i) There exists ' > 0 such that the form b fulfills the uniform discrete inf-sup condition (99).
(ii) Forall h, By, : (KerBy,)* — Qy, is anisomorphism, and
IBrvnllq = Bllvnlly, Vuj € (KerBy)®. (100)
(iii) For all h, there exists an isomorphic operatorLp j, : Qp, — (KerB w7t such that

Bu(Lpnqn)=qn and llqnlo= E'IILB,hqh lv, VYgneQp. (101)

Remark 37. Obviously, this result also holds if the value of the constant in the discrete inf-
sup condition on the form b depends on #, i.e. for each h it holds for some ﬁ’(h) > 0, with
limj,_.¢ 8’ (h) = 0. In this case however, getting error estimates can be more intricate.

As mentioned above for the Stokes system, one has the Fortin lemma (cf. [33, Lemma II.1.1]).

Theorem 38. Assume that the form b fulfills an inf-sup condition (18). The uniform discrete inf-
sup condition on the form b (99) holds if, and only if, there exist a family of operators (I1y,),, with
Iy, : V. — Vy, and a constant C; > 0 such that, for all h,

b(l,v,qy) = b(v,qy), YveV,Vq,eQy,

sup |yl < Cy. (102)
h

Operators (I1j,);, that fulfill conditions (102) are called Fortin operators.

Let us now proceed with the derivation of conditions to ensure that the form </ is uniformly
Tp-coercive. As a general rule, the proofs of the results follow very closely the proofs that were
given in the exact case. The straightforwardness of the procedure when going from the continu-
ous to the discrete level is one of the main features of the T-coercivity approach. We give next the
discrete counterparts of Theorems 9 and 11.

Theorem 39. Assume that the form a is symmetric and positive, that there exists a constant &’ > 0
such that
alup, up) = o luplly, Yup € Vi, (103)

and that the uniform discrete inf-sup condition (99) on the form b holds true.
Then the form <f is uniformly Ty, -coercive.

The property (103) is sometimes called the the uniform discrete coercivity property.
Proof. Let h be given. We introduce the mapping
Tp:VpxQp— Vi xQp
(n, pr) — (Aup +Lp pPn,—Apn)-

We then compute

A ((un, pr), TnWp, pp)) = alup, Aup) + alup, L ppr) + bAup, pp) + bLg ppr, pr) = b(up, App)
= Aa(up, up) + a(up, L ppn) + IIphIIZQ, according to (101)-left.
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Because the form a is symmetric and positive, we can apply Young’s inequality: for any n > 0,
a(up,Lpnpn) = — g a(up, up) — %a(LB,h PrLBnPR)-
According now to (101)-right, we find
a(Lg,npnLenpn) < Calllpnpnly < Ca(B) I pally.
Using assumption (103), if 1 — g > 0, it follows that
n-2
(a1, Ttaam pi)) = @' (A= 2 Nl + (1 - %) 1Pl

Settingn = A= C,(f )~2 as in the exact case, we infer that

1
oA ((un, pr), Tn(un, pr)) = Emin(a’Ca(ﬁ’)‘z, Dl @, pidly

which proves that «f is Tj,-coercive, with a T-coercivity constant %min(a’ Ca(B)72,1) > 0 that is
independent of h. h
Since T, (up, p) = (Ca(B)"2up, + L ppn,—Ca(B) "2 pp), one finds that

ITh(un, PG < 2(Ca(BY ) Nun Iy, + 21l npnly + (Ca(B) 2 pallg,
< 2(Ca(BY 2 Nunllfy + (2(8)72 + (Ca(BY2?) I pullfy,
where the last inequality follows from (101)-right. The bound is valid for all /, which yields
sup IT, |l < max(vV2C,(8) 2 B2+ C2(8)72)""%),
! b P

so the form & is uniformly T, -coercive. d

Remark 40. As for the Stokes problem, the discrete right-inverse Lp j, is connected to the Fortin
operator I1;. As a matter of fact, if there exists a family of discrete projectors (I13,)}, verifying (102),
the operator defined by Lp j, = I, (Lp) satisfies (101) with 8’ = (C,8)"! since for all g, € Q)

I, Legp)llv < CrliLgnllv < CxBlqrlo,

according to (22). As a consequence, to perform stability estimates at the discrete level using Tj,-
coercivity, one has only to replace 8 by C;  in the computations done at the continuous level.

Theorem 41. Assume that the form a is symmetric and positive.
In this case, if the uniform discrete inf-sup condition (99) on the form b holds true and if there exists
a constant ayy > 0 such that

a(ug p, uo,n) = apllugplls, Vugp € KerBy, (104)
then the form <« is uniformly Ty, -coercive.

The property (104) is sometimes called the uniform discrete coercivity property on the kernels.

Proof. Let h be given. We consider the mapping

Tp: Vi xQp— Vi xQp
(U, pn) — (Aup +Lp ppn,—App + AUByuy).

As in the proof of Theorem 11, we can compute

o ((n, pr), Th(un, pp)) = Aa(up, up) + alup,Lg ppp) + IIPhIIé + ﬂullBhuhllé

C. R. Mathématique — Draft, 17th November 2023



32 Mathieu Barré and Patrick Ciarlet

because b(Lg j,pn, pn) = llpn IIé. Since the form a is symmetric and positive, one may use Young’s
inequality. By proceeding as in the proof of Theorem 39 and after setting A = C,(8')~2, we find
that N

1 _ 1
Aaun, up) + alun,Lg,n ) +1Pall = 5 CalB) ™ alun, un) + 3 Ipnlly,

and

o(( 1 n-2 2y, 1 2

Un, Pr), Tn (U, pp)) = Eca(é) (alup, up) +2,u||Bhuh||Q) + EIIPhIIQ-
Then, we use the decomposition uy, = ug j, + iy, with ug j, € KerBy, and i, € (KerBy)1. As before,
Young’s inequality yields
Cay, -
aup,up) 2 (1= 0)atuo, o) + (Ca= Il

for all 0 < 6 < 1. Moreover, By, uhII%2 = IBritpll = (B)? i} according to (100), so that
C
aluun up) +24u0Bpunly 2 (1= 0)aluo p, o) +(Ca= 5 +20(f) I nl.
Choosing 6 = } and p = 3C,(p") 7%, it holds that

, 1 Ca -
alun, up) +2uIBpunly = 5 auo,p ton) + == linly
! !
a a
2 %oy 2%, 02
luonlly + =~y = —~llunlly,

) |§\

=

where we used assumption (104) and C, = &, on the second line.
Finally, we conclude that

1 _ 1
4 (s pr), Tl p)) = 7 €0Ca(B) ZNunlly + 5 1pallG

which yields that «f is Tj-coercive, with a T-coercivity constant min(%agca(ﬁ’)‘z, %) > 0 that is
independent of h.

From the above, we have T, (up, p) = (Ca(B) 2 un+Lp,npn, —Ca(B) > pn+ ?—1 (Ca(B)2)?Bjuy),
and, noting that |B,upl ¢ < Cpllup v, one concludes that - -

sup I Tyl < oo,
h

so the form «f is uniformly T}, -coercive. O

Remark 42. The reciprocal of Theorem 41 is also true. To see this, one simply needs to mimick
the proof of Theorem 11 - item 2. at the discrete level.

Again, provided a basic approximability property holds, that is, any element of V x Q can
be approximated by a sequence of elements of (V}, x Qp);, convergence will follow under the
assumptions of Theorem 39 or Theorem 41.

7.3. Approximation of augmented saddle-point problems

We now approximate the abstract problem (36), starting from the variational expression (37), with
the form
e((u, p), (v, 9)) = alu, v) + b(v, p) + b(u, q) — c(p, 9),
where c(:,) is a form defined on Q x Q that fulfills (35); in particular, c(:,) is positive. So, let again
(Vi)n, resp. (Qp)y, be two families of finite dimensional subspaces of V, resp. Q. The discrete
variational formulation writes
{Find (up, pr) € Vi x Qy,  such that

Y (Vh, qn) € Vi x Qn,  e((Un, pr), Wn, qn)) = (Fr vidviy + (& dn) o0
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To ensure that the form </, is uniformly Tj-coercive, the proofs once more follow very closely
those that were given in the exact case. We give next the discrete counterparts of Theorems 13, 15
and 21.

Theorem 43. Assume that the form a is symmetric, positive, fulfills the uniform discrete coercivity
property (103), and that the uniform discrete inf-sup condition (99) on the form b holds true. Then
the form < is uniformly Ty, -coercive.

Theorem 44. Assume that the form a is symmetric and positive, fulfills the uniform discrete
coercivity property on the kernels (104), and that the uniform discrete inf-sup condition (99) on
the form b holds true. If moreover the form c is like in (40), where € is small enough, namely

1 [04)
P S O
2C.(Capy 2\ Cy
then the form <4, is uniformly Ty, -coercive.

Theorem 45. Assume that (52) holds true and that the bilinear forms a and c are both symmetric
and positive. If there exists a constant a'y > 0 such that

alun, up) + L5 Bl 2 alunly, Vun e Vi, (105)
[
then the form <. is uniformly Ty, -coercive.

As before, provided a basic approximability property holds, that is, any element of V x Q can
be approximated by a sequence of elements of (V3 x Qp);, convergence will follow under the
assumptions of Theorem 43, Theorem 44 or Theorem 45.

7.4. Applications

Let us briefly see how the T-coercivity approach can be used to discretize the mixed problems,
that is for Stokes, electromagnetism, nearly-incompressible elasticity and finally neutron dif-
fusion. For each problem, we propose one or several possibilities. Note that, since there is a
vast litterature on this topic, there is no need to devise new approximation techniques. On the
contrary, the simple framework of the T-coercivity approach provides elementary guidelines
to help us choose among existing techniques. In most cases, we emphasize that this leads to
explicit discrete operators T;,. And, as we shall see next, the degree of explicitness depends on
the problem that is studied.

In each case, the first step is to choose a conforming finite element discretization adapted to
the space V under consideration. We assume for simplicity that Q is a polyhedron for d = 3, or a
polygon for d = 2, so one can use meshes made of simplices for the discretization by finite ele-
ments. For k = 1, 27 stands for the Lagrange finite elements of order k. For Stokes and elasticity,
we note that the space H(l)(Q) may be approximated using (22;)¢ finite elements with k > 2. For
electromagnetism, we have to deal with the space Hy(curl; ), which can be discretized using
the (first-kind) Nédélec finite elements of order k = 1, denoted by .A4%. Lastly, for neutron diffu-
sion, we have to deal with the space H(div;Q), discretized with the help of the Raviart-Thomas
elements of order k = 0, denoted by 27 .. We refer to [5] for details.

The next step is to choose the conforming finite element discretization in the space Q in such
a way that convergence of the discrete solutions to the exact one is guaranteed. This occurs as
soon as one achieves uniform Tj,-coercivity for the all-in-one form <. To that aim, one simply
has to build discrete operators Ty, similarly as in the continuous case but using (when applicable)
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the Fortin operators defined in Theorem 38 to project the lifting Lg on the discrete space. Note
that according to classical theory [5, 33], the existence of such operators is equivalent to the uni-
form discrete inf-sup condition (99) on the form b. Doing so, the discrete stability estimates then
follow from the continuous case by changing the constant f to take into account the influence of
the Fortin operators, see Remark 40.

First, for Stokes and elasticity, and for k = 2, setting Qj, = 27, leads to Fortin operators Hf :
H(IJ(Q) — (@k)d satisfying (96)-(97), or the abstract counterpart (102): the pair ((@2)‘1,(@1) is
called the Taylor-Hood finite element. In this case, building Fortin operators is a very technical
issue. We do not go into the details, and refer instead to Section 8.8 in [5]: we note that the
resulting expression of the operator H‘h@ is quite involved. This leads to a uniform discrete inf-sup
condition on the form b. Regarding uniform Tj,-coercivity, one uses (91) to define the discrete
operators Ty, for Stokes. While, for nearly-incompressible elasticity, the bilinear form defined in
(80) is uniformly Tj,-coercive for the mapping

T : ()T x Py — (P x P
(un, pn) — (21(Cr2 Cai)*up + Hf(v—ph)» —2U(Cr, Caiv)*Ph),
according to Theorem 43 and (81).

For electromagnetism in an anisotropic medium (with smooth tensor fields € and p), for k = 1,
setting Qj, = %% leads to Fortin operators Hf/ : Hy(curl; Q) — A} satisfying (102). Let us explain
below how to proceed. In (102), the operators must fulfill the compatibility conditions

€I v,V an) 2.0 = €0, Van) 2 Vv € Holeurl;Q), Vg, € 2. (106)
Under the assumptions (57) on € (and p), the Helmholtz decomposition of v, orthogonal with
respect to the inner product (-, -)qucurl ,writes v = k,+V¢,, where k, € Kn(Q;¢) and ¢y, € HS Q)
solves (75). Since g, € H} (Q), we note that

Ev,Vap 2 = €VPy,Van) 2y, YV e Holcurl;Q), Vgp, € .

This leads to the "natural" choice

;" v=V(Pi¢y),
where P;l“ : H& (Q) — Py is the orthogonal projection on 27 with respect to the inner product
(-,")1,e, namely

EVPrD),Van) ) = €V, Va2 Y€ Hy(Q), Yy € Py (107)

Indeed, the above problem is well-posed thanks to the assumptions (57) on g, and H{ v auto-
matically belongs to .4} because, by design, the finite element space .4} contains V[Z7;].

With this definition of the operator H;;V , the compatibility conditions (106) immediately follow.
Furthermore, the uniform bound on the norm of the operators in (102) is obtained via

117" w2 = IV(PFpo)II?

epteurd ~ £ curl
= (eV(PF ), V(PEP) 120
(cf. (107)) = eV, V(PLPu)) 12
< Vol curt V(P 0l ot eun
= IV¢ule pteun 1T Vet curt

so that IIH’ZV vl & lcurl < | vl e curl by orthogonality of the Helmholtz decomposition.
On the other hand, the uniform coercivity condition on the discrete kernels in Theorem 41 is
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obtained for instance in [25, Theorem 3]. It hinges on the crucial property stating that, given a
field v = Vg with g € H& (Q), the result of the interpolation of v with the Nédélec interpolation
operator may be expressed as Vqy, for some gj, € %.

Hence, for electromagnetism in an anisotropic medium we infer from Theorem 41 that the
bilinear form </ ,, defined in (70) is uniformly Tj-coercive for the mapping

Ty i N x P — N x Py,

3
(En i) — ((Cros ) En + 0 Vi), = (G P+ 5 Crop) b, )
where ¢, € Qy, satisfies the discrete counterpart of (75), namely

(EV(,bEh;VQh)LZ(Q) = (gEh,VQh)LZ(Q), Vg € Py.
Alternatively, one can follow Section 4.2. In this case, adding indices and superscripts % in the
definition of T,, one considers

(Topt)n: N x P — N x Py
(Ep, pn) — (kg, + VP O, ),
with the decomposition Ej;, = kfgh + V(,bgh. The crucial idea is now to use a discrete Helmholtz
decomposition to define kgh and qbgh. Namely, for vj, € A%, (pf,‘h € & is defined by

VoL Van 2@ = EVmVan 2@y Van€ P,

and k,’}h =v, - chﬁh. Doing so, one obtains an (orthogonal) discrete Helmholtz decomposition
that is uniformly stable, and it can be checked that the form < ,, is uniformly Tj-coercive. The
results also hold for piecewise smooth tensor fields € and p. Details can be found in [25, Proposi-
tion 13]. -

Last, for neutron diffusion and for k = 1, one only needs to select Qj, in such a way that (2?2) is
fulfilled, namely div(£29 ) < Q’h. To do so, we set Qy, = ‘@lf ¥ for k = 0, where the superscript P%
stands for piecewise Lagrange finite elements of order k. Assuming for simplicity that o restricted
to any simplex is constant, we introduce the discrete mapping [28,41]

Th: RT kx P — RT | x 2"
1 1.
(pp,up) — (ph,é(—uh+0' 1dlvph)),

and the property div(29 ) c gblf " guarantees the uniform Tj,-coercivity of the bilinear form
(86) in virtue of Theorem 45.

All basic approximability properties are established in [5], which guarantees convergence in
all of the above cases. We again refer to [5] for details and possible extensions, such as the
generalized Taylor-Hood elements (k = 3) or the MINI element for Stokes or elasticity.

8. Conclusion and perspectives

We have demonstrated the flexibility of the T-coercivity approach, here applied to classical linear
mixed problems, both for the theoretical study of the problems and for their numerical approxi-
mation by finite elements. Let us mention some possible extensions, such as nonconforming dis-
cretization methods for Stokes [40], multigroup diffusion [34] or DDM for diffusion [28]. It is our
belief that numerous applications can be studied with the T-coercivity approach, both theoreti-
cally and numerically. Recent works include application in poromechanics [3, 4], time-harmonic
Maxwell’s equations with impedance surfaces [43], and the applications listed in [39].
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Dedication

This article is dedicated to Professor Franco Brezzi by the second author, with admiration.
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