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We use the mathematical toolbox of the inverse scattering transform to study quantitatively the
number of solitons in a far from equilibrium one-dimensional system described by the defocusing
nonlinear Schrödinger equation. We show that combining two simple criteria we are able to identify
the localized eigenvalues of the Lax operator, corresponding to grey solitons and distinguish them
from the continuous part of the spectrum, corresponding to plane-wave excitations. We apply this
to the study of spatially periodic states and evidence the opening of multiple gaps in the spectrum.
Our method can be applied in principle to all physical systems described by the defocusing nonlinear
Schrödinger equation and allows to identify the solitons in numerical simulations.

I. INTRODUCTION

The one-dimensional (1D) homogeneous non linear
Schrödinger equation (1DNLSE):

i
∂ψ(z, t)

∂t
=

(
−1

2

∂2

∂z2
+ g|ψ(z, t)|2

)
ψ(z, t), (1)

where g quantifies the strength of the nonlinear term,
written here in dimensionless form, is a very common
model arising as a limiting case in the description of vari-
ous physical phenomena, as for example: the propagation
of monochromatic light in non linear optical fibers [1–4]
or atomic vapors [5], ultra-cold atoms confined in very
elongated traps [6–8], polariton superfluids [9] and the
propagation of surface waves in deep water [10]. Several
mathematical tools have been developed and successfully
applied to study the solutions of Eq. (1), among which
the inverse scattering transform (IST) that evidenced the
existence of solitons [11–15], Whitham’s modulation the-
ory that describes dispersive shock waves [16, 17], La-
grangian models [18–20] and numerical methods enabling
the accurate propagation of initial conditions.

Thanks to the fine control of ultracold quasi 1D atomic
gases it is possible to study experimentally the stabil-
ity of solitons [21], soliton scattering on impurities [22],
soliton creation by phase imprinting [7, 23] or head-on
soliton collisions [24]. This has motivated numerous the-
oretical works to predict the soliton dynamics, following
a phase-imprinting [25, 26], in the presence of an exter-
nal trap [27] or an obstacle [28, 29] and to study finite
temperature equilibrium states [30–33].

Equation (1) possesses many interesting properties
that are related to its integrability and are well under-
stood within the IST framework. In particular the IST
introduces the Lax operator [14]:

L =
i

2

(
∂
∂z −√gψ(z, t)√

gψ(z, t)∗ − ∂
∂z

)
, (2)
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FIG. 1. (color online) Density map of a far from equilibrium
state evolving according to the 1DNLSE, exhibiting large den-
sity fluctuations, with many propagating solitons. The quan-
tity plotted is |ψ(z, t)|2/N , normalized to the number of par-
ticles. We identify Ns = 122 solitons propagating in this
particular realization. See text for details on how the initial
state is produced and solitons are detected.

that we write here for the g > 0 de-focusing case. The
operator defined by (2) is hermitian and importantly its
(real) spectrum is time-invariant: therefore it can be used
to classify and study the properties of a particular real-
ization of the field ψ. For infinite systems with well de-
fined asymptotic boundary conditions the IST predicts
that the spectrum of the Lax operator Lv = ζv, that we
will call the Lax spectrum hereafter, is made of two con-
tinuous branches separated by a gap, in which discrete
eigenvalues may exist [11]. These discrete eigenvalues are
directly related to the presence of solitons propagating in
the system, are proportional to their velocity and the gap
size is set by the speed of sound c ' √gn0, where n0 is
the background density.

The problem we address in this work is the following:
how to characterize far from equilibrium states evolv-
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ing according to the 1DNLSE ? To be more precise we
aim at studying states with complex features, involving
many solitons simultaneously propagating, as for exam-
ple shown in the density map of Fig. 1. This task is
in general difficult and may require sophisticated algo-
rithms [34]. We will not address all the mathematical
subtleties of the IST [14, 35] but rather consider practi-
cal details for potentially useful cases.

Importantly we will work with a finite size system, with
periodic boundary conditions, which simplifies the nu-
merical simulation of Eq. (1). We will show that the
Lax spectrum is an efficient and convenient way of char-
acterizing the far from equilibrium states and in partic-
ular enables to count precisely the number of solitons
and determine their velocities. The main difficulty will
be to identify which eigenvalues correspond to solitons
as all eigenvalues are real for the defocusing case. Such
an approach is simpler in the focusing case (g < 0) and
has already found applications [10], as in this regime the
eigenvalues corresponding to solitons have an imaginary
part, which separates them clearly from the background.

We note that several results are available concerning
the 1DNLSE with periodic boundary conditions: the sta-
tionary states are known [36] and a specific form of the
IST has been developed to take into account the periodic-
ity [35, 37–39]. However we have found that the method
of Ref. [38] leads to unstable numerical schemes for the
large nonlinearities considered in the present work and
therefore we rely on the study of the generic Lax opera-
tor of Eq. (2).

In this work we introduce two complementary mea-
sures allowing to properly identify the localized eigen-
states in the Lax spectrum, based on the eigenvalue den-
sity and on the localization of the associated eigenvec-
tors. We also study the Lax spectrum associated to states
with spatial periodicity and evidence that its structure is
deeply modified. This can be understood by mapping the
Lax eigenvalue equation on a Schrodinger equation for a
fictitious particle moving in a periodic potential. Our
findings can be used to recover the properties of solitons
in far from equilibrium 1D systems both in simulations
and in experiments.

The paper is organized as follows: in section II, we
recall basic properties of operator (2) for simple solutions
of Eq. (1), then in section III, we study the Lax spectrum
of the state shown in Fig. 1 and introduce tools to classify
the eigenstates, in section IV we show that states with
spatial periodicity exhibit Lax spectrum with multiple
gaps and discuss their relevance for experiments. Finally
we discuss our results and conclude in section V.

II. PROPERTIES OF THE LAX OPERATOR

As mentioned above we use periodic boundary condi-
tions, such that ψ(z, t) = ψ(z + L, t) with L the size of
the system and we normalize the field to a total num-
ber of particles: N =

∫ L/2
−L/2 dz |ψ(z, t)|2. In the limit

of a very large system L → ∞ keeping a fixed average
density N/L = n0, Eq. (1) has a well known family of
solutions corresponding to the propagation of a single
soliton [8, 40]:

ψ1(z, t) =
√
n1e

i(k0z−ωt) (B tanh (B
√
gn1[z − z̄(t)]) + iA) ,

(3)
where n1 & n0 is the background density, B = cosφ and
A = sinφ are given by the soliton angle φ ∈ [−π/2, π/2]
that controls its depth and velocity v ≡ ˙̄z(t). The solu-
tion defined by Eq. (3) exists provided that the frequency
ω = gn1 + k2

0/2 and v = k0 + A
√
gn1, where k0 is fixed

by the periodic boundary conditions:

eik0L =
iA−B tanh (B

√
gn1L/2)

iA+B tanh (B
√
gn1L/2)

.

Here it is necessary to include this k0 contribution be-
cause of the periodic boundary conditions: the phase
jump associated to the presence of a single soliton has
to be compensated by an opposite global phase gradi-
ent. This also slightly modifies the relation between the
velocity of the soliton and its angle with respect to the
infinite size system. This constrain is obviously relaxed
when considering an open system.

Equation (3) simplifies to the homogeneous ground-
state solution |ψ0| =

√
n0 for φ → ±π/2 and to the

dark soliton solution, for which the density vanishes at
the center of the soliton, when φ = 0. Interestingly it
is possible to compute the Lax spectrum analytically for
this family of solutions: it is made of two continuous
branches

ζ±q = −k0

4
±
√
gn1 + q2

2
,

associated to de-localized quasi plane-wave eigenstates

v±q ∝ e±iqz
 ei

k0z−ωt
2

[
i
k0+4ζ±q ∓2q

2
√
gn1

+ ψ1(z,t)√
n1ei(k0z−ωt)

]
e−i

k0z−ωt
2

[
i
k0+4ζ±q ±2q

2
√
gn1

− ψ1(z,t)∗√
n1e−i(k0z−ωt)

]


and a single discrete eigenvalue

ζ0 = −k0

4
−
√
gn1

2
sinφ,

corresponding to a localized state

v0 ∝ sech (B
√
gn1[z − z̄(t)])

(
ei

k0z−ωt
2

−e−i
k0z−ωt

2

)
.

Here we use the term quasi plane wave to describe the
de-localized eigenvalues because of the e±iqz dependence,
q ∈ 2π/L × Z being the 1D wave-vector. Interestingly
the localized state is peaked around the position of the
density dip associated to the soliton.

As mentioned above, the eigenvalues of the Lax spec-
trum are time invariant, while the eigenvectors explicitly
depend on time. Moreover it is easy to verify that the
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discrete eigenvalue lies in the gap between the upper ζ+
q

and lower ζ−q branches, that are doubly degenerate as
ζ±q = ζ±−q. This is in fact a consequence of the symmetry
of the Lax operator.

Indeed it is easy to verify that

σLσ = L∗, where σ =

(
0 1
1 0

)
,

such that if v is an eigenvector with eigenvalue ζ then
v′ = σv∗ is also an eigenvector with the same eigenvalue.
Therefore one can expect that most of the eigenvalues are
doubly degenerate and that non degenerate eigenvalues
satisfy v′ ∝ v.

Applying the unitary transform:

U =

(
eiφ(z)/2 0

0 e−iφ(z)/2

)
to L results in:

L′ = U†LU =
i

2

(
∂
∂z −√gψe−iφ√
gψ∗eiφ − ∂

∂z

)
− 1

4

∂φ

∂z

(
1 0
0 1

)
,

which results immediately in the fact that a boost of mo-
mentum q applied to ψ → ψeiqz simply shifts globally
all the Lax spectrum by −q/4. This explains why the
eigenvalues of the single soliton state are all shifted by
−k0/4. It shows also that the gap boundaries need not
to be symmetric with respect to zero and consequently
that the total current in a ring geometry is encoded in
the shift of the Lax spectrum. In section III, we will in-
troduce a method to detect faithfully the gap boundaries
for arbitrary states.
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FIG. 2. (color online) Lax spectrum for a single grey soli-
ton state: open blue circles indicate continuous branches of
the spectrum, the single filled red circle is the discrete eigen-
value associated to a localized eigenstate and the two hori-
zontal dashed cyan lines correspond to the gap boundaries at
−k0/4±

√
gn1/2. Upper inset: density of the single grey soli-

ton state evidencing the density dip. Lower inset: square
modulus of the eigenvector corresponding to the localized
eigenvalue (blue solid line) compared to the analytical pre-
diction (red dashed line).
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FIG. 3. (color online) Lax spectrum as a function of eigen-
value number for the out of equilibrium state of figure 1 (open
blue circles). The two black dashed-dotted lines indicate for
comparison the Lax spectrum of the ground state. Upper in-
set: initial density profile. Lower inset: square modulus of
three eigenvectors (solid red, green and magenta curves) cor-
responding to three particular eigenvalues identified by the
arrows and the filled circles (red, green, magenta) in the main
panel. The magenta curve is magnified by a factor ×15.

Although these formulas are exact only in the limit
L → ∞ they provide a very good approximation for fi-
nite size systems provided that the healing length ξ '
1/
√

2gN/L is much smaller than L. Figure 2 shows
the Lax spectrum for a single soliton state as defined
by Eq. (3), evidencing the discrete, isolated, eigenvalue
inside the gap and showing the agreement with analytical
formula for the localized eigenstate. The fact that simple
and quantitative results can be obtained at the moderate
cost of the diagonalization of a relatively simple operator
is promising for the study of arbitrary complex states.
However, the simulation of Eq. (1) implies a discrete rep-
resentation which introduces two difficulties: on the one
hand the discretization of the differential operator (2)
must be done carefully to avoid the apparition of spuri-
ous eigenvalues, see Appendix B, and, on the other hand,
the notion of continuous branch in the spectrum becomes
ill defined as by essence all eigenvalues are discrete for a
finite size operator. We will discuss strategies to over-
come this latter difficulty in the next section.

III. LAX SPECTRUM OF FAR FROM
EQUILIBRIUM STATES

Figure 3 shows the Lax spectrum associated to the
state of Fig. 1. One can immediately see that the gap
is not visible anymore and that the eigenvalues seem to
be almost uniformly distributed. This can be interpreted
as the fact that there are many solitons propagating, as
can be seen in Fig. 1, such that the gap is filled with
discrete eigenvalues. Such interpretation is supported by
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the fact that some eigenvalues are associated to localized
eigenvectors whereas other are still delocalized, see the
lower inset of Fig. 3. Based on the analytical results of
section II, it is natural to identify a localized eigenvector
to a soliton propagating at a well defined velocity and
localized at the position of the peak of the eigenvector
modulus. We note that it is not evident to count the
number of soliton by looking at the initial density profile
(upper inset of Fig. 3) or the time evolution in the density
map of Fig. 1.

In order to analyze more quantitatively the Lax spec-
trum we introduce now two new tools. First we consider
the distance between adjacent eigenvalues, that we define
as follows: given a discrete set of eigenvalues {ζi} the lo-
cal distance around eigenvalue ζi is D(ζi) = ζi+1 − ζi−1.
With this definition D(ζ) can be seen as the inverse of
the local density of eigenvalues. It is instructive to look
at this quantity for the homogeneous ground-state for
which the Lax spectrum is made of two doubly degen-
erate continuous branches. It is easy to compute the
distance in that case: D(ζi) ' δq

√
4ζ2
i − gn0/4|ζi|, for

|ζi| ≥
√
gn0/2, i.e. outside the gap, and where δq is the

grid spacing in momentum space: δq = 2π/L. Therefore
D(ζ) is vanishing at the two gap edges and approaches
π/L for large eigenvalues.

Figure 4a) shows this distance as a function of the
eigenvalue, for both the groundstate (dashed-dotted
black curve) and for the out of equilibrium state (open
blue circles). In both cases, the distance far from the gap
converges to the predicted value of π/L however the vari-
ations of the distance in the vicinity of the gap edges are
not trivial to interpret and this criterion alone is not suffi-
cient to distinguish discrete eigenvalues from continuous
branches, in this case. However one can already guess
that the gap in the Lax spectrum is larger for the excited
state than for the groundstate with the same number of
particles.

To obtain a better criterion, we study the localiza-
tion of the eigenvectors associated to each eigenvalues.
This can be simply estimated by looking at the maximum
value of the square modulus of the eigenvector, provided
that the eigenvectors are normalized. Indeed we expect
this maximum to be roughly proportional to the inverse
of the localization size. Similarly one can also consider
the eigenvectors in Fourier space, where in this case the
maximum value of the square modulus will be large for
de-localized states.

More precisely, given the eigenvector v(z, t) =
(v1(z, t), v2(z, t))T associated to eigenvalue ζ, we com-
pute the value:

M(ζ, t) = L

∑
i=1,2 maxz|vi(z, t)|2∑
i=1,2 maxk|v̂i(k, t)|2

,

where z ∈ [−L/2, L/2], v̂i(k) is the Fourier transform of
vi(z, t), with respect to the space coordinate z. It is again
instructive to study limiting cases. For the groundstate
we expect only de-localized plane-wave eigenstates, with
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FIG. 4. (color online) a) Distance between adjacent eigen-
values as a function of the eigenvalue for the Lax spectrum of
Fig. 3 (open blue circles) and for the ground state (dashed -
dotted black curve), in log-linear scale. The continuous parts
of the spectrum appear as regularly distributed eigenvalues
while discrete eigenvalues are irregularly distributed. The
density of eigenvalues increases at the gap edges. b) Localiza-
tion measure as a function of eigenvalue for the Lax spectrum
of Fig. 3 (open blue circles), in log-linear scale. The vertical
dashed-dotted cyan lines indicate the main gap in the Lax
spectrum. The dashed-dotted horizontal magenta line corre-
spond toMc = 100. The discrete eigenvalues appear clearly
as localized eigenstates. See text for details.

uniform density and therefore M = 1 for all eigenval-
ues. We may expect that the most localized eigenstate
occurs for a dark soliton for which it is straightforward
to compute thatM' gN/π2.

Figure 4b) shows the valueM(ζ, t) for the out of equi-
librium state, evidencing that the eigenvalues can be clas-
sified as localized or de-localized according to this cri-
terion. To distinguish localized eigenvectors from de-
localized states we use the phenomenological criterion
Mc = 100: above this threshold we consider that the
eigenvalues correspond to localized propagating solitons.

Although there is a clear correlation with the largest
M values found near the gap center, where we expect the
deepest and more localized solitons, we observe some fluc-
tuations in the distribution ofM values. At first it may
seem surprising that there is no simple relation between
the eigenvalue ζ in the gap and itsM value, considering
that slower solitons should give more localized states, ac-
cording to Eq. (3). However one has to remember that
if the Lax eigenvalues ζ are time-independent, the Lax
eigenvectors v are not and that there is no reason that
their shape remains fixed during the evolution. In par-
ticular consider what happens during a collision between
two solitons: it is known that they cross each other with-
out changing their properties which is a consequence of
integrability [11]. However, during the crossing the width
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of the density dip due to the two solitons is larger, offering
more space for the eigenstates to expand and therefore
lowering their M values, see Appendix C. This suggest
that to obtain a faithful estimation of the gap one has to
sample the state at different times throughout the evo-
lution and take for each eigenvalue the largest of theM
values. However we have found that for typical far from
equilibrium states as the one of figure 1, the computa-
tion ofM values from a single realization is sufficient to
identify the gap.

IV. LAX SPECTRA WITH MULTIPLE
CONTINUOUS BRANCHES

In this section we show that for some initial states the
Lax spectrum can exhibit multiple continuous branches,
or, put differently, that it is possible to have delocalized
states associated to eigenvalues inside the gap. This is
expected from the study of the IST with periodic bound-
ary conditions [35], but we provide a physically intuitive
explanation based on a mapping of the Lax eigenvalue
problem to a linear Schrödinger equation [41].

The eigenvalue equation Lv = ζv involving opera-
tor (2) can be written explicitly:(

∂

∂z
+ 2iζ

)
v1 =

√
gψv2,(

∂

∂z
− 2iζ

)
v2 =

√
gψ∗v1,

and after a straightforward manipulation, introducing
v± = v1 ± v2 and ψ = Reψ + i Imψ, one obtains:

4ζ2v+ =

(
− ∂2

∂z2
+ g|ψ|2 +

√
g
∂ Reψ

∂z

)
v+ − i

√
g
∂ Imψ

∂z
v−,

4ζ2v− =

(
− ∂2

∂z2
+ g|ψ|2 −√g ∂ Reψ

∂z

)
v− + i

√
g
∂ Imψ

∂z
v+,

which is formally equivalent to the Schrödinger equation
for a spin-1/2 particle:

EΨ =

(
−1

2

∂2

∂z2
+
g|ψ|2

2
+

√
g

2

∂ Reψ

∂z
σz +

√
g

2

∂ Imψ

∂z
σy

)
Ψ,

where E ≡ 2ζ2, Ψ ≡ (v+, v−)T and σx,y,z are the Pauli
matrices. Therefore the Lax spectrum of the 1DNLSE (1)
can be obtained by finding the positive spectrum of
a Schrödinger equation, which in general consists in a
continuous spectrum of de-localized states and localized
bound states.

To further discuss this analogy it is convenient to con-
sider the case of a real valued field ψ, which gives a sim-
pler equation:

Ev± =

(
−1

2

∂2

∂z2
+ V±(z)

)
v±,

where the effective potential is:

V±(z) =
g

2
|ψ|2 ∓

√
g

2

∂ψ

∂z
.
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FIG. 5. (color online) Lax spectrum as a function of eigen-
value number for a highly periodic initial state (open blue
circles). The two black dashed-dotted lines indicate for com-
parison the Lax spectrum of the ground state with the same
parameters. Upper inset: initial density profile. Lower inset:
square modulus of two eigenvectors (solid green and magenta
curves) corresponding to two particular eigenvalues identified
by the filled circles (green and magenta) in the main panel.

In this particular case one can expect that all eigenstates
with energy E > maxV±(z) are delocalized, which pro-
vides a direct estimation of the gap in the Lax spectrum,
whereas bound-states may exist for lower energies.

Now, if ψ is periodic (in space), V±(z) = V±(z + `)
is also periodic and using Bloch theorem, we may write
the eigenvectors: v±(z) = eiqzu±(z), where the Bloch
functions u±(z) = u±(z+`) are periodic and q ∈ [−π` ,

π
` ]

is the pseudo-momentum, restricted to the first Brillouin
zone. As both the potential and the Bloch functions are
`-periodic, we may use a Fourier series expansion:

V±(z) =
∑
n

Vne
iknz and u±(z) =

∑
n

u±n e
iknz.

where kn = 2π
` n, for n ∈ Z, resulting in an infinite set of

coupled equations:(
(q + kn)2

2
+ V0

)
u±n +

∑
m6=0

Vmu
±
n−m = 2ζ2u±n .

Therefore we obtain a set of equations similar to the
one describing the movement of a particle in a periodic
potential, as for electron in solids or atoms in optical-
lattices. As is well known in this case the spectrum of
the Schrödinger equation takes the form of a band struc-
ture in which, depending on the strength of the potential,
the eigenstates are localized (in the tight binding regime)
or de-localized (in the tunneling regime).

Interestingly this results in non trivial Lax spectra for
states that have an initial periodicity where the under-
lying band structure appears as the opening of multiple
gaps between continuous part of the spectrum. Figure 5
illustrates this behavior, where the lower inset emphasize
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FIG. 6. (color online) a) Distance between adjacent eigenval-
ues as a function of the eigenvalue for the Lax spectrum of
Fig. 5 (open blue circles) and for the ground state (dashed-
dotted black curve), in log-linear scale. The distance is large
for eigenvalues that are at the gap edges and the density
of eigenvalues increases close to the edges. b) Localization
measure as a function of eigenvalue for the Lax spectrum
of Fig. 5 (open blue circles), in log-linear scale. All eigen-
values correspond to de-localized eigenstates. The vertical
dashed-dotted cyan lines indicate the main gap in the Lax
spectrum. The dashed-dotted horizontal magenta line corre-
spond toMc = 100. See text for details.

that all eigenstates appear as delocalized. To the best of
our knowledge it is the first report of such Lax spec-
trum structure with eigenvalues in the gap that are not
solitons. Importantly the mapping to the Schrödinger
equation and the use of the Bloch theorem proves that it
is not a numerical artefact but a special feature of peri-
odic states. Moreover we have found that this behavior
exists also for states that are not purely real, but only
` periodic, which represents a larger ensemble and may
facilitate their creation in experiments (see section V for
a discussion and appendix A for details).

Figure 6 confirms that indeed all eigenvalues of the Lax
spectrum shown in Fig. 5 are delocalized, as theirM val-
ues remain low (well below 100). We note that in this
case the distance D(ζ) is useful to find the gap edges:
at each boundary the last (first) eigenvalue of the con-
tinuous spectrum is associated to a large D value. From
the distribution of D(ζ) we conclude that the Lax spec-
trum of this state consists in four continuous branches,
separated by three gaps.

V. DISCUSSION & CONCLUSION

In this work we have applied the analytical tools and
methods developed in the IST framework to the study of
far from equilibrium states exhibiting a rich dynamics.
We have shown that despite the use of periodic bound-

ary conditions it was possible to efficiently find the Lax
spectrum by diagonalizing an hermitian operator. More-
over we have studied how to identify properly the local-
ized and de-localized states in a finite size system, using
two simple criteria: the inverse local eigenvalue density
D(ζ) and a measure of the localization of the eigenvec-
tors M(ζ, t). Using the mapping of the Lax spectrum
problem onto a Schrödinger eigenvalue problem for a fic-
titious particle in an effective potential we have discussed
the general structure of the Lax spectrum and have un-
veiled that exotic spectra may exist for states exhibiting
spatial periodicity at a given time. We now discuss these
results, their potential applications and the possibility to
use this method to characterize experimental results.

First it is important to recall that the Lax spectrum
is time-invariant and can be computed using the value of
the field ψ(z, t) at any convenient time. More precisely
the eigenvalues ζ are time-independent while the eigen-
vectors evolve with time, following for example the tra-
jectory of the solitons as shown in the insets of figures 2
and 3. If one is interested in determining the number of
solitons hidden in a particular state the Lax spectrum is
particularly useful: it is sufficient to compute it for the
initial state, then determine the localized eigenvalues us-
ing the measuresM(ζ, t) and D(ζ) to know precisely the
number of solitons and their velocities. This can greatly
simplify the task of identifying solitons by inspection of
the density profile dynamics, which is almost impossible
for very excited states, see for example Fig. 1.

One surprising result of our work is the possibility to
find eigenvalues within the gap that do not correspond
to solitons but to delocalized states. We have shown
that this could be explained when the state ψ(z, t) is
periodic in space by a mapping to an appropriate pe-
riodic Schrödinger equation. Although the existence of
these eigenvalues seem to contradict the classification of
Ref. [11], it is simply due to the different choice of bound-
ary conditions, that allow in our work states that where
not considered in the original IST framework. The state
corresponding to the Lax spectrum of Fig. 5 is not a
stationary solution of the 1DNLSE but rather a time-
periodic solution [35], with a rich dynamics. We have
found that it belongs to a large family of states that can
be generated by the initial condition:

ψ2(z, t) =
√
n0(1 + ε cos k0z), (4)

where n0 is the background density, ε is a perturbation
amplitude and k = 2π/` defines the periodicity. Interest-
ingly, we have observed that for k < 1/ξ the state defined
by Eq. (4) corresponds to the propagation of degenerate
groups of solitons, with the same velocity and a degen-
eracy given by the ratio L/`, while for k > 1/ξ the state
exhibits a time-periodic behavior in its density pattern,
with only delocalized eigenvalues.

Importantly, the states that we have studied in sec-
tions III and IV can be created starting from the ground-
state by simple excitation protocols that can be readily
implemented in experiments, in particular with ultra-cold
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FIG. 7. (color online) Number of soliton per healing length
Ns × ξ/L as a function of the excitation frequency, for dif-
ferent values of the non-linear coefficient gN . For all curves,
the number of soliton per healing length saturates around
unity. The dashed-dotted vertical magenta line corresponds
to ωexc = 2c/L. Because we vary the nonlinear coefficient
gN , we adapt the threshold to detect localized eigenvalues
Mc. See text for details.

atoms, see Appendix A for details. For example, by mod-
ulating the position of a narrow Gaussian obstacle, see
Eq. (A1), at a frequency ωexc, we are able to generate
arbitrary numbers of solitons, as reported on Fig. 7. Our
analysis protocol allows to extract for each simulation
the number of solitons. We observe that the number of
soliton per healing length increases with the exctitation
frequency, saturates at a value close to unity for large
ωexc and follows a universal behavior, for different values
of gN . Note that increasing gN increases c and reduces
ξ, but also changes the maximum value of M, corre-
sponding to a dark soliton (see section III). Therefore
we adapt our threshold definition by a simple rescaling:
Mc = 100 × gN/(2 × 104), for each simulation. It must
be noted that as the total amplitude of displacement of
the barrier is set to L/2 in our excitation protocol, one
can expect that the motion of the barrier becomes reso-
nant with soundwaves traveling at the speed of sound c
when ωexc > 2c/L, thus explaining the change of slope
at ωexc ' 2c/L.

However, at this stage it must be noted that the real-
ization of a 1D system with periodic boundary conditions
is not so common. The IST framework is valid only for
homogeneous systems, a condition that may seem too
stringent for experiments that rely in general on a trap.
However it can be extended with little effort to the case
of a 1D box potential [42], recently realized for ultra-cold
atoms, using a mirror image method. Indeed, for any
state, box boundary conditions on the interval [0, L] are
mathematically equivalent to periodic boundary condi-
tions for a system extended to the interval [−L,L] with
an anti-symmetric initial state. It is therefore possible to
extend our results to box boundary conditions: the box

will then appear as a pair of eigenvalues at ζ = 0 in the
Lax spectrum.

Finally we note that it is necessary to have access to
the full field ψ(z, t), at a given time, to be able to com-
pute the Lax spectrum. Unfortunately it is not sufficient
to measure the state density |ψ(z, t)|2. This suggests that
to apply this analysis tool to an experiment one has to
perform at least two measurements on the state: an inter-
ferometric measurement giving access to the phase and
a direct measurement of the density. This work only
consider states in the mean-field limit and therefore the
simultaneous measurement of the density and the phase
should not be affected by quantum noise. These measure-
ments can be challenging for ultra-cold atom experiments
but are readily implemented in other systems described
by the 1DNLSE as light propagation in non-linear fibers,
fluids of lights or polariton systems, taking advantage of
standard detection schemes of quantum optics, based on
interferometers.

To summarize we have revisited the notion of the Lax
spectrum in a broader context than in the original work
on the IST. Although this come at the cost of some am-
biguities in the interpretation of the discretized spectrum
we have shown that simple tools allowed to identify the
structure of the Lax spectrum for arbitrary states. Given
the simplicity and the efficiency of the process, requir-
ing only the diagonalization of an hermitian matrix, we
believe that it will find many applications in the study
of out-of-equilibrium states in the 1DNLSE, including
studies with large ensembles of solitons. Moreover we
think that this tool is specially appropriate to study how
additional external potential terms entering in Eq. (1)
break the integrability, which will result in a time depen-
dent Lax spectrum, similarly to what has been observed
in [10]. Finally it opens the way to study quantitatively
the probability density of finding solitons with given ve-
locity which is relevant to the study of one dimensional
soliton turbulence and thermal equilibrium properties.
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Appendix A: Methods

We provide here details on the numerical methods we
use to study the 1DNLSE. To numerically solve Eq. (1),
we use a spectral method relying on fast Fourier trans-
forms to evaluate exactly the kinetic energy term [43],
with a regular grid of Nz = 512 points and a dimen-
sionless nonlinear parameter gN = 2 × 104, well within
the mean field regime [44]. The grid introduces a nat-
ural cut-off for the wavevectors at kmax = πNz/L and
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to avoid aliasing in the computation of non-linear terms
we use a projector onto the low k region: |k| < kcut =
2kmax/3 [45]. The integration in time is carried on using
a standard fourth-order adaptive Runge-Kutta scheme.

The groundstate of Eq. (1) corresponds to a flat den-
sity profile: ψ0 =

√
n0, where n0 = N/L, and the bare

chemical potential µ0 = gn0 is the relevant energy scale,
that fixes the healing length ξ = 1/

√
2µ0 and the speed

of sound c =
√
µ0.

To drive the system to out-of-equilibrium states we use
two excitation protocols: (a) stirring with a Gaussian po-
tential which is oscillating back and forth along the axial
dimension of the condensate [46–50] and (b) by modulat-
ing the height of a periodic potential.

To implement the stirring protocol, we add to Eq. (1)
the excitation potential in the form of a moving gaussian
obstacle:

Vstirr(t, z) = Vb(t) exp[−(z − zc(t))2/σ2], (A1)

where Vb(t) is the time-dependent barrier height, σ = 4ξ
is the width of the barrier and zc(t) = δz cos (ωexct) is the
position of the barrier. The amplitude of the motion is set
to δz = L/4, the barrier is turned on in a time ton = L/c,
kept at its maximum value V0 = µ0 for Texc = 8×L/c and
turned off in a time toff = L/c. V0 is chosen such that the
density is nearly completely depleted at the peak of the
barrier which facilitates the creation of solitons, while
ton and toff are slow enough to prevent the creation of
excitations if the barrier is not moving (i.e. for ωexc = 0
or δz = 0). We then vary ωexc to control the amount
of excitation created in the final state. For example the
state of Fig. 1 was generated with ωexc = 4.5× c/L.

For the modulation protocol, we use an excitation po-
tential of the form

Vexc(t, z) = Vb(t)
1 + sin(kexcz)

2
, (A2)

where Vb(t) = V1 × (1 − cos (ωexct))/2 is now a sinu-
soidal modulation and kexc = 2πM/L, M ∈ N∗ being
the number of minima (or maxima) in the potential. We
apply this potential for a total time Texc = 5× 2π/ωexc,
that is five periods of excitation. Note that there is no
need for ton/off here as Vb(t) slowly increase from zero
in the beginning and vanishes at t = Texc. We have
found that for ωexc close to the Bogoliubov resonant fre-
quency ωres = kexc

√
k2

exc/4 + µ0, large excitations could
be created. For kexc < 1/ξ we observe the creation of
2M pairs of solitons: M clock-wise propagating degener-
ate solitons with the same velocity andM anti-clock-wise
solitons with the opposite velocity, that are both initially
created at the maxima of the potential. For kexc > 1/ξ
the modulation protocol results in a very regular state,
with high periodicity, that also exhibits a complicated
but periodic evolution in time, with no clear soliton prop-
agation pattern. This corresponds to the state shown in
Fig. 5, where M = 50 and ωexc = 2.788µ0 have been
used. As explained in section IV this behavior can be
recovered and understood using analytical methods by

considering an initial state of the form (4). This state
can thus be created in an experiment either by shaping
the initial state or by applying the realistic modulation
protocol of Eq. (A2), starting from the groundstate.

Appendix B: Computation of the Lax spectrum

The Lax eigenvalue equation we want to solve is Lv =
ζv. In order to compute this equation in momentum
space, we take the Fourier transform, L̂ ∗ v̂ = ζv̂, where
∗ is the convolution and v̂ is the Fourier transform of v.
The equation then reads:(

−k2 v̂1 − i
√
g

2 ψ̂ ∗ v̂2

i
√
g

2 ψ̂
∗ ∗ v̂1 + k

2 v̂2

)
= ζ

(
v̂1

v̂2

)
.

Now to compute the convolution, corresponding to off
diagonal terms in L, we have to write it using the dis-
crete Fourier transform: ψ̂(k)→ ψ̂q =

∑Nz−1
n=0 ψne

−ikqxn

where xn or kq belong to the discrete grid in position or
momentum space. Then the discrete convolution reads:

[
ψ̂ ∗ v̂

]
q

=

Nz−1∑
p=0

ψ̂q−pv̂p,

where the index q− p in the sum is taken modulo Nz, as
ψ̂q = ψ̂q+Nz

. This operation can be written in a matrix
form:

Cv̂ =


ψ̂0 ψ̂1 · · · ψ̂Nz−2 ψ̂Nz−1

ψ̂Nz−1 ψ̂0 · · · ψ̂Nz−3 ψ̂Nz−2

· · ·
ψ̂2 ψ̂3 · · · ψ̂0 ψ̂1

ψ̂1 ψ̂2 · · · ψ̂Nz−1 ψ̂0

 v̂

from which it is clear that the convolution matrix has a
Toeplitz structure.

Finally we diagonalize the 2Nz × 2Nz matrix:

L =
i

2

(
ik −√gC√
gC† −ik

)
,

where k stands for the diagonal matrix of discrete
wave-vectors. All operations are implemented in oc-
tave/matlab language using built-in functions.

Appendix C: Collision between two solitons

The IST can be used to find analytical multiple dark
soliton solutions for the 1DNLSE. When the solitons are
well separated such solution is well approximated by a
multiplication of two single soliton solution, see Eq. (3),
with a proper normalization. We study here a collision
between two solitons with angles φ1 = π/8 and φ2 = π/4,
corresponding to opposite velocities and resulting in a
head-on collision, as shown in Fig. 8a). Using this two
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soliton state, we calculate the Lax spectrum in which
two isolated eigenvalues are present. For each eigenvalue
we compute the associatedM value and, by finding the
Lax spectrum at different times, we follow the evolution
of the M values during the collision, see Fig. 8b). As
anticipated, during the collision the M values decrease
while remaining well above the phenomenological thresh-
oldM >Mc = 100. This may explain why theM values
are not distributed according to a simple law in Fig. 4b).
We have checked that the same phenomenon occurs for
various soliton angles.
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FIG. 8. (color online) a) Density map of a collision between
two grey solitons with different velocity. b) M value as a
function of time for the isolated eigenvalues associated to
the solitons. The M values are smaller during the collision,
while still remaining well above the phenomenological thresh-
oldMc = 100.
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