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Abstract: Crediting represents one of the biggest risks faced by the banking sector, and especially
by commercial banks. In the literature, there have been a number of studies concerning credit risk
management, often involving credit scoring systems making use of machine learning (ML) techniques.
However, the specificity of individual banks’ datasets means that choosing the techniques best suited
to the needs of a given bank is far from straightforward. This study was motivated by the need by
Credins Bank in Tirana for a reliable customer credit scoring tool suitable for use with that bank’s
specific dataset. The dataset in question presents two substantial difficulties: first, a high degree of
imbalance, and second, a high level of bias together with a low level of confidence in the recorded
data. These shortcomings are largely due to the relatively young age of the private banking system in
Albania, which did not exist as such until the early 2000s. They are shortcomings not encountered
in the more conventional datasets that feature in the literature. The present study therefore has a
real contribution to make to the existing corpus of research on credit scoring. The first important
question to be addressed is the level of imbalance. In practice, the proportion of good customers may
be many times that of bad customers, making the impact of unbalanced data on classification models
an important element to be considered. The second question relates to bias or incompleteness in
customer information in emerging and developing countries, where economies tend to function with
a large amount of informality. Our objective in this study was identifying the most appropriate ML
methods to handle Credins Bank’s specific dataset, and the various tests that we performed for this
purpose yielded abundant numerical results. Our overall finding on the strength of these results was
that this kind of dataset can best be dealt with using balanced random forest methods.

Keywords: credit risk; machine learning; random forest

1. Introduction

The banking sector is constantly exposed to various types of risk, including strategic
risk, cybersecurity risk, market risk, liquidity risk, credit risk, and operational risk. Among
these, credit risk is arguably the most significant, especially for commercial banks. A credit
score is a numeric expression measuring a person’s creditworthiness. Service suppliers
sometimes need to evaluate a customer’s credit history in order to determine whether or
not to provide a particular service. The term credit scoring is generally used in relation to
the computing of credit scores. Traditional credit scores may incorporate a dozen or so
variables, but in the age of big data, a customer might have hundreds of data items to be
taken into consideration.

Various methods have been developed for credit scoring based on machine learning
(ML) techniques. These methods are suitable for dealing with large sets of data, since
they allow a deeper data analysis. In this work, our focus was on meeting a specific need,
namely a reliable credit scoring system for a relatively new bank (established in 2003). We
note that the private banking system in Albania is quite new, and there is little feedback
available to inform the design of tools most suitable for Albanian customers. Until now,
private Albanian banks have had almost no resources at their disposal that are tailored to
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their specific needs. Our ultimate aim is the development of a web application tool that the
bank can use for customer credit scoring.

When it comes to credit scoring, the best performing machine learning (ML) classifica-
tion algorithms vary according to the specifics of datasets, of feature selection, along with
other factors. Support vector machines (SVM), gradient boosting, and tree-based algorithms
(e.g., random forest (RF)) are recognized as valuable methods. However, certain limitations
appear to be endemic when applying ML algorithms to credit scoring. These limitations are
not due to the poor performance or the lack of sophistication in the algorithms themselves,
but rather, they arise from biased data, interpretability, regulations, and scalability. In this
work, we focus on the application of these methods in the context of a specific case study
in a developing country, Albania. The dataset provided by Credins Bank contains a high
degree of imbalance and/or inconsistency, and a large amount of information that is either
biased or incomplete. Another closely connected problem is linked to the typology of
the customers. Customers in developed countries with well-established economies and
financial systems tend to be different in a number of respects from customers in emerging
and developing countries such as Albania, where the economy exhibits a high level of in-
formality. Questions relating to data analysis and influencing factors in emerging countries
have been investigated in the context of different economic sectors (see, for example, Yang
and Li (2018) and Yang et al. (2022)), and not only the commercial banking sector, which is
our focus here.

This paper is organized as follows. In Section 2, we present the state of the art of
ML methods used in credit scoring. Section 3 focuses on the data sample used in this
study. We describe its composition and how data cleaning and transformation are carried
out. Section 4 reports on the training and the testing process. In particular, we provide
numerical results for two ML methods tested in depth, namely SVM and RF. In Section 5,
we give our concluding remarks. The main contribution of this work is that it provides one
of the very first detailed studies based on real data from an Albanian bank. Its secondary
contribution is testing a wide range of ML methods and showing that balanced random
forest methods are able to deal effectively with imbalanced and biased customer datasets.
This is a new contribution in relation to the use of ML methods for credit scoring.

2. State of the Art

There have been a large number of studies on customer credit scoring, and reviews of
works in this area are also published quite regularly. We report first on the main review
studies, before focusing in particular on support vector machine (SVM) and random forest
(RF) methods.

Among the ML methods commonly used in credit scoring, discriminant analysis was
one of the earliest classification methods to be used (Dinca and Bociu 2015; Ortuño et al.
1994). Subsequently, regression methods (linear and logistic regression) have also frequently
been employed (Banasik et al. 2003; Karlis and Rahmouni 2007; Laitinen and Laitinen 2000).
K-nearest-neighbor (KNN) is a non-parametric statistical technique that is often used as
a measure for more complex classifiers (Mukid et al. 2018). Artificial neural networks
(ANN) fall into the category of nonlinear regression and discrimination methods (Lee et al.
2002; Pang et al. 2002; West 2000). Issues relating to credit scoring were also addressed in
some interesting recent works: Brygała (2022) looks in particular at imbalance, Kil et al.
(2021) addresses specific cases including cooperative banks, and Ampountolas et al. (2021)
examines micro-credit scoring. However, to the best of our knowledge, there have been no
studies specifically concerned with what concerns us here, that is to say, bank customer
datasets that exhibit a high level of both imbalance and information incompleteness. Our
strategy was, therefore, based on a review of the literature to test experimentally all the
possibly relevant methods in order to determine which perform best with this kind of
data. We are interested in a specific case of datasets impacted by both imbalanced and
biased information.
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2.1. Review of Comparative Studies

The credit scoring literature is substantial, and there have been various comparative
studies relating to the state of the art. In Yu et al. (2008), Yu compared credit scoring
methods using the following metrics: accuracy, interpretability, simplicity, and flexibility.
He found that SVM has high accuracy and flexibility, together with a better interpretability
than neural networks. Yu’s study also conducted a review of 32 articles relating to the
implementation of machine learning methods for credit scoring. The datasets in question
were mostly from Germany and Australia, i.e., rich, industrialized countries, although one
or two of the studies were based on datasets from elsewhere: for example, Galindo and
Tamayo (2000) analyzed data from Mexican banks.

More recent papers have compared different algorithms for credit scoring where
datasets are imbalanced. It was shown in De Melo Junior et al. (2019) that RF and extreme
gradient boosting perform well with extremely unbalanced data. However, that study
considered only the standard SVM algorithm, rather than optimized versions of it, such as
fuzzy SVM (Lin and Wang 2002), fuzzy SVM for class imbalance learning (Batuwita and
Palade 2010), weighted LSSVM (Suykens et al. 2002), or LS-fuzzy SVM (Yu 2014).

Finally, two other works worth citing are Baesens et al. (2003) and Lessmann et al.
(2015). The first of these, Baesens et al. (2003) provides valuable insights into various
classification techniques. Apart from the well-known traditional algorithms used for
credit scoring (linear regression, logistic regression, linear discriminant analysis), other ML
algorithms, including decision trees, KNN, SVM, and neural networks, were all applied
in an evaluation of credit risk. The second work mentioned, Lessmann et al. (2015) was
essentially an update of Baesens et al. (2003) to include studies realized between 2003 and
2014. These two works confirm the interest of SVM and neural methods. Below, we will
be focusing on two ML methods, namely SVM and RF. Our choice of these two methods
derives from a careful study of the literature and from our own analysis of the case in hand,
as we will explain in the remainder of the paper.

2.2. Support Vector Machines (SVM)

SVM is a classification algorithm widely used for solving two-group classification
problems. It consists in finding the optimal hyperplane for separating the data points
into two classes. SVM was first introduced in Boser et al. (1992), and its applications
in the financial field, and in particular in credit scoring, started to appear after 2000.
Implementations have been described in various works, including Baesens et al. (2003),
Schebesch and Stecking (2005), and Brown and Mues (2012). SVM works very well with
balanced datasets, but it is less effective in the case of imbalanced data because of its
sensitivity to noise and outliers. This issue of sensitivity may, to some extent, be overcome
through the use of fuzzy SVM (FSVM), first proposed in Lin and Wang (2002). Subsequently,
Batuwita and Palade (2010) proposed fuzzy SVM–class imbalance (FSVM–CIL) as a way
of addressing both imbalanced data and sensitivity to noise/outliers. In addition, a new
version of fuzzy SVM, bilateral-weighted fuzzy SVM, was proposed in Yu et al. (2008). This
method constructs two instances from the original instance, one for the positive class and
one for the negative class, assigning members to them with different membership weights.
For example, an instance detected as an outlier is considered to be a member of the class
that it belongs to with a large membership weight, and at the same time, it is considered to
be a member of the opposing class but with a small membership weight. This model offers
a better generalization ability and a more efficient use of the training sample.

Other advanced SVM methods, including least squares fuzzy SVM (LS-FSVM) and
least squares bilateral fuzzy SVM (LS-BFSVM) are also described in Yu et al. (2008).

2.3. Random Forest (RF)

RF methods are defined as a group of unpruned classification or regression trees
generated using random feature selection. Once a large number of trees has been generated,
each tree votes for the most popular class (Breiman 2001). The class that obtains the most
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votes is the decision tree majority class. This process is also termed majority voting, i.e.,
every individual classifier votes for a class, and the majority wins.

A decision tree is a tree-like structure which separates a set of input samples into a
number of smaller sets according to certain characteristics of their attributes. The decision
tree algorithm comprises three phases:

• Feature selection. This is intended to filter out features that are highly correlated with
classification results.

• Decision tree generation.
• Decision tree pruning. The main purpose of pruning is to reduce the risk of overfitting

by actively removing some branches.

In RF, three important hyperparameters require tuning. These are the number of trees,
the number of features used to build each tree, and the number of samples for each tree. In
this regard, we should mention De Melo Junior et al. (2019), where RF is successfully used
in credit scoring with imbalanced datasets.

3. Handling Data

In practice, addressing the credit scoring problem means following a working method-
ology in two steps, the first step being data preparation or preprocessing, and the second
step data training and testing.

3.1. Working Methodology Outline

Each of the two steps mentioned above is composed of several tasks. The first step,
preprocessing, includes tasks such as data cleaning, data transformation, and data reduction.
The purpose of this first step is to improve the quality of the data so that the ML algorithms
can perform with higher accuracy and with better generalization capabilities. The second
step is composed of two tasks: training, and then testing. The training task corresponds
to a process in which an algorithm is “taught” to recognize patterns in a dataset, and the
testing task assesses the model’s accuracy. Performing these two tasks involves separating
the dataset into training and testing datasets. The testing task is closely linked to a task
of performance measurement. In our study, we use metrics such as specificity, sensitivity,
total accuracy, and area under the ROC1 curve (AUC) to evaluate the performance of the
learning algorithms.

An additional consideration is the interpretability of decisions. When working with
banking applications, attention must be paid to interpretability, given that there are gener-
ally strict regulations about interpretability in force. Applications must be able to provide
information on the reason for a particular decision. This can also be helpful in determining
appropriate interest rates for different customers. Here, there are two important elements
that can prove useful: one is the application’s global evaluation of attribute weights, and
the other is its measurement of the precise weight of each specific attribute when scoring
a new customer. In our study, we opted for a recent method, SHAP (Shapley additive
explanations). Lundberg and Lee (2017), which originated in coalitional game theory and
is used to compute the contribution of each feature in individual predictions. The feature
values of a data instance act like players in a game, with Shapley values indicating how a
”payout” may be distributed fairly among the features.

3.2. The Dataset

The dataset contains information about the bank’s Albanian customers. There are
10,215 samples in this data, of which 9737 samples are labeled good customers and 478 sam-
ples bad customers. After the removal of unsuitable samples and outliers, 10,114 samples are
left, corresponding to 9652 good customers and 462 bad customers.

3.2.1. Imbalance

The ratio of good customers to bad customers is about 22:1, meaning that the dataset is
heavily imbalanced. The danger here is that the supervised learning algorithm will pay too
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much attention to the majority class, with a deterioration in the classification performance
for the minority class, even though the overall accuracy ratio remains high. In order to
address this issue, we looked at some oversampling and undersampling methods for the
respective processing of the majority and minority classes.

3.2.2. Feature Engineering

Features contain a customer’s personal information, including age, gender, informa-
tion about education and employment history, credit specifications, such as approved loan
amount and duration, information about credit history, and other relevant details, such as
objectives and references. In total, there are 14 quantitative and 11 qualitative features. The
qualitative features need to be processed by coding methods that render them quantitative,
and the three coding methods that we tested for our purposes are one-hot encoding, ordinal
encoding, and additive encoding. The differences between these coding methods are not
significant for SVM-based models. Nevertheless, for computing the distance between
features, one-hot encoding gives better results that the two others. One-hot encoding in-
creases the number of features, which makes the use of principal component analysis (PCA)
necessary, and PCA is advantageous in improving the performance of SVM-based models.

PCA, as a dimensionality-reduction method, helps to reduce the number of interesting
dimensions in the data space. For our purposes, if we consider the number of principal
components whose eigenvalues are greater than 1, the screen plot suggests a choice of
fewer than 30 components. The cumulative sum of explained variance ratio, accounting
for more than 80% of the explained variance, shows that taking only 30 components is
sufficient, although it should be noted that the overall number of components remains
high. We tested the impact of PCA on several representative SVM- and RF-based methods.
Since PCA radically alters the data space, the performance of the algorithms used may
be affected. Thus, we see that the changes in the data structure significantly improve the
performance of LSFSVM, but that this is not the case for the RF model; consequently, in our
experiments, we decided not to apply PCA in association with the RF model.

4. Data Training and Testing

The second step in our credit scoring methodology corresponds to data training and
testing. In assessing the performance of the various methods tested in this paper, we used
four metrics: specificity, sensitivity, total accuracy, and AUC. Specificity, sensitivity and
total accuracy are calculated using Equations (1)–(3), respectively, while AUC measures the
degree of separability between the two classes.

specificity =
number of labeled bad customers and predicted bad customers

number of labeled bad customers
(1)

sensitivity =
number of labeled good customers and predicted good customers

number of labeled good customers
(2)

total accuracy =
number of correctly classified customers

total number of customers
(3)

It is important to measure both specificity and sensitivity since each of these plays a
role in determining a bank’s credit policy. If specificity is very low, the bank will end up
lending to bad customers, with a resulting loss of profit. At the same time, improving the
specificity should not be at the expense of sensitivity. Given that good customers are the
majority class, even a fraction of a percentage decrease in sensitivity will be significant,
representing a lost opportunity to lend to good customers.

4.1. Testing Main ML Methods

We tested the performance of a number of classical ML algorithms on our dataset,
in order to subsequently look more closely at those that performed best. Each of the
algorithms was found to have its own advantages and disadvantages in building a credit



Risks 2022, 10, 146 6 of 11

risk evaluation model, but no single one stood out as the overall best performer across all
criteria. We can see from Table 1 that the SVM classifier and the random forest classifier
have a high total accuracy, while specificity and sensitivity remain acceptable. We therefore
proceeded to study the main variants of the SVM and RF methods in some detail.

Table 1. Results for standard ML methods.

Method Specificity Sensitivity Total Accuracy AUC

Linear
Regression 0.634 0.744 0.739 0.689

Linear
Discriminant

Analysis
0.634 0.745 0.74 0.69

Quadratic
Discriminant

Analysis
0.961 0.16 0.195 0.561

K Nearest
Neighbor 0.488 0.85 0.834 0.669

Multilayer
Perceptron 0.453 0.828 0.811 0.64

Decision Tree 0.611 0.786 0.778 0.698
Random Forest 0.632 0.898 0.887 0.765

Adaboost 0.456 0.918 0.898 0.687
Gaussian Naive

Bayes 0.952 0.191 0.224 0.572

SVM 0.283 0.995 0.964 0.639
Linear SVM 0.661 0.766 0.762 0.714

Gradient Boost 0.384 0.959 0.934 0.672

4.2. Testing SVM Methods

SVM-based models include fuzzy SVM (FSVM), bilateral fuzzy SVM (BFSVM), least
squares SVM (LSSVM), least squares fuzzy SVM (LSFSVM), weighted least squares SVM
(WLSSVM), least squares bilateral fuzzy SVM (LSBFSVM), SVM and bagging, fuzzy SVM
and bagging, and least squares fuzzy SVM and bagging.

We see from Table 2 that FSVM and BFSVM have higher specificity than other methods,
but sensitivity is low. LSSVM, LSFSVM, WLSSVM and LSBFSVM have higher total accuracy.
Considering the trade-off between specificity and sensitivity, LSFSVM and LSBFSVM
perform better. The results obtained are acceptable, but as we show below, leveraging
RF-based methods may lead to even better numerical results.

4.3. Testing Random Forest Based Models

Alongside SVM, we also tested several RF-based models. Random forest methods are
known to be less sensitive to outliers, given that the estimation of a given point is influenced
only by local points (i.e., the points located in the same leaf node). Their tree structure
means that RF methods are not affected by feature scaling methods, such as normalization
or standardization. RF methods also have their own feature selection methods, providing
high accuracy and low overfitting. To address the issue of imbalance, we investigated
specific random forest methods, as described below.

4.3.1. Weighted Random Forest

Weighted random forest (WRF) is an optimized version of random forest for imbal-
anced data, based on the principle of cost-sensitive learning. Since the RF classifier tends
to be biased toward the majority class, a heavier penalty is placed on misclassifying the
minority class. Weighted random forest assigns a weight to each class, with the minority
class given a larger weight (i.e., a higher misclassification cost). In our tests, we set “Bad
customers weight = 4” and “Good customers weight = 0.2”.
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4.3.2. Balanced Random Forest

Balanced random forest (BRF) randomly undersamples each bootstrap sample, arti-
ficially altering the class distribution so that classes are represented equally in each tree.
Where there is a large imbalance in data, BRF is computationally more efficient since each
tree uses only a small portion of the training set to grow. In contrast, WRF needs to use
the entire training set. WRF assigns a weight to the minority class, possibly making it
more vulnerable to noise than BRF. A majority case that is mislabeled as belonging to the
minority class may have a larger impact on the prediction accuracy of the majority class in
WRF than in BRF.

Table 2. Results for SVM-based methods.

Method Specificity Sensitivity Total Accuracy AUC

Linear SVM 0.51 0.818 0.801 0.664
Fuzzy SVM 0.625 0.716 0.711 0.67

Bilateral Fuzzy
SVM 0.549 0.781 0.769 0.665

LSSVM 0.392 0.859 0.833 0.625
LS-Fuzzy SVM 0.37 0.891 0.866 0.63

Weighted
LSSVM 0.412 0.852 0.828 0.632

LS Bilateral
Fuzzy SVM 0.444 0.845 0.826 0.645

SVM and
bagging 0.333 0.888 0.858 0.611

Fuzzy SVM and
bagging 0.927 0.315 0.342 0.621

LS-Fuzzy SVM
and bagging 0.213 0.879 0.846 0.546

4.3.3. Smote and Random Forest

The synthetic minority oversampling technique (SMOTE) is a method used for sam-
pling data. The principle is as follows: for a minority class sample x, randomly choose a K
nearest neighbor sample xk. Generate the new sample with xnew = x + λ × (xk − x), where
λ is a random value between 0 and 1.

Borderline SMOTE is an improved SMOTE method which divides the minority sam-
ples into three categories, namely safe, danger and noise. The method then consists of
assigning different weights to these three categories and generating different numbers
of samples.

From Table 3, we remark that random forest classifiers perform better as regards
specificity and AUC. Balanced random forest (BRF) has higher specificity than weighted
random forest (WRF). Borderline SMOTE RF has better sensitivity than random forest. We
conclude that BRF performs well with extremely imbalanced data and could be a good
candidate for our purposes. In the following subsection, we describe a model that is
designed to solve this problem by leveraging prediction probability and thresholds in BRF.

Table 3. Results for RF-based methods.

Method Specificity Sensitivity Total Accuracy AUC

Random Forest 0.827 0.769 0.772 0.805
Balanced

Random Forest 0.829 0.796 0.808 0.807

Weighted
Random Forest 0.79 0.82 0.819 0.805

Borderline
SMOTE RF 0.526 0.894 0.878 0.71
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5. Going Further—Using Graphic Distribution Analysis
5.1. Graphic Distribution

Graphic distribution of performance (good and bad) across the predicted probabilities
of default is a way to visually evaluate the performance of a model. The greater the
separation between these distributions, the more accurate the model.

Comparing Figures 1 and 2, we observe that the LSFSVM model fails to clearly separate
the two classes. Most of the good customers have a high predicted probability close to 95%,
while for the bad customers, probabilities are spread across the whole probability range.
Consequently, we conclude that least squares fuzzy SVM does not perform well in relation
to our requirements.

Figure 1. Distribution of good and bad customers with a least squares fuzzy SVM model.

Figure 2. Distribution of good and bad customers with a balanced random forest model.

In Figure 2, the predicted “bad customers” are to be found mainly in the interval
[25%, 50%], and there are no “bad customers” beyond a predicted default of 70%. The
predicted “good customers” occur in the interval [45%, 75%]. We can therefore set the
predicted probability interval [0%, 70%] as “uncertain”. Figure 2 suggests that the prediction
performance might potentially be improved via the use of a graphic distribution. This is
our focus in the following section.

5.2. Improved Balanced Random Forest

We now focus on the balanced random forest (BRF) model, and describe an “improved”
variant of BRF that draws heavily on the graphic distribution. We note that above a certain
threshold, almost all the “good” customers are correctly predicted. We can therefore remove
the samples whose probability occurs within [threshold, 1] and who are “certain” (for a
high threshold). Next, a new round of classification is run by interchanging the training
set with the testing one. Then, the balanced random forest is used on the remaining
samples. This is the principle of the method we used to obtain the results below. In our
tests, we also considered both high thresholds, intended to remove good customers with
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a high probability, and low thresholds, to deal with bad customers. All this gave rise to
three different versions of the algorithm: a first version in which only good customers are
removed in each round; a second version in which only bad customers are removed; and
a third version in which some bad and some good customers are removed in each round.
Results for the three versions are shown below.

Typically, the first version tries to remove as many good customers as possible who
are “certain”, in order to converge to a more balanced dataset and obtain a good classifier.
In our model, initially the training set (50% of the whole dataset) trains the model, and
the threshold is selected according to the graphic distribution of the training set. The
test set (50% of the dataset) is processed by three classifiers in turn. For Classifier 1 we
set thresholdhigh1 = thresholdhigh2 = 0.7. For Classifier 2 we set thresholdlow1 = 0.35 and
thresholdlow2 = 0.40. For Classifier 3, where both high and low thresholds are used, we set
thresholdlow1 = 0.3, thresholdhigh1 = 0.7, thresholdlow2 = 0.35, and thresholdhigh2 = 0.65.

With respect to the results given in Table 4, and in comparison with the results with
BRF, our improved BRF performs better in terms of sensitivity (Classifier 1) and in terms of
specificity (Classifier 2), while for Classifier 3, the performance is almost the same as for
BRF. BRF can be considered to be a generally effective method, while our improved BRF
has the potential to become interesting when a particular focus is placed on dealing with
bad customers.

Table 4. Results for improved BRF.

Method Specificity Sensitivity Total Accuracy AUC

BRF 0.827 0.769 0.772 0.805
Classifier 1 0.775 0.845 0.841 0.802
Classifier 2 0.908 0.701 0.708 0.799
Classifier 3 0.887 0.721 0.728 0.804

Looking at the improved BRF method, there is a risk on overfitting if the same training
sets are used. In order to overcome this, as already mentioned above, we propose training
two models in parallel at each step of the improved BRF algorithm. More specifically, we
first split the dataset into two complementary datasets, A and B, then train a model on A
which is used to test B, following which we perform training on (remaining) B and use it to
test A.

6. Concluding Remarks

The intention behind this study was the creation of an operational credit scoring tool
for a bank in Albania. We tested a number of ML methods and found that SVM- and
RF-based methods gave promising results. Although SVM-based methods perform well in
general, we noticed that precision in relation to the minority class remains less good that
what might have been hoped. RF, on the other hand, appears to achieve much better results
with our dataset. This is especially true when using the balanced random forest method,
which has a good balance among different criteria. Going further, for the case in hand where
the main goal is to identify bad customers with a high degree of precision, our improved
BRF method could potentially be very useful. To recapitulate our findings, we now have
two effective methods, namely balanced random forest and improved balanced random forest.
The first performs well overall, while the second is able to detect a large proportion of bad
customers, but remains quite “conservative” in identifying good customers. The take-home
message from this study is that RF methods are good candidates for dealing with the kind
of unbalanced, biased, or incomplete datasets that may be encountered in the case of local
banks in developing countries.
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