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Imperfect Labels with Belief Functions for
Active Learning

Arthur Hoarau, Arnaud Martin, Jean-Christophe Dubois, and Yolande Le Gall

Univ Rennes, CNRS, IRISA, DRUID, France

Abstract. Classification is used to predict classes by extracting infor-
mation from labeled data. But sometimes the collected data is imperfect,
as in crowdsourcing where users have partial knowledge and may answer
with uncertainty or imprecision. This paper offers a way to deal with
uncertain and imprecise labeled data using Dempster-Shafer theory and
active learning. An evidential version of K-NN that classifies a new ex-
ample by observing its neighbors was earlier introduced. We propose to
couple this approach with active learning, where the model uses only a
fraction of the labeled data, and to compare it with non-evidential mod-
els. A new computable parameter for EK-NN is introduced, allowing the
model to be both compatible with imperfectly labeled data and equiva-
lent to its first version in the case of perfectly labeled data. This method
increases the complexity but provides a way to work with imperfectly la-
beled data with efficient results and reduced labeling costs when coupled
with active learning. We have conducted tests on real data imperfectly
labeled during crowdsourcing campaigns.

Keywords: Belief Functions - Imperfect Labels - Active Learning.

1 Introduction

In supervised classification, where the aim is to find the class of an observation,
one still works largely with hard labels i.e. if a label exists for an observation,
this label is defined in a categorical way. The labeling process often is carried
out by humans [7,10]; without making any difference between a label given by
someone who has hesitated for a long time and someone who has no doubt.
Using hard labels might be convenient for many machine learning and deep
learning problems but is never completely representative of the reality. Imper-
fection, on the other hand, can help us fill in this lack of information. It can
be represented by many criteria but only uncertainty and imprecision will be
discussed in this paper. Ignorance is then derived from imprecision. Such infor-
mation can be modeled with the theory of belief functions, introduced in [1,12].
This paper proposes to compare a non-evidential model with its evidential ver-
sion and to observe the impact of imperfect labeling on classification. The widely
used non-parametric model K-NN [5] will then be compared with EX-NN, an
evidential version presented in [2-4]. A new parameter will be proposed for EK-
NN to work with imperfectly labeled data and to maintain equivalence with the
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original model. In a context where data labeling is not only imperfect but also
expensive, active learning [11] is particularly interesting. Indeed, a small volume
of labeled data is sufficient to obtain good performance. Very little research has
been done to couple belief functions with active learning. The main difference
with [14] is the use of an imperfectly labeled data set instead of using only noise.
The plan of the paper is as follows. Section 2 reviews the theory of belief func-
tions, K-NN and EK-NN algorithms and then ends with an overview of active
learning. Section 3 describes the proposed method, and the contribution con-
cerning the parameters of EKX-NN. A new credibilist dataset is also presented.
Experiments on datasets composed of noisy real data and imperfectly labeled
data are discussed in section 4. Finally, Section 5 concludes the article.

2 Background

2.1 Reminder on Belief Functions

The theory of belief functions, also called Dempster-Shafer theory [1,12], is used
in this study in order to model both imprecision and uncertainty.

One considers 2 = {w1,...,wp} the frame of discernment for M exclusive
and exhaustive hypotheses. The power set 2% is the set of all subsets of 2. A
Basic Belief Assignment (BBA) is the belief that a source may have about the
elements of the power set of (2, this function assigns a mass to each element of
this power set such that the sum of all masses is equal to 1.

m: 22 - [0,1],

3 m(4) =1. (1)

Ae29

Each subset A € 22 such as m(A) > 0 is called a focal element of m. If
m(A) =1—6 and m(£2) = 6 with A € 2°\() and § € [0, 1], m is called a simple
support mass function.

A source might not be trustworthy, a discounting coefficient « is then intro-
duced to transfer some belief into (2, also called the ignorance, such that:

(2)

where m,, is the new discounted mass.
The normalized conjunctive combination of Basic Belief Assignments (BBAs)
m’ derived from N sources is given by:

1 N
m(4) = — S I By it A#0,

BiN...NBy=Aj=1 (3)
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with @ the empty set and:

N .
k= > JImBy. (4)

BiN...NBx=0j=1

On decision level, the pignistic probability BetP helps decision making on
singletons:

BetPw)= 3 m(4) (5)

Ae29 weA |A‘ .

2.2 K-Nearest Neighbors

When dealing with perfectly labeled data, a non-parametric discrimination model
known as the K-Nearest Neighbors (K-NN) is introduced in [6]. This is a pop-
ular classification model in which the label of an incoming sample is predicted
according to its K nearest neighbors. The main drawback of this algorithm is
that it assumes that there are close neighbors of the incoming sample. It is
then proposed in [5] a distance-weighted K-NN where each neighbor is weighted
according to its closeness to the incoming sample.

2.3 EK-NN

An evidential version of K-NN is introduced in [3], this Evidential K-Nearest
Neighbors (EX-NN) uses belief functions to assign a label to a new sample. It
is presented in the original paper as working with perfectly labeled data, but
some work has subsequently been done to make this algorithm work with imper-
fectly labeled data. A version of EK-NN [4] is proposed with data labeled with
possibility theory and [2] allows to calculate the parameters when dealing with
imperfectly labeled data coupled with the theory of belief functions. However,
it then loses the equivalence with the previous model in the particular case of
perfectly labeled data.

2.4 Active Learning

Imperfect labels can be modeled by belief functions, and EK-NN can be a tool
for learning from imperfectly labeled data, but we are also interested in reducing
the number of labeled instances. Active learning [11] is a part of machine learning
where the learner can choose which observation to label in order to work with
only a fraction of the labeled data to reduce the labeling cost. Observations are
called Instances, the act of requesting for the label of an instance is a Query and
the entity giving its label to an instance is called the Oracle.

The difficulty is therefore to determine which instances should be labeled first.
This process is called Sampling, the best known being Random Sampling where
queries to the Oracle are made on random instances. Uncertainty Sampling, on
the other hand, aims to perform a query on the sample for which the model is
the least certain.
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3 Classification of imperfectly labeled data with EK-NN
and active learning

Let X be a P features collection of N samples such as X = {z" = (2},...,27%)
In = 1,...,N}, and 2 a set of M classes as 2 = {wi,...,war}. Let d*% be
the distance between z° and x' with z° an incoming sample to be classified
using the information contained in the training set and x% one of its K nearest
neighbors. Classifying x° means assigning it one class in {2. Let @° be the set of
the K -nearest neighbors of 2° in X and m’ the BBA associated to .

3.1 EK-NN for imperfectly labeled data

In [3], the author introduces an equation of the BBA between an unclassified
sample z° and a neighbor z’ when it comes to imperfectly labeled data. This
section results from the following proposition. If x* is a sample to be classified,
one’s belief about the class of z* induced by knowing that 2! € &° can be
represented by a basic belief assignment m®* deduced from m? and d**:

m>'(A) = app(d>')m'(A),
ms,i(Q) -1— Z ms’i(A), (6)
A2\
with ¢ a monotonically decreasing function and:

O0<ag<l,
$(0) =1, (7)
Jim ¢(d) = 0.

As a decreasing function ¢, [3] suggests to choose:

¢(d) = e, (®)

with v > 0 and § € {1,2,...} possibly fixed to a small value. When ¢ is first
introduced, it depends on 7, with w, the class of 2 and there are as many 7,
as different classes. As each point 2’ no longer has a unique label since we are
using imperfectly labeled data, 7, cannot be calculated. This specificity forces
the model to differ from a model using hard labeled data. It is discussed in
section 3.2.

Each BBA is now combined using (3):

miA) = > I cos(a)m'(B;),vA € 2. (9)
BiN..NBx=A zicps

Considering the closed world, the mass of the empty set must be forced to be
null. The new normalized combined BBA, denoted m?® is obtained as:

s _ 1 _ s
m*(A) = T (A), A#0, (10)




Imperfect Labels with Belief Functions for Active Learning 5

with x the fusion inconsistency given at equation (4). Each new sample is then
classified by maximizing the pignistic probability.

3.2 Parameters Optimization and v;,-EKNN

This part deals with the calculation of the parameters of the model. They are:
K, ag, v and 8. The number K of nearest neighbors can be optimized identically
to K-NN, using for example cross-validation. Furthermore, the use of variable
size datasets within active learning has an impact on the optimal K. From
preliminary experimental results (not given here), the parameter «y is set to 0.8,
but might depend on the knowledge of the sources, which modifies the results
very slightly; 8 = 2 gave satisfying results with little impact when changed.
When dealing with imperfectly labeled data, the use of one v parameter per class
becomes meaningless, as there are no longer any classes but only samples with
BBAs that more or less belong to a class. Several options have been proposed
in [2-4] and compared in [2].

— In its first version [3], here renamed ~,-EKXNN, the model is presented with a
7, parameter depending on the class w, of the neighbor z*. The computable
formula given for -y, is 1/ dg with d, the mean distance between two training
vectors of the same class.

— A one «y version of the model [4], v-EKNN, is later presented in a possibilistic
environment and suitable for imperfectly labeled data. The use of a single
parameter leads to the loss of equivalence with the initial model.

— Finally, a contextual-discounting based model [2] with M learnable v, is
introduced, and will be referred to as CD-EKNN.

In this paper, we propose v;-EKNN;, a version with K computable v; param-
eters, allowing to recover the equivalence, both theoretical and practical, with
the original model in the case of perfectly labeled data. To maintain the equiva-
lence with the model introduced in [3] when dealing with perfectly labeled data,
the proposition of using one « for each neighbor according to their similarity
is made. When it comes to imperfectly labeled data, v is calculated in relation
to the distance with the other samples and according to its resemblance with
Jousselme distance introduced in [8]. The closer we get to perfect labeling, the
closer we get to one -y per class:

N N . ]
1 DN @ —dy)a —ditydor
v=0 pu=0
Yi = "3 d’L = N a N ) (11)

" Do —di)P =D (1 -dy)?

v=0 v=0

with NV the total number of samples and dfj’y Jousselme’s distance between m?
and m”.

In order to study the relevance of using imperfect labels by comparing an
eviendential and a non-evidential model, 7;-EKXNN will be used, at the cost of
its complexity, as it maintains equivalence with the orginal model.
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3.3 Labeling with Uncertainty and Imprecision

In order to work with imperfectly labeled data, we obtained a dataset from
crowdsourcing campaigns using the model and the materials developed in [13].

Credal Bird-10 is a dataset composed of 200 pictures of birds imperfectly
labeled. Each of these images belongs to a class corresponding to one of the 10
species of birds evenly distributed on the dataset. During crowdsourcing cam-
paigns, the pictures are displayed and participants can choose multiple corre-
sponding classes as well as the belief they have in their responses. The resulting
dataset is a combination of pictures associated with BBAs, refer to [13] for con-
struction of the dataset. When using non-evidential models, the class maximizing
the pignistic probability is then chosen as the perfect label. Two datasets have
been obtained, one on the Irisa laboratory (Credal Bird-10 irisa) and one on a
non-specific crowd of paid contributors (Credal Bird-10 public).

Example for a picture of red/green/blue pixels corresponding to a marsh
tit with y; the vector on 2% which is the BBA describing its imperfect label:

Al
m({Marsh tit}) 0.2
m({Marsh tit, Great tit}) 0.5
m($2) 0.3

4 Experiments

The following section presents several procedures for implementing the method.
The interest is to show that allowing a source to provide imperfectly labeled
data may be more realistic than perfectly labeled data and therefore yield bet-
ter results. For each experiment 20% of the dataset is used as a test set and the
remaining as a training set. The experiment of section 4.1 is a brief compari-
son between the approaches discussed in section 3.2. The experiments given in
sections 4.2 and 4.3 are coupled to active learning in order to avoid expensive la-
beling. A comparison between K-NN and its evidential version is made to study
the relevance of using imperfectly labeled data, other models are added for a
general overview.

4.1 Different approaches for v parameter

A comparison is made in table 1 between K-NN and the approaches presented
in section 3.2. They are used with a K nearest neighbors value equal to 7 and
the result is a mean accuracy over 100 iterations. The distance weighted K-NN
is compared to the original version ,-EKXNN, to the unique gamma y-EKXNN
version using v = 1/d?, with d the mean distance between two training vectors,
and to the proposed v;,-EKNN. Datasets are split into two categories: perfectly



Imperfect Labels with Belief Functions for Active Learning 7

labeled (Iris, Wine and Breast Cancer)! and imperfectly labeled (Credal Bird-10
public). The 95% confidence interval? is also given.

As it can be observed in table 1, there is an equivalence between v,-EKXNN
and the proposed v;-EKXNN on perfectly labeled datasets (Iris, Wine and Breast
Cancer); this equivalence is discussed in section 3.2. When dealing with im-
perfectly labeled data, the same ~,-EKXNN model is also competitive. Letting
sources label imperfectly gave better results.

Table 1. Mean accuracy over 100 iterations on perfectly labeled (Iris, Wine, Breast
Cancer) and imperfectly labeled (Credal Bird-10 public) datasets.

Dataset K-NN Yo-EKNN v-EKNN vi-EKXNN

Iris 0.965 + 0.006 0.963 £ 0.006 0.964 + 0.006 0.963 £ 0.006
Wine 0.737 £ 0.013 0.696 + 0.012 0.704 + 0.012 0.696 £ 0.012
Breast Cancer 0.927 £ 0.004 0.928 £ 0.004 0.928 + 0.004 0.928 + 0.004

Credal Bird-10 public 0.383 £+ 0.015 0.389 4+ 0.014 0.411 + 0.014 0.412 + 0.014

4.2 Experiment on noised real world datasets

In this experiment both Iris and Wine datasets have been noised as this is a
common point in the literature. A noise parameter e = [0, 1] is defined and the
observations are randomly selected in order to have a proportion of noisy labels
equal to €. For each selected observation another singleton is randomly selected
and a random mass assigned. The remaining mass is evenly distributed among
all other elements. For non-evidential classifiers, the singleton which maximizes
the pignistic probability of this new mass is the new label. The Iris and Wine
datasets were altered with e equal to 0.5. In this experiment, the mean accuracy
of different models is compared using active learning. The models are as follows:
K-NN based on a distance weight with 7 nearest neighbors, Logistic Regression
with newton-cg for optimization and Random Forest, all used with the scikit-
learn default parameters [9]. They are compared to v;-EKXNN presented in this
paper using 7 nearest neighbors. Both experiments used 8 randomly labeled
instances (there must be more than K labeled instances) and 20 active learning
queries were performed according to uncertainty sampling. The mean accuracy
is calculated over 100 iterations.

Figure 1 shows that v;-EKXNN achieves a mean accuracy of about 0.9 on Iris
dataset with only 28 labeled instances, a 30% performance improvement over
K-NN due to less significant alteration of the real labels. The distance between
the mean accuracy of v;-EKNN and K-NN is also greater as the queries number

! https://archive.ics.uci.edu

2 Formula: [z — 1,96%; T+ 1,96%], with n the size of the sample, Z its mean and S
the standard deviation of the serie. This formula is used because it is a mean over
100 experiments and not a single proportion.
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increases, which means that the model manages to select better instances to
label while using the same uncertainty sampling. The same figure 1 shows less
optimistic results on the Wine dataset, but still with a dominance of v;-EKXNN
over its non-evidential version. One must be careful with the results, even if the
noisy data are distributed in the same way, the labels used for the non-evidential
classifiers do not contain the same information as the labels used for v;-EKXNN|
making the comparison more difficult. Apart from the noise, one of the objectives
of the paper is to find out whether by adding information during the labeling
phase, interesting results can be obtained with a low labeling cost, which leads
to the experiment presented in section 4.3.

Accuracy by number of labeled instances Accuracy by number of labeled instances

—— V-EKNN
0.85 Logistic Regression
-=- KNN

—-= Random forest

0.625 1 — Vi-EKNN

Logistic Regression
0.600 { —=- KNN

—-= Random forest

0.575 1

0.550 4

o
o
N
@

Mean accuracy
Mean accuracy

0.500 1
Rt 0.475 ==’

z 0.450 - =

0.425 4
10 12 14 16 18 20 22 24 26 28 10 12 14 16 18 20 22 24 26 28
Number of labeled instances Number of labeled instances

(a) (0)

Fig. 1. Mean accuracy by number of labeled instances with 50% noise, on the Iris (a)
and Wine (b) datasets.

4.3 Experiment on imperfectly labeled datasets

So far, perfectly labeled datasets have been used for comparison. In this section,
a procedure is proposed that can this time be fully compared to non-evidential
methods as the labels are unchanged but fundamentally imperfect. To show a
real application of the proposed method, we need to train on uncertain and
imprecise labels. With the imperfectly labeled dataset of 10 classes introduced
in section 3.3 and dimensionally reduced to 512 variables on X, the model is
compared to its non-evidential version. The same models and active learning
steps as in the experiment 4.2 are used. Differences are present in the datasets,
imperfectly labeled by the contributors.

Figure 2 represents the mean accuracy of 100 iterations on both Credal Bird-
10 irisa and Credal Bird-10 public datasets. With 28 labeled instances, EKX-NN
performs better than its non-evidential version, with around 0.44 accuracy on
Credal Bird-10 irisa and 0.48 on Credal Bird-10 public compared to 0.41 and
0.44 for K-NN respectively. The comparison between the two datasets also shows
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that the results may vary greatly depending on the labels, even with the same
models. Here, two different populations labeled the same pictures, members of
a laboratory and crowdsourcing contributors. This difference produces changes
in the results with, in all cases, better results for EX-NN.

Accuracy by number of labeled instances Accuracy by number of labeled instances

—— yi-EKNN
Logistic Regression

0.45- === K-NN

—-= Random forest

0.425

0.400

0.375

o
IS
S

o
w
G
o

o

w

v

0.325

Mean accuracy
Mean accuracy

0.300

7 0.30
—— y-EKNN

Vi Logistic Regression //
/ —=- KNN /
0.25071 —-- Random forest 0251 4

0.275

10 12 14 16 18 20 22 24 26 28 10 12 14 16 18 20 22 24 26 28
Number of labeled instances Number of labeled instances

(a) (0)

Fig. 2. Mean accuracy by number of labeled instances, on the Credal Bird-10 irisa (a)
and Credal Bird-10 public (b) datasets.

5 Conclusion

This study presents a model for efficient learning from a small amount of data
derived from imperfect human contributions. It is proposed to couple the theory
of belief functions, to model the uncertainty and imprecision of the data, with
an active learning algorithm using only a fraction of the labeled data. In par-
ticular, our work focuses on the labeling method and how information can be
added to allow the learning phase to work more efficiently and at lower cost. A
version of the evidential K-nearest neighbors model is proposed, offering a new
computation for the parameter v and allowing to recover an equivalence with
the original model in the case of imperfectly labeled data.

To validate this approach, experiments were first conducted on noisy data
sets (section 4.2). Very optimistic results are obtained with good performances of
the credibility classifiers. However, as the nature of the noise makes it difficult to
compare a credibility classifier with its classical version, two new imperfectly la-
beled datasets on bird species were produced via crowdsourcing to test the model
on real data. Few labeled images are used in section 4.3 for decent performance.
The quality of the labeling, which depends on the oracle and the model used
to represent the imperfection, has a strong influence on the final performance,
and can make the results vary more significantly by improving the quality of
the labels rather than the quality of the model itself. In future work, we plan to
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study how to maximize the quality of the imperfection contained in the labels, by
working on its modelisation or on the interface allowing even an inexperienced
user to give a relevant uncertain and imprecise answer. Improvement could also
be done with active learning, taking into account at the sampling step, that the
model can give an evidential answer.
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