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Abstract—The main novelty of this paper is to introduce a
new real-time optimized control allocation (CA) method of the
currents scalable to any modular multilevel converter (MMC).
It can be adapted to an MMC of any number of phases and
submodules (SM) without having to undergo changes in the
control algorithm. First the scalable state-space model of the
MMC currents is presented end than, this minimal order model
is used to develop the scalable current control allocation method.
The control allocation is computed by fast real-time optimiza-
tion using linear programming and quadratic programming
algorithms. Three control allocation methods are Hardware-In-
the-Loop tested for polyphase AC systems from 3 up to 101
phases, showing their ability to guarantee the current reference
tracking as well as the scalability of the tracking performance.
A comparison between the resolution methods highlights the
benefits and pitfalls of each.

Index Terms—Scalable Control, Scalable Model, Current Con-
trol, Control Allocation, Fast Real-Time Optimization, MMC,
Online Optimization

I. INTRODUCTION

Power converters with large number of switches are now
widespread. The design of control laws that apply indepen-
dently of the size of the converter is desirable. The article
develops control allocation methods that can be used to meet
this objective.

A. Control Allocation: from aeronautics to a diversification of
the application fields

The objective of allocation control (CA) methods is to take
advantage of the multiplicity of control variables in order to
optimally operate the system under consideration. First devel-
oped in the aeronautical domain [1], [2], allocation methods
were intended to take advantage of redundant actuators during
the operation of an aircraft. As the application fields of these
methods develop and diversify [3]–[8], they have now reached
the field of electrical engineering [9], [10], the research field
of which the proposed paper is part.

B. Objective of the research work

The objective of the research project is to develop allocation
control methods for electrical systems with a large number
of switches (i.e. a large number of control variables) of the
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Fig. 1. MMC control architecture: (a) current control outer loop and capacitor
voltage active-balancing control inner loop, (b) zoom on the current control
loop.

modular multilevel converter (MMC) type. The work proposed
in this paper aims at presenting the results of the exploration
of this research axis. The control of the MMC has two main
objectives: ensuring the current reference tracking as well as
the capacitor voltage balancing [11], [12]. The study proposed
here focuses on the first objective although the second one is
still ensured to guarantee proper operation of the MMC. The
implemented control architecture is presented in Fig. 1 where
Irefh , Irefs , Irefc and Irefo are the different current references
(detailed after (1)), UHL is the control vector for the currents
(detailed in (5)), vrefC is the capacitor voltage reference which
is the same for all capacitors and VC is the matrix containing
all the capacitor voltages. The remaining notations are detailed
in Section III.

C. Novelty of the proposed work

Since the appearance of the MMC [13], [14], with the
objective to control the converted power, work has been carried
out to design control laws of the currents flowing within the
MMC. Classical methods 1) such as Proportional-Integral (PI)
or Proportional-Resonant (PR) [11], [15], [16] first appeared
and then more advanced methods 2) such as Internal Model



Control (IMC) [17], Sliding Mode Control (SMC) [12], Pole
Placement Control (PCC) [12] were developed, but also meth-
ods derived from an optimization process 3) such as the Linear
Quadratic Regulator (LQR) [18], but also the Model Predictive
Control (MPC) [19].

Compared to the control methods 1) and 2) the CA proposed
here implements a real-time optimization process aiming at
optimally operating the control variables, which is not guar-
anteed by ad-hoc control laws. Compared to the methods 3)
which are methods implementing an optimization, CA allows
to perform a much faster optimization in real time at each
computational step in order to adapt quickly to the evolution
of the system state by determining the best value to allocate to
the control. More recently, the Control Allocation (CA) using
linear programming (LP) [20] has been applied to the MMC,
but the current control method developed here is more general
than in this study, it is scalable, takes into account the control
of the common mode current and the possibility of having an
active AC load with a different control architecture (see Fig. 1)
which uses the LP, but also the quadratic programming (QP)
and the model inversion based (MIB) CA.

Compared to previous works, the main novelty is the scala-
bility of the proposed control method: the generalized scalable
state-space model of the currents previously developed [21],
[22] is reviewed in Section II, making it possible to formulate,
in Section III-A, an online optimization CA algorithm also
scalable to an MMC having any number of phases and
submodules (SM), whatever the nature of the AC load and the
presence of a common mode current. A major novelty consists
in the different CA methods implemented, focusing on current
control: 1) MIB in Section III-B, 2) LP in Section III-C and 3)
QP in Section III-D. Finally, the paper shows the performance
of the proposed control allocation to ensure the tracking of
the current reference and its scalability to a high number of
phase AC systems, using a Hardware-In-the-Loop (HIL) test
procedure in Section IV.

II. SCALABLE CURRENT STATE-SPACE MODEL

The CA method is based on predicting the behavior of the
system to be controlled. The goal being to control the MMC,
at least two control objectives are to be ensured: 1) current
control, 2) voltage capacitor balancing. This article focuses
on the first one. In order to deal with the second objective,
methods already available in the literature are taken advantage
of [23], [24]. The two control objectives are then ensured by
the control architecture detailed on Fig. 1 which implements
two nested loops, the inner loop - Low-Level Control (LLC)
- ensures the capacitor voltage balancing while the outer loop
- High-Level Control (HLC) - ensures the current reference
tracking. Thus, a model describing the dynamic behavior of the
currents is necessary in order to develop the control allocation.
In previous work, the authors developed a scalable state-space
model of the MMC for polyphase systems [21], [22] in order
to be able to control the currents in an MMC of any number
of phases and SMs by operating their control variables which
are the arm voltages of the MMC. This state-space model is

built from the following differential system where m is the
number of AC phases [22]:



Leq
h İh=−Req

h Ih − 1
2NΣ(m) (Vp,y+Vn,y)

+NΣ(2)Vx −NΣ(m)Vy − VnAD

Leq
s İs=−Req

s Is − 1
2NΣ(m) (Vp,y−Vn,y) + [1 0]N∆(2)Vx

Leq
c İc=−Req

c Ic − 1
2N∆(m) (Vp,y−Vn,y)

Leq
o İo=−Req

o Io − 1
2N∆(m) (Vp,y+Vn,y)−N∆(m)Vy

(1)
where, from a high-level point-of-view, there are at most

four types of currents that can appear during the opera-
tion of the MMC: Ih ∈ R si the common mode current
represented by ih on Fig. 2, Is ∈ R is the DC source
current which is (ip − in)/2m on the same figure, Ic =
[icy1 , . . . , icym ]T ∈ Rm is the circulating current vector with
icy = (ip,y−in,y)/2−Is is the circulating current components,
and Io = [ioy1 , . . . , ioym ] ∈ Rm the AC load output current
with ioy = iy/2 − Ih the output current components. The
behavior of these different currents is determined by the
voltage across each arm of the MMC (vx,y , x ∈ {p, n} and y ∈
{y1, . . . , ym}), the DC bus voltage (represented by vp and vn),
and the AC voltages (vy1

to vym
). Those voltages are gathered

into the following vectors: Vp,y = [vp,y1
, . . . , vp,ym

]T ∈ Rm,
Vn,y = [vn,y1

, . . . , vn,ym
]T ∈ Rm, Vx = [vp, vn]

T ∈ R2,
Vy = [vy1 , . . . , vym ]T ∈ R2. Equivalent resistance and
inductance parameters are defined as:


Req

h = mRs +R+ 2Ro and Leq
h = mLs + L+ 2Lo

Req
s = mRs +R and Leq

s = mLs + L
Req

c = R and Leq
c = L

Req
o = R+ 2Ro and Leq

o = L+ 2Lo

(2)
and the remaining parameters are:

{
NΣ(m) = 1

m [1, . . . , 1] ∈ M1,m(R)
N∆(m) = 1

m [mIm − Jm] ∈ Mm(R) (3)

where Im is the identity matrix of size m, Ja,b is the (a×b)
matrix filled with 1′s, and Jm = Jm,m.

The differential system (1) can then be derived into a
minimal state-space representation [22] whose accuracy for
control has been proven:

{
˙̃XHL = ÃHLX̃HL + B̃HLUHL + ẼHL

ỸHL = C̃HLX̃HL

(4)

where the matrices of the model are defined as:
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Fig. 2. Electrical diagram of the MMC with m phases and N SMs per arm
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(5)
The command is digital and will be executed at the sampling

period Ts, so (4) is discretized into:

{
X̃HL(k+ 1)=F̃HLX̃HL(k)+G̃HLUHL(k)+H̃HLẼHL(k)

ỸHL(k)=C̃HLX̃HL(k)
(6)

where F̃HL = eÃHLTs , H̃HL = Ã−1
HL

(
F̃HL − I2m

)
and

G̃HL = H̃HLB̃HL. k represents the present time t = kTs

and k + 1 the next sampling time. This scalable model (1)-
(6) embodies the Generalized Polyphased Full Order Current
State-Space Model (GPFOCSSM) of the MMC. Since these
equations do not show the number N of SMs, the GPFOCSSM
is independent of N . This is due to the fact that it is a high-
level model whose input variables are the voltages Vp,y and
Vn,y across the arms. These voltages are composed of the
SM capacitor voltages and can be expressed as a function of
N . Since the high-level model does not go into this level of
detail, it remains scalable to an MMC whose arms have any
number of SMs since it is encapsulated in the Vp,y and Vn,y

variables.

III. CONTROL ALLOCATION FORMULATION

A. Control Allocation Problem
Control allocation refers to a family of control methods that

have taken different formalisms in the literature [3], [4], [8],
[25], [26] but in general, the point of convergence of these
approaches is the initial control problem to be treated which
is written:

{M U = ad |Umin ≤ U ≤ Umax} (7)

where U ∈ RnU is the control vector that is to be
determined, ad ∈ Rna is the action vector that is desired
to be reached by the system under consideration and M ∈
Mna,nU

(R) is the matrix emboying the effect of U on the
system to be controlled. The objective of solving (7) is to
determine the command U allowing the system to reach ad
while taking into account the constraints on the control limits
Umin

HL ≤ UHL ≤ Umax
HL . This resolution can be done by

different methods [3]–[5], [26], historically it is the model-
inversion-based (MIB) methods that appeared first [25] then
it was the turn of the online optimization methods like the
error minimization online (EMOn) [4] and finally the offline
optimization methods like error minimization offline (EMOff)
with real-time adaptation [5]. For the step presented in this
article, the formulations will be made for the MIB and EMOn
methods.

To achieve the control objective YHL(k) will have to
follow its reference Yref

HL(k) with given closed-loop dynamics
specified by the desired pole vector PHLC = pcc·[1, . . . , 1]T ∈
R2m, where pcc is defined in Table I for the tests. A reference
model to follow can then be defined:

YHL(k+ 1) = F+
HLYHL(k) +G+

HLY
ref
HL(k) (8)

where A+
HL = diag(PHLC), B+

HL = −A+
HL in order

to have a unit static gain, F+
HL = eA

+
HLTs and G+

HL =
(A+

HL)
−1

(
F+
HL − I2m

)
B+

HL. The natural behavior of the
system puts forward by (6):

YHL(k+ 1) = C̃HLF̃HLX̃HL(k) + C̃HLG̃HLUHL(k)

+C̃HLH̃HLẼHL(k)
(9)



In order to ensure the reference model tracking, UHL(k)
must satisfy at any time k the equality between (8) and (9),
thus:

C̃HLG̃HLUHL(k) = F+
HLYHL(k) +G+

HLY
ref
HL(k)

−C̃HL

(
F̃HLX̃HL(k) + H̃HLẼHL(k)

)
(10)

This can be directly put into the form of (11):

MHL ·UHL = adHL
(11)

where MHL = C̃HLG̃HL = G̃HL ∈ M2m(R)
and adHL

= F+
HLYHL(k) + G+

HLY
ref
HL(k) −

C̃HL

(
F̃HLX̃HL(k) + H̃HLẼHL(k)

)
. Since the allocation

equation (7) has been established for the case of current
control in the MMC by (11), the objective of the next three
sections will be to implement a formalization suitable for
the MIB and EMOn control allocation methods for current
control.

B. Model-inversion-based (MIB) formulation

The MIB formulation implemented here consists in a simple
inversion of (11). At each sampling period the control will be
computed as follows:

UHL = M−1
HLadHL

= G̃−1
HLadHL

(12)

G̃HL is square and its determinant remains nonzero as long
as the inductances are different from infinity which will always
be the case. However constraints on the control are part of
the allocation problem to solve, in the event that any of the
components of UHL calculated by (12) exceed its lower limit
Umin

HL or upper limit Umax
HL , it will be clipped to its nearest

limit.

C. Error minimization online (EMOn) formulation for LP

The objective of the allocation is to find UHL that verifies
(11). However UHL is constrained to stay between Umin

HL

and Umax
HL , so equation (11) cannot always be satisfied. A

deviation variable e is therefore introduced:

e = G̃HL ·UHL − adHL
(13)

In order to solve (11) the optimization will aim to cancel e
and thus minimize a criterion depending on e under the con-
straint of having Umin

HL ≤ UHL ≤ Umax
HL . In the framework

of linear optimization J takes the form of a linear criterion
hence the choice of l1-norm:

minUHL,e JLP = |e| =
∑na

i=1 |ei|
under the constraints (u.c.) :

G̃HL ·UHL − e = adHL

Umin
HL ≤ UHL ≤ Umax

HL

−emax ≤ e ≤ emax

(14)

where emax is an upper limit on the achievable error, here:
emax = max(abs(adHL

)) · [1 . . . 1]T ∈ R2m. Other ways to

define e boundaries have already been used [4]. Real-time LP
algorithms are built on methods to solve the formulation (15):

minx JLP = cTx
u.c. :
A · x = b
0 ≤ x ≤ xmax

(15)

To adopt the formulation (15), e is decomposed into e =
e+−e− with e+, e− ≥ 0 and a change of variable is made on
U: U = U−Umin. Thus, (14) takes the form of (15) whose
parameters are then:

x =
[
UHL e+ e−

]T ∈ R6m

cT =
[
O1,2m 1 . . . 1 1 . . . 1

]
∈ R6m

A =
[
G̃HL −I2m +I2m

]
∈ M2m,6m(R)

b =
[
adHL

− G̃HL ·Umin
HL

]
∈ R2m

xmax =
[
Umax

HL −Umin
HL emax emax

]
∈ R6m

(16)

The size of the elements in (16) depends on the number
of phases, which highlights the scalability of the control
allocation method that will be solved using LP in real time.

It is important to note that it is possible to take into account
a weighting of the control objectives represented by (7), in
general, and by (11) in the case of the converter. Indeed, it
is possible to multiply a line of MHL, and the corresponding
line of adHL

, by the same factor to give them more or less
importance in the global criterion J . For example, with the
converter, if one wishes to give more importance to the control
objective of tracking Irefo and therefore less importance to the
tracking of other currents: lines 3 to m+2 of MHL and adHL

can be multiplied by the weight wo with wo > 1 in order to
give more importance to tracking the reference output currents.
Matrices MHL and adHL

are redefined and no changes need
to be made to the algorithm solving (15) (or (17) for the QP)
because they are already contained in the matrices A and b
of (16) (or (19) for the QP).

D. Error minimization online (EMOn) formulation for QP

Real-time QP algorithms are built on methods for solving
the formulation (17):

minx JQP = 1
2x

THx+ cTx+ f
u.c. :
A · x = b
xmin ≤ x ≤ xmax

(17)

Compared to LP, QP offers the choice of a quadratic
criterion and the possibility of having negative boundaries.

minUHL,e JQP = ||e||2 =
∑na

i=1 e
2
i

u.c. :

G̃HL ·UHL − e = adHL

Umin
HL ≤ UHL ≤ Umax

HL

−emax ≤ e ≤ emax

(18)



The adoption of the form (17) by (18) is more direct with
QP:

x =
[
UHL e

]T ∈ R4m

H = 2

[
O2m

I2m

]
∈ M4m(R)

cT =
[
O1,4m

]
∈ R4m f = 0

A =
[
G̃HL −I2m

]
∈ M2m,4m(R)

b =
[
adHL

]
∈ R2m

xmin =
[
Umin −emax

]
∈ R4m

xmax =
[
Umax +emax

]
∈ R4m

(19)

The size of the elements in (19) depends on the number
of phases, which emphasizes the scalability of the control
allocation method that will be solved using QP in real time.
Note that the size of the LP is larger than that of the QP in
the context of the MMC current control which is due to the
possibility, in QP, to have negative decision variables.

The online optimization for solving (15) will be done by a
simplex algorithm [4] (EMOn LP SX), whereas (17) will be
solved by an active-set algorithm [27] (EMOn QP AS).

IV. HIL TEST PROCEDURE

The procedure to test the online optimization allocation
methods aims to show the scalability of the different formula-
tions to the number of phases and in particular to show their
capability to ensure the current reference tracking with good
performance.

Since the focus is on the behavior of the currents in closed-
loop, the voltage control inner loop will maintain capacitor
voltages at their nominal value while the control of current is
under scrutiny in transient and steady-state conditions. Fig. 4
shows the current and capacitor voltage response to several
steps in output current reference. The AC system has 7 phases.
In order to ease the reading of Fig. 4, references for phases
#2 to #7 are the same as in phase #1 but shifted by 2π/7
rad between each phase.

The tests are performed with an HIL system shown in Fig. 3,
with parameters as well as those of the system and hardware
given in the Table I.

A. HIL test results of the implemented CA EMOn QP

As the results of the different allocation methods are quite
similar as will be seen in the next section IV-B, it was chosen
to first show the detailed results for only one of the three CA
implementations: the one using online QP.

In Fig 4, an excellent current control reference tracking is
observed, since the maximum control error on the different
types of currents is smaller than 37 mA (i.e. less than 2.5%) in
steady-state. Moreover, after a step in output current reference,
the 5% settling time is roughly 1 ms, which corresponds to
the expectation with controllers tuned for a 500 Hz bandwidth
in closed-loop. Overall, the results prove that the use of the
control-oriented scalable state-space model for the develop-
ment of a current online optimization CA algorithm ensures
a very good control performance in transient as well as in
steady-state conditions.

Fig. 3. Hardware-In-the-Loop test setup with the Opal-RT 5600 HIL box at
the LAPLACE laboratory.

TABLE I
CLOSED-LOOP, MMC & OPAL-RT HIL BOX PARAMETERS

Meaning Symbol Value
MMC Hardware Parameters

Bus voltage VDC 600 V
Half-bus voltage vp = −vn VDC/2 = 300 V

Bus resistance and inductance Rs, Ls 50 mΩ, 2 mH
Switching frequency and period fs, Ts 4 kHz, 250 µs
Arm resistance and inductance R, L 10 mΩ, 5 mH

AC active voltage V̂AC 150 V
AC grid frequency and period fo, To 50 Hz, 20 ms

AC grid pulsation ωo 2πfo ≃ 314 rad/s
AC load resistance and inductance Ro, Lo 40 Ω, 5 mH

Opal-RT 5600 HIL Box Parameters
CPU Type − Intel Xeon
CPU Clock − 3.00 GHz

CPU Cache / RAM − 11.6 Gb / 64 Gb
HIL time step Tstep Ts/10 = 25 µs

HIL data logging duration tlog 7 · To = 140 ms
Closed-Loop Parameters

Current control poles, bandwidth pcc, fbw −3142 rad/s, 500 Hz
Control sampling time Tc 250 µs

B. Comparison of the different CA formulations implemented

The tests performed for the EMOn QP implementation of
the CA presented in the previous section are also performed
for the other two implementations: MIB and EMOn LP. The
test presented in the previous section IV-A is done for m = 7
phases, this same test is done for m ranging from 3 to 101
and this for the three algorithmic implementations of the CA.
In total, this results in 294 tests. For each test, the deviation
between the reference of each current and the current is
evaluated as well as the computation time needed for the CA
algorithm to run in real time. For a given test, the average value
of the deviation over the entire test duration is computed as
follows:

ϵo =

〈
||Irefo − Io||

||Irefo ||

〉
tend

(20)

First, on Fig. 5 the logarithmic scale is used for a bet-
ter readability, however in linear scale it is observed that
the computation time of the three implementations of CA
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Fig. 4. Closed-loop response of the system to changes in the output current
reference. (a) Common mode current, (b) Source current, (c) Circulating
current, (d) Output current, (e) Capacitors voltages.

increases quadratically according to the number of phases.
This is explained by the fact that the size of MHL and adHL

increase with the number of phases (as the state-space model
does); thus, the complexity of the control allocation algorithm
also increases. Then, Fig. 5 highlights the fact that the output
current control error remains constant as the phase number
increases, which is a major result: the MMC control allocation
performance is scalable. Therefore, Fig. 5 presents two strong
results of the current allocation control methods introduced

Fig. 5. Evolution of the control allocation characteristics vs. the number of
phases.

here: 1) these methods are readily scalable to a large number
of phases, 2) the accuracy of the current tracking - and in
particular of the output current on Fig. 5 - is of very good
quality and remains constant whatever the number of phases of
the polyphase AC system. Note that the three implementations
of the CA all give good control performances with each a
different computation time making all three good candidates
to ensure current control in the MMC for less than 10 phases
in the AC system but for a larger number of phases, one would
rather use the MIB or the EMOn QP AS.

V. CONCLUSIONS

The control-oriented state-space model of the currents scal-
able to an MMC of any size, whose accuracy for control
has already been proven, was first presented. The main
contribution was the introduction of three formulations of
control allocation, including two formulations by fast online
optimization, with the objective of guaranteeing the control of
the four types of currents flowing through the MMC during
its operation. A major novelty lies in the scalability of the
proposed methods both in terms of mathematical formulation
and control performance. Indeed, tests in HIL have shown
the ability of the allocation methods to ensure good quality
current reference tracking and has shown that this performance
is scalable to a large number of AC phases. Through this
study a comparison of three CA methods in terms of compu-
tation time, current control performance and implementation
complexity was conducted. For a number of phases less than
10, the computation time of the three methods make them
all candidates to control currents, however as the number of
phases increases, the MIB and EMOn QP AS methods become
more interesting. Nonetheless, the EMOn methods are more
complex to implement than the presented MIB because of the
optimization algorithm to be programmed. Thus, depending
on the polyphase AC system to be controlled at the output
of the MMC and on the real time computational resources, a
trade-off between these CA methods will have to be carried
out.

As an outcome of the work presented in the paper, new
capabilites are now made possible:



• Thanks to the scalable state-space model, it is possible
to design generic current control algorithms for MMCs.
Thus, to control a given MMC, it will be sufficient to
specify to the algorithm the parameters of the MMC, of
the AC network, and of the DC bus without having to
change the control algorithm.

• It is now possible to develop current control algorithms
for MMCs - of any number of phases and submodules,
whatever the nature of the AC load and the presence or
absence of a common mode current - using the same
online optimization control allocation algorithm that is
scalable without having to undergo changes in the code.
As the control allocation scales up, control performance
remain the same.

• It is now possible to use three control allocation methods:
model-inversion-based, error minimization online using
linear programming and error minimization online using
quadratic programming to control the currents in the
MMC. The choice of the method is made according to
the number of phases and the available computational
resources.
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