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Abstract 

Somatosensory inputs are important to acquire or learn precise 

control of movement [1]. In the case of speech, receiving  

somatosensory inputs together with corresponding speech 

sounds may be a key to formulate or calibrate the speech 

production system [2]. We here examined whether speech 

production can be modulated by perceptual training with 

repetitive exposure to paired auditory-somatosensory 

stimulation in the absence of actual production of the sound. 

We carried out a perceptual training using a vowel 

identification task with /e/-/ø/ continuum. The speech sounds 

were accompanied with somatosensory stimulation, in which a 

facial skin-stretch was applied in the backward direction. The 

vowels /e/ and /ø/ were recorded prior to and following the 

training and the first three formants were compared. Results 

showed that the third formant of /e/ was increased following the 

training, and the rest of formant was not changed. Since the 

current somatosensory stimulation was related to the 

articulatory movement for the production of /e/ (lip-spreading), 

repetitive exposure to somatosensory stimulation in addition to 

the sound may specifically change the articulatory behavior for 

the production of /e/. The results suggest that perceptual 

training with specific pairs of auditory-somatosensory inputs 

can be important to formulate production mechanisms. 

 

Index Terms: somatosensory system, perception-production 

link, perceptual training, speech production 

1. Introduction 

Speech production is a complex mechanism involving the 

integration of sensory and motor processing for fine tuning of 

motor control. Based on feedback control mechanisms, 

receiving a correct auditory - somatosensory pair is important 

to acquire the target speech output [2]. Previous studies showed 

that participants adjust their motor behavior in response to an 

experimentally applied alteration of either the auditory or the 

somatosensory input [3], [4]. Lametti et al. [5] also showed 

simultaneous adaptation to both auditory and somatosensory 

alteration. Interestingly, sensorimotor adaptation to speech 

motor training also changes speech perception. Indeed, Nasir 

and Ostry [6] showed that adapting to different external 

environments during production (with the setting developed in 

[4]) also changes the vowel category boundary. A study of 

adaptation to altered auditory feedback similar to [3] also 

changes category boundary of fricative consonant [7]. Such 

motor learning effect in perception is likely due to the 

functional link between speech perception and speech 

production. In return, this functional link might also induce an 

effect of perceptual training on speech production. 

     Interaction between production and perception in speech 

learning is prominent in language acquisition with repetitive 

exposure to speech sounds during development [8]. Changes in 

speech production due to repetitive exposure to speech sound is 

also seen in adults [9]–[11].  Cooper and Lauritsen [9] showed 

that repetitive listening of voiceless consonants led to changes 

in production with a decreased voice onset time for the 

corresponding consonants. Lametti and colleagues [12] showed 

that altering the perceptual vowel boundary due to perceptual 

training affected the amplitude of speech motor learning in 

response to altered auditory feedback. Listening to the correct 

pronunciation is also the main strategy in second language 

acquisition [13]. Recent studies demonstrated that visually 

received movement information facilitates the acquisition or 

improvement of production performance [14], [15], indicating 

that receiving movement-related information in conjunction 

with corresponding speech sounds, may be important for speech 

learning. 

     Somatosensory inputs directly receive articulatory 

movement information. Externally applying facial skin 

deformation can be an effective experimental tool to provide 

movement-related information both to the speech production 

and perception systems [16], [17]. Ohashi and Ito [18] 

specifically demonstrated that somatosensory inputs on their 

own can contribute to the recalibration of perception. 

Perceptual training with paired auditory-somatosensory 

stimulation in absence of actual production can also change 

speech perception [19]. These studies suggest that repetitive 

exposure to somatosensory inputs in conjunction with speech 

sounds can contribute to modification or recalibration of the 

speech representation in production and perception.  

     The current study examined whether speech perceptual 

training with orofacial somatosensory stimulation changes the 

speech production performance. We compared the speech 

production performance prior to vs. after perceptual training. A 

vowel identification task using the /e/-/ø/ continuum was 

applied for speech perceptual training. In a similar task, 

Trudeau-Fisette et al. [20] have showed that, when orofacial 

somatosensory stimulation associated with backward skin 

stretch was applied, the participants’ perception was changed to 

perceive the vowel more as /e/. This can be attributed to the 

assumption that backward facial skin-stretch can be associated 

with the articulatory movement of the lip-spreading vowel /e/ 

and hence causes ambiguous stimuli in the /e/-/ø/ continuum to 

be more perceived as the vowel /e/. Given this finding, we 

expected that repetitive exposure of backward somatosensory 

stimulation paired with auditory stimulation within an /e/-/ø/ 

continuum might change the production of those vowels as a 
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result of adaptation to paired auditory-somatosensory 

stimulation. Assessing this expectation is the topic of the 

present paper.  

 

2. Methods 

 2.1 Participants 

Twenty-eight native French speakers (age range 18-41, 20 

female) participated in this study. Participants reported no 

neurological deficits, hearing or speech disorders. The 

participants signed the consent form approved by the local 

ethical committee of the Université Grenoble Alpes [Comité 

d’Ethique pour la Recherche, Grenoble Alpes (CERGA-Avis-

2021-8)].  Half participants (14) were assigned to the target 

condition with somatosensory stimulation in the training 

(SOMA group, see 2.5 Experimental Procedure). The other half 

of the participants were assigned to the control condition 

(CTRL group, no somatosensory stimulation).  

2.2 Speech Task  

We focused on two front mid-high vowels, acoustically and 

articulatory close and differing mainly in lip action, with the 

lip-spread vowel /e/ and lip-rounded vowel /ø/. Acoustically 

these two vowels mainly differ in the second formant and to a 

lesser extent in the third formant, mostly due to the labial 

contrast with possibly also a slight difference in tongue 

articulatory anterior-posterior position [21], [22]. We applied 

the /e/ to /ø/ continuum in our perceptual training based on a 

study by Trudeau-Fisette et al. [20] that orofacial 

somatosensory stimulation associated with backward skin 

stretch reliably changes the participants’ perception in this 

continuum. For the speech production task, we tested the 

utterance of the French words ‘dé’ [/de/, “dice” in English] and 

‘deux’ [/dø/, “two” in English]. 

2.3 Auditory Stimuli  

The perceptual training consisted of a vowel identification task 

using an /e/-/ø/ continuum. Eight stimuli in the continuum were 

synthesized using the procedure in Menard and Boë [23], in 

which the second, third and fourth formant frequencies (F2, F3 

and F4) were equally shifted in Hz in consecutive stimuli 

keeping the first and fifth formants (F1 and F5) constant. 

Details are described in Trudeau-Fisette et al. [20]. These 

auditory stimuli were presented through a loudspeaker, which 

was set in front of the participant. 

2.4 Somatosensory Stimulation 

Somatosensory stimulation associated with the facial skin-

stretch was produced using a small robotic device (Phantom 

1.0, 3D Systems). Figure 1B displays the experimental setup. 

Stimulation is based on the assumption that orofacial skin 

receptors can provide kinesthetic information on speech 

articulatory movements [17], [24]. Plastic tabs connected to the 

robotic device through wires were attached to the lateral side of 

the mouth with double-sided tapes. Based on the previous study 

[20], we used sinusoidal pattern with 4N of peak force. The 

onset of stimulation was set a 90 ms lead relative to the onset of 

auditory stimuli. 

2.5 Experimental Procedure 

We carried out a perception training paradigm based on the 

vowel identification task and compared the production 

performance of corresponding speech sounds before and after 

the perceptual training (Figure 1A). The experiment began with 

a baseline speech production task as the pre-test. Ten utterances 

of the target words were recorded in a picture naming task, in 

which the pictures depicting ‘dé’ and ‘deux’ were presented in 

a pseudo-random order. This was followed by the perceptual 

training phase with vowel identification with (target group) or 

without (control group) somatosensory stimulation. Auditory 

stimuli were presented in a pseudo-random order. In each trial, 

the participants were asked to identify if the vowel they heard 

was /e/ or /ø/. 60 blocks of 8 trials (480 trials in total) were 

carried out. After this training phase, the speech production 

task, same as in the pre-test, was carried out again in a post-test 

phase. In the control condition for the control group, the 

procedure included the setup of the robot, but no somatosensory 

stimulation in the training phase. 

 

 

 

 
 

Figure 1: (A) Experimental protocol (B) Experimental 

setup for the vowel identification task with 

somatosensory stimulation. Reproduced with 

permission from (Ito and Ostry [17]). 

 

2.6 Statistical Analysis 

For each utterance, vowel production periods were manually 

detected, and then F1, F2 and F3 were extracted using PRAAT 

[25] by averaging over a 40ms window set around the middle 

of the vowel production period. To compare the speech 

production performance in the pre- and the post-test, the 

difference between the mean values of F1, F2 and F3 for the 10 

utterances of each vowel were finally evaluated.  



       One sample t-test was applied in each formant and group 

separately to examine whether the difference between pre- and 

post-tests was reliably different from zero. A one-way ANOVA 

was also applied to examine whether differences between pre- 

and post-test were also different between groups (SOMA and 

CTRL) in each formant.   

3. Results 

 

Figure 2 shows representative examples of the spectrogram of 

the recorded words in pre- and post-test. As shown in this 

representative example, an increase in the F3 for the vowel /e/ 

can be observed in the post-test whereas the other formants for 

both vowels are almost similar in the pre-test and post-test. 

 

 

 
 

Figure 2: Representative example of spectrogram of 

the words ‘dé’ and ‘deux’ in pre- and post-test.  

 

Figure 3 shows the difference between pre- and post-test 

averaged across subjects. In the production of /e/ (left three 

panels in Figure 3), we found a reliable change of F3 in the 

somatosensory group. Separate one-sampled t-tests showed that 

the change in F3 was reliably different from zero in the 

experimental group [t(13) = 2.44, p<0.05], but not in the control 

group [t(13) = 0.29, p = 0.77]. One-way ANOVA showed a 

marginal difference between groups [F(1,26) = 3.15, p = 0.087]. 

In contrast, the change in F1 was not significantly different 

from zero in the experiment group [ t(13) = 0.14, p = 0.88], but 

marginally different in the control group [t(13) = 1.81, p = 

0.09]. One-way ANOVA showed no significant difference 

between groups [F(1,26) = 0.84, p =0.36]. The change in F2 

was not significantly different from zero in both the 

somatosensory group [t(13) = -1.7, p = 0.1] and control group 

[t(13) = -0.57, p = 0.57]. One-way ANOVA showed no 

significant different between groups [F(1,26) = 1.51, p = 0.22].  

In the production of /ø/ (right three panels in Figure 3), we did 

not find any reliable change in all formant measures. The 

change in F1 was not significantly different from zero in both 

the somatosensory group [t(13) = -0.62, p = 0.54] and control 

group [t(13) = 1.35, p = 0.19]. One-way ANOVA showed no 

significant difference between groups [F(1,26) = 1.72, p = 0.2]. 

The change in F2 was also not significantly different from zero 

in both the somatosensory group [ t (13) = -1.7, p = 0.11] and 

the control group [t(13) = -0.87, p = 0.39]. One-way ANOVA 

showed no significant difference between groups [F(1,26) = 

0.51, p = 0.48]. There was no significant difference in F3 in 

both the somatosensory group [t(13) = 0.72, p = 0.47] and the 

control group [t(13) = 0.61, p = 0.55]. One-way ANOVA 

showed no significant difference for F3 [F(1,26) = 0.006, p = 

0.94]. 

  

 

 

 
 

Figure 3: Difference in F1, F2 and F3 for the vowels 

/e/ and /ø/ between pre- and post-test. Grey bars 

represent the somatosensory group (SOMA) and white 

bars represent the control group (CTRL). Error bars 

show the standard error across participants.  

 

4. Discussion and Conclusion 

 

The current study investigated the effect of orofacial 

somatosensory inputs in speech perceptual training on speech 

production mechanisms. The speech production performance 

was evaluated based on the difference in F1, F2 and F3 between 

the pre- and post-test. We found that F3 of /e/ increased 

following the perceptual training with somatosensory 

stimulation. The result suggests that perceptual training using 

specific pairs of auditory-somatosensory stimulation may 

change speech production. This is in line with previous studies 

[9]–[11] that show the effect of perceptual training with 

repetitive stimuli transferred to the production mechanism 

through sensory-motor relationships.  



Somatosensory inputs can play an important role in the link 

between production and perception mechanisms. Previous 

studies showed that somatosensory inputs affect the perception 

of speech sounds [16], [20]. Specifically, Ohashi and Ito [18] 

demonstrated that somatosensory inputs in speech motor 

training contribute to recalibration of speech perception. Ito and 

Ogane [19] also showed that specific pairs of auditory-

somatosensory stimulation in perceptual training also 

recalibrate the perception of speech sounds. The current finding 

provides complemented insight on the role of somatosensory 

information in speech learning. 

F3 is known to increase when the front cavity is decreased 

in size by lip spreading [21], [22]. The current F3 increase for 

the production of /e/ in the post-test suggests that the 

participants spread their lips more following the training. Since 

the backward skin stretch in the current somatosensory 

stimulation can be associated with the production of /e/, a 

repetitive presentation of this somatosensory stimulation paired 

with the presentation of /e/ could be a key to induce the change 

in F3 following training. Since the somatosensory stimulation 

evokes the vowel /e/, this could explain why the change 

concerns, in the post-test, the production of /e/, but not of /ø/. 

     The findings are consistent with researches showing 

sensorimotor interaction in both speech perception and speech 

production [6], [7], [9]–[11].  In summary, repetitive exposure 

to specific pairs of auditory-somatosensory inputs during 

speech perceptual training may affect the speech production 

mechanisms. 
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