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Abstract We first present a unified framework to fit a variety of two-person differential decision
problems, including especially stochastic (zero-sum, non zero-sum) Nash game, Stackelberg game
with global information. Next, solvability of these problems are also discussed via three forms
respectively: an abstract quadratic functional representation, Hamiltonian system for open-loop,
and Riccati equation for closed-loop (feedback). Then, we introduce a new type Stackelberg game
with local information for which the classical best-response machinery used for global informa-
tion is no longer workable. As resolution, a repeated game approach is employed to construct the
equilibrium strategies via a backward- and forward-procedure. Moreover, connection of local in-
formation pattern to time-inconsistency is also revealed. Finally, relations among zero-sum Nash
game, zero-sum Stackelberg game with global information and local information are identified.

Keywords Nash game, Stackelberg game, Global information, Local information, Repeated
game, Backward-forward procedure.

1 Introduction

Our starting point is the well-studied two-person dynamic decisions, including such as team with
cooperation but based on asymmetric information structures, or game with non-cooperation and
competitive functionals. As for game, it can be further specified as Nash game with synchronous
decision, or leader-follower game with asynchronous decisions or moves. On the other hand, the
game can also be featured as zero-sum or non zero-sum depending on the competitiveness of
underlying functionals. All above game/team problems arise naturally in various fields such as
engineering, economy, biology and operational research, etc. Thus, they are all well-motivated
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with solid backgrounds in both theoretical and practical aspects.

Among them, one extensively-studied differential decision is the noncooperative Nash games,
where the player aims to minimize his/her own cost functional and searches the solution of non-
cooperative games known conceptually as Nash equilibrium. A set of strategies taken by the
players is a Nash equilibrium, if each player knows the equilibrium strategies of the other players
and no player intents to unilaterally change his/her own strategy. In other words, if no player
can benefit by changing his/her strategy while the other player keep his/her strategy unchanged,
then the current set of strategies constitutes a Nash equilibrium. Therefore, finding the Nash
equilibrium of a noncooperative game is not generally equivalent to a single optimization prob-
lem, but is rather a family of coupled optimization problems. Sometimes the goals of the players
could be completely opposite, for example, in a gambling of two players the gain of one player is
the loss of the other one. In this case the game is called two-person zero-sum differential games
and the Nash equilibrium becomes a saddle point.

This paper focuses on differential game in linear-quadratic (LQ) context. Recall LQ differen-
tial games with linear state equation and quadratic functional, has always been one important
branch of differential games and played an essential role in the study of general differential games.
For such kind of differential games, the open-loop and closed-loop solutions can be explicitly for-
mulated and then differently treated. The study of two-person LQ decision problem has been
extensively investigated and there accumulates vast literature around it with various setups. Here
we mention a few more relevant to current work. For stochastic LQ differential games, Mou and
Yong [16] obtained the existence of the open-loop saddle points by means of the Hilbert space
method. Sun and Yong [21] established the characterizations and relationships of open-loop and
closed-loop saddle points for stochastic LQ differential games. Sun and Yong [22] further explored
stochastic LQ two-person nonzero-sum differential games. Applying the method of Riccati equa-
tion, Yu [28] obtained the optimal feedback and control-strategy pair. Please refer to [9,10] for
other works on LQ differential games.

For nonlinear two-person zero-sum differential games, Fleming and Souganidis [8] showed
that the lower and the upper value functions satisfy the dynamic programming principle and are
the unique viscosity solutions of the associated Bellman-Isaacs equations. Then the uniqueness of
viscosity solutions together with the Isaacs condition leads to the existence of the value function
for the differential game. Please see [5,6] and the reference for more details.

Stackelberg game with global information
In aforementioned literature, the roles of two players can be reversed and assume a rather sym-
metric pattern. In fact, there does not admit hierarchy for two players when making decisions so
decisions are synchronous. Stackelberg game, also known as leader-follower game, can be traced
back to the early work by Stackelberg [19]. Actually, it is a strategic game with at least two non-
symmetric hierarchies. One hierarchy is the leader and the other one is the follower. The leader
has the priority to announce a strategy at first and then the follower seeks a strategy to mini-
mize his/her cost functional with response to the leader’s strategy. Finally the leader improves
his/her strategy to minimize his/her own cost functional with respect to the follower’s response.
The optimal strategies of the leader and the follower form a Stackelberg equilibrium. By global
information, we mean the leader will make his commitment over the whole decision horizon at
the beginning thus the follower may anticipate the action of leader with global foreknowledge.
As a result, Stackelberg game can be decomposed into two iterative optimization problems in
standpoints of follower and leader sequentially.

Stackelberg differential game has practical financial and economical backgrounds and has
been extensively studied in recent years. Başar and Olsder [1], Long [13] studied the determinis-
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tic Stackelberg game. Yong [26] studied an LQ leader-follower differential game in a more general
framework with random coefficients, control variables entering the diffusion and the weight ma-
trices in cost functionals being not necessarily positive definite. Lin, Jiang and Zhang [12] studied
the open-loop LQ Stackelberg game of the mean-field stochastic systems in finite horizon. Wang
and Zhang [24] studied the Stackelberg differential game with one leader and N followers in
discrete-time model and the model under continuous-time framework was studied in Moon and
Başar [15]. The stochastic Stackelberg differential game with time-delayed information was stud-
ied in Øksendal, Sandal and Ubøe [17]. Shi, Wang and Xiong [20] considered a leader-follower
stochastic differential game with asymmetric information. Bensoussan, Chen, Chutani and Sethi
[2] studied the feedback equilibrium of a general infinite-horizon Stackelberg-Nash differential
game where the roles of the players are mixed. Please see [7,14,18] for the related applications.

Stackelberg game with local information
In the aforementioned Stackelberg games, the leader will announce his strategy on the whole time
horizon at the initial time, we call this kind of games Stackelberg game with global information.
However in many real problems, the local information pattern, instead of the above global in-
formation pattern will be applied. For example, the product plan of a company depends on the
government’s policy while the government (acts as leader) will announce the policy quarterly in
a year. More precisely, let 0 = s0 < s1 < s2 < · · · < sN = T be a division of [0, T ], the leader
will announce his strategy on Si , [si−1, si] at si−1, i = 1, · · · , N . Note that for Stackelberg
game with local information, the main technique difficulties are that the best response approach
doesn’t work anymore. Instead, we will introduce a new repeated game approach to finite time
horizon Stackelberg game with local information and finally solve the game by backward-forward
procedure.

Repeated game approach
Let us now briefly explain the procedure of finding the equilibrium strategies for Stackelberg game
with local information. For local information pattern, we will attempt to seek local optimal
strategies, instead of global optimal strategies. At a conceptual level, the idea is that we will
seek the equilibrium strategies, or optimal strategies on every time intervals. Motivated by the
repeated game, we first study the Stackelberg game backwardly (backward induction). On SN ,
the follower will first solve a LQ problem and the leader then solves a forward backward linear
quadratic (FBLQ) problem. Next, after obtaining the optimal costs and strategies on [sN−1, sN ],
the follower and leader then solve a Stackelberg game on SN−1. By this backward induction,
the optimal costs and strategies of the leader and the follower are obtained on Si, i = 1, · · · , N .
Note that on Si, i = 2, · · · , N , the initial states x(si−1) are unknown while the optimal costs and
strategies obtained by the backward induction depend on these unknown initial states. Hence
the backward induction is not enough to fully solve Stackelberg game with local information.
However, on S1, the initial state x(s0) is fixed and the Stackelberg game will be fully solved if
the form of the cost functionals on S1 is specified(which has already been determined by the
backward induction). Therefore, applying the form of cost functional obtained by the backward
induction on every time interval, we will finally study the Stackelberg game on Si, i = 1, · · · , N
forwardly to find the equilibrium strategies of the leader and follower. More details are given in
the following sections.

To summarize the above, we see that the novelty of the formulation in this paper is the
following: (i) We give a unified framework to connect and study stochastic (zero-sum, non zero-
sum) Nash game, Stackelberg game with global- and local information. (ii) A new repeated game
approach combined with backward-forward procedure are applied to study Stackelberg game
with local information. (iii) The state feedback representations of equilibrium strategies to such
differential game are obtained via a sequence of stochastic Riccati equations. The wellposedness
of related Riccati equations for some special but nontrivial case is established.
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The rest of the paper is organized as follows. In Section 2, we establish a unified two-person
differential decision setup. In Section 3, we solve stochastic (zero-sum, non zero-sum) Nash game
and Stackelberg game with global information by the quadratic functional representation, Hamil-
tonian system representation and Riccati equation representation, respectively. We introduce the
concept of Stackelberg duration index and study Stackelberg game with local information via
repeated game approach combined with backward-forward procedure in Section 4. A special but
nontrivial case is also studied where the wellposedness of the involved stochastic Riccati equations
are obtained. We obtain the relationship among (NG0), (SG0) and (SL0) in Section 5.

2 Two-person differential decision problems

2.1 Preliminaries

Let (Ω,F ,F,P) be a complete filtered probability space on which a standard one-dimensional
Brownian motion W = {W (t), 0 ≤ t <∞} is defined, where F = {Ft}t≥0 is the natural filtration
of W (·) augmented by all the P-null sets in F . The following notations will be used throughout
the paper. Let Rn denote the n-dimensional Euclidean space with standard Euclidean norm | · |
and standard Euclidean inner product 〈·, ·〉. The transpose of a vector (or matrix) x is denoted
by x>. Tr(A) denotes the trace of a square matrix A. Let Rn×m be the Hilbert space consisting

of all (n×m)-matrices with the inner product 〈A,B〉 , Tr(AB>) and the norm ||A|| , 〈A,A〉 12 .
Denote the set of symmetric n×n matrices with real elements by Sn and n×n identity matrices
by In. If M ∈ Sn is positive (semi-)definite, we write M > (≥) 0. If there exists a constant δ > 0
such that M ≥ δI, we write M � 0.

Consider a finite decision horizon [0, T ] for a fixed T > 0. The set of H-valued continuous
functions is denoted by C([0, T ];H). If N(·) ∈ C([0, T ]; Sn) and N(t) > (≥) 0 for every t ∈ [0, T ],
we say that N(·) is positive (semi-)definite, which is denoted by N(·) > (≥) 0. For any t ∈ [0, T )
and Euclidean space H, introduce the following spaces

L2
Ft

(Ω;H) = {ξ : Ω → H|ξ is Ft-measurable, E|ξ|2 <∞},
L∞Ft

(Ω;H) = {ξ : Ω → H|ξ is Ft-measurable, esssupω∈Ω |ξ(ω)| <∞},

L2
F(t, T ;H) =

{
φ : [t, T ]×Ω → H

∣∣∣φ is F-progressively measurable, E
∫ T

0

|φ(s)|2ds <∞
}
,

L∞F (t, T ;H) = {φ : [t, T ]×Ω → H|φ is F-progressively measurable, esssups∈[t,T ]esssupω∈Ω |φ(s)| <∞},

L2
F(Ω;C([t, T ];H)) =

{
φ : [t, T ]×Ω → H

∣∣∣φ is F-adapted, continuous, E
[

sup
s∈[t,T ]

|φ(s)|2
]
<∞

}
.

If the processes are deterministic, the corresponding spaces are denoted by L2(Ω;H), L∞(Ω;H),
L2(t, T ;H) and L∞(t, T ;H), respectively.

2.2 A unified two-person decision setup

Consider the following unified setup with two-person decision problem. The state is given by
controlled linear stochastic differential equation (SDE) on a finite time horizon [t, T ]: dx(s) =

[
A(s)x(s) +B1(s)u(s) +B2(s)v(s)

]
ds+

[
C(s)x(s) +D1(s)u(s) +D2(s)v(s)

]
dW (s),

x(t) = ξ ∈ Rn,
(1)
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where A(·), B1(·), B2(·), C(·), D1(·), D2(·) are deterministic functions on [t, T ] of proper dimen-
sions. Now, define the following two-person admissible decision sets as:

U([t, T ]) ,
{
u : [t, T ]×Ω → Rm1

∣∣∣u(·) is F-progressively measurable, E
∫ T

t

|u(s)|2ds <∞
}
,

V([t, T ]) ,
{
v : [t, T ]×Ω → Rm2

∣∣∣v(·) is F-progressively measurable, E
∫ T

t

|v(s)|2ds <∞
}
.

To measure the performance of decisions u(·) and v(·), we introduce the following cost functionals:

J(t, ξ;u(·), v(·)) , E
{∫ T

t

[
〈Q1(s)x(s), x(s)〉+ 〈RJ,1(s)u(s), u(s)〉+ 〈RJ,2(s)v(s), v(s)〉

]
ds

+ 〈G1x(T ), x(T )〉
}
,

K(t, ξ;u(·), v(·)) , E
{∫ T

t

[
〈Q2(s)x(s), x(s)〉+ 〈RK,1(s)u(s), u(s)〉+ 〈RK,2(s)v(s), v(s)〉

]
ds

+ 〈G2x(T ), x(T )〉
}
.

(2)
We give the following assumptions on the coefficients:

(H1) A(·), C(·) ∈ L∞(t, T ;Rn×n), B1(·), D1(·) ∈ L∞(t, T ;Rn×m1), B2(·), D2(·) ∈ L∞(t, T ;Rn×m2).
(H2) Q1(·), Q2(·) ∈ L∞(t, T ;Sn), RJ,1(·), RK,1(·) ∈ L∞(t, T ;Sm1), RJ,2(·), RK,2(·) ∈ L∞(t, T ;Sm2),

G1, G2 ∈ Sn.

For any u(·) ∈ U([t, T ]) and v(·) ∈ V([t, T ]), it is well known that under (H1) the state
(1) admits a unique strong solution, and under (H2) the cost functionals are well-defined. To
simplify the presentations, in the following we will suppress the time variables (s) and (·). Given
state (1) and cost functionals (2), we can formulate various decision problems. The first one is
nonzero-sum stochastic differential game (NG) whose solvability is based on the following Nash
equilibrium:

(NG) :


To find (ū(·), v̄(·)) ∈ U([t, T ])× V([t, T ]), such that:

J(t, ξ; ū(·), v̄(·)) ≤ J(t, ξ;u(·), v̄(·)), K(t, ξ; ū(·), v̄(·)) ≤ K(t, ξ; ū(·), v(·)),
where (t, ξ) ∈ [0, T ]× Rn, (u(·), v(·)) ∈ U([t, T ])× V([t, T ]),

subject to J(t, ξ;u(·), v(·)) +K(t, ξ;u(·), v(·)) 6= 0.

A special case of (NG) is zero-sum stochastic differential game (NG0) for which the Nash equi-
librium becomes a saddle point (SP):

(NG0) :


To find (ū(·), v̄(·)) ∈ U([t, T ])× V([t, T ]), such that:

J(t, ξ; ū(·), v(·)) ≤ J(t, ξ; ū(·), v̄(·)) ≤ J(t, ξ;u(·), v̄(·)),
where (t, ξ) ∈ [0, T ]× Rn, (u(·), v(·)) ∈ U([t, T ])× V([t, T ]).

In above two problems, there is no hierarchy for the players, i.e., the roles of two players are
symmetric when making the decisions. For players with hierarchical decisions(e.g., Player 1 is the
follower AF and Player 2 is the leader AL), the leader AL will first announce his/her open-loop
dynamic decision on [t, T ] at the initial time t by taking account the best response of follower.
Then, two interrelated optimization problems are sequentially solved by the follower AF and
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the leader AL. More rigorously, we introduce Stackelberg game with global information (SG) as
follows:

(SG) :


To find ᾱ : V([t, T ])× Rn → U([t, T ]), v̄(·) ∈ V([t, T ]), such that:

J(t, ξ; ᾱ[v(·), ξ](·), v(·)) ≤ J(t, ξ;u(·), v(·)), (best response)

K(t, ξ; ᾱ[v̄(·), ξ](·), v̄(·)) ≤ K(t, ξ; ᾱ[v(·), ξ](·), v(·)), (iterative optimization)

where (t, ξ) ∈ [0, T ]× Rn, (u(·), v(·)) ∈ U([t, T ])× V([t, T ]).

(SG) above is denoted as global information because the leader’s strategy v(·) is announced on w-
hole decision horizon [t, T ] at time spot t. For the special case J(t, ξ;u(·), v(·))+K(t, ξ;u(·), v(·)) =
0, we denote above Stackelberg game by (SG0).

2.3 Quadratic representation of cost functionals

In order to study the solvability, it is helpful to introduce the following quadratic representations
of cost functionals first. Then the solvability can be formulated by some abstract operators in
the quadratic representations. Noting the superposition property for linear state, we can easily
check J,K satisfy the parallelogram identity J(αu1 +βu2, αv1 +βv2)+J(αu1−βu2, αv1−βv2) =
2α2J(u1, v1) + 2β2J(v1, v2) for α, β ∈ R, thus they are quadratic functional.

Proposition 1 The cost J(t, ξ;u, v) admits the following quadratic functional representation:

J(t, ξ;u, v) =
1

2

[
〈M1(u), u〉+〈M2(v), v〉+〈M3(ξ), ξ〉+2〈M12(v), u〉+2〈M13(ξ), u〉+2〈M23(ξ), v〉

]
,

(3)
with self-adjoint linear operators M1(·) : U([t, T ]) → U([t, T ]), M2(·) : V([t, T ]) → V([t, T ]),
M3(·) : Rn → Rn, and bounded linear operators M12 : V([t, T ])→ U([t, T ]), M13 : Rn → U([t, T ]),
M23 : Rn → V([t, T ]). Specifically,{

M1(u) = RJ,1u+B>1 y1 +D>1 z1, M2(v) = RJ,2v +B>2 y3 +D>2 z3, M3(ξ) = y2(t),

M12(v) = B>1 y3 +D>1 z3, M13(ξ) = B>1 y2 +D>1 z2, M23(ξ) = B>2 y2 +D>2 z2,

where (x1(u), y1(u)), (x2(ξ), y2(ξ)) and (x3(v), y3(v)) are the solutions of following FBSDEs re-
spectively, 

dx1 =
[
Ax1 +B1u

]
ds+

[
Cx1 +D1u

]
dW (s), x1(t) = 0,

dy1 =
[
−A>y1 − C>z1 −Q1x1

]
ds+ z1dW (s), y1(T ) = G1x1(T ),

(4)

 dx2 = Ax2ds+ Cx2dW (s), x2(t) = ξ,

dy2 =
[
−A>y2 − C>z2 −Q1x2

]
ds+ z2dW (s), y2(T ) = G1x2(T ),

dx3 =
[
Ax3 +B2v

]
ds+ [Cx3 +D2v]dW (s), x3(t) = 0,

dy3 =
[
−A>y3 − C>z3 −Q1x3

]
ds+ z3dW (s), y3(T ) = G1x3(T ).

(5)

The proof is similar to that of [27, Proposition 6.4.1], and we omit the details here. In parallel,
we have the following representation for K(t, ξ;u, v).
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Proposition 2 There exist bounded self-adjoint linear operators N1(·) : V([t, T ]) → V([t, T ]),
N2(·) : U([t, T ]) → U([t, T ]), N3(·) : Rn → Rn, bounded linear operators N12 : Rn → U([t, T ]),
N13 : U([t, T ])→ V([t, T ]), N23 : Rn → V([t, T ]) such that

K(t, ξ;u, v) =
1

2

[
〈N1(v), v〉+ 〈N2(u), u〉+ 〈N3(ξ), ξ〉+ 2〈N12(u), v〉+ 2〈N13(ξ), v〉+ 2〈N23(ξ), u〉

]
,

(6)
where{

N1(v) = RK,2v +B>2 Y3 +D>2 Z3, N2(u) = RK,1u+B>1 Y1 +D>1 Z1, N3(ξ) = Y2(t),

N12(u) = B>2 Y1 +D>2 Z1, N13(ξ) = B>2 Y2 +D>2 Z2, N23(ξ) = B>1 Y2 +D>1 Z2,

with (x1(u), Y1(u)), (x2(ξ), Y2(ξ)) and (x3(v), Y3(v)) being the solutions of following FBSDEs
respectively,


dx1 =

[
Ax1 +B1u

]
ds+

[
Cx1 +D1u

]
dW (s), x1(t) = 0,

dY1 =
[
−A>Y1 − C>Z1 −Q2x1

]
ds+ Z1dW (s), Y1(T ) = G2x1(T ),

 dx2 = Ax2ds+ Cx2dW (s), x2(t) = ξ,

dY2 =
[
−A>Y2 − C>Z2 −Q2x2

]
ds+ Z2dW (s), Y2(T ) = G2x2(T ),


dx3 =

[
Ax3 +B2v

]
ds+ [Cx3 +D2v]dW (s), x3(t) = 0,

dY3 =
[
−A>Y3 − C>Z3 −Q2x3

]
ds+ Z3dW (s), Y3(T ) = G2x3(T ).

(7)

In particular, for J(t, ξ;u(·), v(·)) +K(t, ξ;u(·), v(·)) = 0, we have

Q2 = −Q1, RK,1 = −RJ,1, RK,2 = −RJ,2, G2 = −G1.

Therefore,

N1 = −M2, N2 = −M1, N3 = −M3, N12 = −M∗12, N13 = −M23, N23 = −M13,

(Y1, Z1, Y2, Z2, Y3, Z3) = −(y1, z1, y2, z2, y3, z3).

3 Solvabilities of (NG), (NG0), (SG) and (SG0)

This section aims to give a unified solution to above problems (NG), (NG0), (SG) and (SG0).
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3.1 Solvabilities of (NG), (NG0)

3.1.1 Abstract operator representation

Given the quadratic representations (3) and (6), we have the following solvability results.

Proposition 3 (i) For Problem (NG), there exists a (unique) Nash equilibrium if and only if

M1(·) ≥ 0, N1(·) ≥ 0,

and there exists a (unique) (ū, v̄) ∈ U([t, T ])× V([t, T ]) such that

M1(ū) +M12(v̄) +M13(ξ) = 0, N1(v̄) +N12(ū) +N13(ξ) = 0.

(ii) For Problem (NG0), there exists a (unique) Nash equilibrium if and only if

M1(·) ≥ 0, M2(·) ≤ 0,

and there exists a (unique) (ū, v̄) ∈ U([t, T ])× V([t, T ]) such that

M1(ū) +M12(v̄) +M13(ξ) = 0, M2(v̄) +M∗12(ū) +M23(ξ) = 0,

where M∗12 : U([t, T ])→ V([t, T ]) is the adjoint operator of M12.

3.1.2 Hamiltonian system representation

The above quadratic functional representations for the solvability are very abstract. Alternatively,
it can be reduced to a forward-backward stochastic differential equation (FBSDE) representation
through a Fréchet derivative transform:

M1(ū) +M12(v̄) +M13(ξ) = RJ,1ū+B>1 y1 +D>1 z1 +B>1 y3 +D>1 z3 +B>1 y2 +D>1 z2,

N1(v̄(·)) +N13(u) +N23(ξ) = RK,2v̄ +B>2 Y3 +D>2 Z3 +B>2 Y1 +D>2 Z1 +B>2 Y2 +D>2 Z2.

Note that x = x1 + x2 + x3, if we define y , y1 + y2 + y3, z , z1 + z2 + z3, Y , Y1 + Y2 + Y3,
Z , Z1 + Z2 + Z3, we have the following result.

Proposition 4 For Problem (NG), (ū(·), v̄(·)) is an open-loop Nash equilibrium if and only if
the following conditions are satisfied:

(convexity condition:)


M1 ≥ 0⇐⇒ E

∫ T

0

〈RJ,1u+B>1 y1 +D>1 z1, u〉ds ≥ 0, ∀u ∈ U([t, T ]),

N1 ≥ 0⇐⇒ E
∫ T

0

〈RK,2v +B>2 Y3 +D>2 Z3, v〉ds ≥ 0, ∀v ∈ V([t, T ]),

(8)

(stationary condition:)

{
RJ,1(s)ū(s) +B>1 (s)ȳ(s) +D>1 (s)z̄(s) = 0, s ∈ [t, T ], P− a.s.
RK,2(s)v̄(s) +B>2 (s)Ȳ (s) +D>2 (s)Z̄(s) = 0, s ∈ [t, T ], P− a.s.

where (y1, z1), (Y3, Z3) are the solutions of (4), (7), respectively and (x̄, ȳ, z̄), (x̄, Ȳ , Z̄) satisfy
the following FBSDEs respectively,

dx̄ =
[
Ax̄+B1ū+B2v̄

]
ds+

[
Cx̄+D1ū+D2v̄

]
dW (s),

dȳ =
[
−A>ȳ − C>z̄ −Q1x̄

]
ds+ z̄dW (s),

x̄(t) = ξ, ȳ(T ) = G1x̄(T ),

(9)
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dx̄ =

[
Ax̄+B1ū+B2v̄

]
ds+

[
Cx̄+D1ū+D2v̄

]
dW (s),

dȲ =
[
−A>Ȳ − C>Z̄ −Q2x̄

]
ds+ Z̄dW (s),

x̄(t) = ξ, Ȳ (T ) = G2x̄(T ).

(10)

Moreover, in case RJ,1(·), RK,2(·) are invertible and RJ,1(·) ∈ L∞(t, T ;Sm1), RK,2(·) ∈ L∞(t, T ;Sm2),
the Nash equilibrium becomes{

ū(s) = −R−1
J,1(s)[B>1 (s)ȳ(s) +D>1 (s)z̄(s)], s ∈ [t, T ], P− a.s.

v̄(s) = −R−1
K,2(s)[B>2 (s)Ȳ (s) +D>2 (s)Z̄(s)], s ∈ [t, T ], P− a.s.

(11)

and the corresponding optimal functionals become

J(t, ξ; ū, v̄) = E
{∫ T

t

〈RJ,2R−1
K,2(B>2 Ȳ +D>2 Z̄)−B>2 ȳ −D>2 z̄, R−1

K,2(B>2 Ȳ +D>2 Z̄〉)ds+ 〈x̄(t), ȳ(t)〉
}
,

K(t, ξ; ū, v̄) = E
{∫ T

t

〈RK,1R−1
J,1(B>1 ȳ +D>1 z̄)−B>1 Ȳ −D>1 Z̄, R−1

J,1(B>1 ȳ +D>1 z̄)〉ds+ 〈x̄(t), Ȳ (t)〉
}
.

Proposition 5 For Problem (NG0), (ū(·), v̄(·)) is an open-loop Nash equilibrium if and only if
the following conditions are satisfied:

(convexity condition:)


M1 ≥ 0⇐⇒ E

∫ T

0

〈RJ,1u+B>1 y1 +D>1 z1, u〉ds ≥ 0, ∀u ∈ U([t, T ]),

M2 ≤ 0⇐⇒ E
∫ T

0

〈RJ,2v +B>2 y3 +D>2 z3, v〉ds ≤ 0, ∀v ∈ V([t, T ]),

(12)

(stationary condition:)

{
RJ,1(s)ū(s) +B>1 (s)ȳ(s) +D>1 (s)z̄(s) = 0, s ∈ [t, T ], P− a.s.
RJ,2(s)v̄(s) +B>2 (s)ȳ(s) +D>2 (s)z̄(s) = 0, s ∈ [t, T ], P− a.s.

where (y1, z1) is the solution of (4), (y3, z3) is the solution of (5), and (x̄, ȳ, z̄) is the solution
of (9). Moreover, in case RJ,1(·), RJ,2(·) are invertible and RJ,1(·) ∈ L∞(t, T ;Sm1), RJ,2(·) ∈
L∞(t, T ;Sm2), the Nash equilibrium becomes{

ū(s) = −R−1
J,1(s)[B>1 (s)ȳ(s) +D>1 (s)z̄(s)], s ∈ [t, T ], P− a.s.

v̄(s) = −R−1
J,2(s)[B>2 (s)ȳ(s) +D>2 (s)z̄(s)], s ∈ [t, T ], P− a.s.

(13)

and the corresponding optimal functionals become

J(t, ξ; ū, v̄) = E〈x̄(t), ȳ(t)〉 = −K(t, ξ; ū, v̄).

3.1.3 Riccati equation representation

The Nash equilibriums in (11) and (13) are of open-loop forms. In this subsection, we will
introduce Riccati equation to give closed-loop representations. To do this, plugging (11) into (9)
and (10), we have the Hamiltonian system

dx̄ =
[
Ax̄− B̂1ȳ − D̂>1 z̄ − B̂2Ȳ − D̂2Z̄

]
ds+

[
Cx̄− D̂1ȳ − F̂2z̄ − D̂>2 Ȳ − D̂3Z̄

]
dW (s),

dȳ =
[
−A>ȳ − C>z̄ −Q1x̄

]
ds+ z̄dW (s),

dȲ =
[
−A>Ȳ − C>Z̄ −Q2x̄

]
ds+ Z̄dW (s),

x̄(t) = ξ, ȳ(T ) = G1x̄(T ), Ȳ (T ) = G2x̄(T ),

(14)
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where
B̂1 = B1R

−1
J,1B

>
1 , B̂2 = B2R

−1
K,2B

>
2 , D̂1 = D1R

−1
J,1B

>
1 , D̂2 = B2R

−1
K,2D

>
2 ,

D̂3 = D2R
−1
K,2D

>
2 , F̂2 = D1R

−1
J,1D

>
1 .

(15)

(14) can be written as
dx̄ =

[
Ax̄+ B1Y + B2Z

]
ds+

[
Cx̄+ D1Y + D2Z

]
dW (s),

dY =
[
−A>Y −C>Z−QInx

]
ds+ ZdW (s),

x̄(t) = ξ, Y(T ) = GInx(T ),

(16)

where

Y =

(
ȳ
Ȳ

)
,Z =

(
z̄
Z̄

)
,B1 =

(
−B̂1 −B̂2

)
,B2 =

(
−D̂>1 −D̂2

)
,D1 =

(
−D̂1 −D̂>2

)
,

D2 =
(
−F̂2 −D̂3

)
,A =

(
A 0
0 A

)
,C =

(
C 0
0 C

)
,Q =

(
Q1 0
0 Q2

)
, In =

(
In
In

)
,G =

(
G1 0
0 G2

)
.

Let Y = Πx̄ with Π =

(
Π1

Π2

)
, we have

Z = (I2n −ΠD2)−1(ΠC +ΠD1Π)x̄,

and 
Π̇ +ΠA+ A>Π +ΠB1Π + QIn +ΠB2(I2n −ΠD2)−1(ΠC +ΠD1Π)

+ C>(I2n −ΠD2)−1(ΠC +ΠD1Π) = 0,

Π(T ) = GIn.

(17)

Therefore, the Nash equilibrium (11) has the following representation:{
ū(s) = −R−1

J,1(s)
(
B>1 (s) 0

)
Π(s)x(s)−R−1

J,1(s)
(
D>1 (s) 0

)
(I2n −ΠD2)−1(ΠC +ΠD1Π)x̄ := θ1x̄,

v̄(s) = −R−1
K,2(s)

(
0 B>2 (s)

)
Π(s)x(s)−R−1

J,1(s)
(
0 D>2 (s)

)
(I2n −ΠD2)−1(ΠC +ΠD1Π)x̄ := θ2x̄.

(18)
By Y = Πx̄ and Z = (In −ΠD2)−1(ΠC +ΠD1Π)x̄, we have

dx̄ = ax̄ds+ bx̄dW, x̄(t) = ξ,

where

a = A+B1Π+B2(I2n−ΠD2)−1(ΠC+ΠD1Π),b = C+D1Π+D2(I2n−ΠD2)−1(ΠC+ΠD1Π).

Plugging (18) into (2), we have

J(t, ξ; ū, v̄) = E
{∫ T

t

〈q1(s)x̄(s), x̄(s)〉ds+ 〈G1x̄(T ), x̄(T )〉
}
,

where
q1 = Q1 + θ>1 RJ,1θ1 + θ>2 RJ,2θ2.

Introduce the following Riccati equation,

˙̂p1 + p̂1a1 + a>1 p̂1 + b>1 p̂1b1 + q1 = 0, p̂1(T ) = G1, (19)
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we have the optimal functional for player 1 as follows:

J(t, ξ; ū, v̄) = E〈p̂1(t)ξ, ξ〉.

Similarly, the optimal functional for player 2 is

K(t, ξ; ū, v̄) = E〈p̃1(t)ξ, ξ〉,

where p̃1 is the solution of the following Riccati equation

˙̃p1 + p̃1a1 + a>1 p̃1 + b>1 p̃1b1 + q2 = 0, p̃1(T ) = G2, (20)

with

q2 = Q2 + θ>1 RK,1θ1 + θ>2 RK,2θ2.

Proposition 6 For (NG), suppose that equations (17), (19) and (20) admit solutions such that
In −ΠD2 is invertible, then the Nash equilibrium (11) has the following representation:{

ū(s) = −R−1
J,1

(
B>1 0

)
Πx̄−R−1

J,1

(
D>1 0

)
(In −ΠD2)−1(ΠC +ΠD1Π)x̄,

v̄(s) = −RK,2(s)−1
(

0 B>2
)
Πx̄−R−1

J,1

(
0 D>2

)
(In −ΠD2)−1(ΠC +ΠD1Π)x̄.

Furthermore, the optimal costs take the following form:

J(t, ξ; ū, v̄) = E〈p̂1(t)ξ, ξ〉, K(t, ξ; ū, v̄) = E〈p̃1(t)ξ, ξ〉,

where p̂ and p̃ are the solutions of (19) and (20) respectively.

For (NG0), (14) reduces to
dx̄ =

[
Ax̄− B̂1ȳ − D̂>1 z̄ + B̂2ȳ + D̂2z̄

]
ds+

[
Cx̄− D̂1ȳ − F̂2z̄ + D̂>2 ȳ + D̂3z̄

]
dW (s),

dȳ =
[
−A>ȳ − C>z̄ −Q1x̄

]
ds+ z̄dW (s),

x̄(t) = ξ, ȳ(T ) = G1x̄(T ).

(21)

Let ȳ = Π1x̄, we have

z̄ = (I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1)x̄,

and
Π̇1 +Π1A+A>Π1 −Π1(B̂1 − B̂2)Π1 −Π1(D̂>1 − D̂2)(I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1)

+ C>(I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1) +Q1 = 0,

Π1(T ) = G1.
(22)

Note that if Π1 is symmetric, we have

Π1((I +Π1(F̂2 − D̂3))−1)> = Π1(I + (F̂2 − D̂3)Π1)−1 = (I +Π1(F̂2 − D̂3))−1Π1.

Then the Nash equilibrium (11) has the following representation:{
ū(s) = −R−1

J,1(B>1 Π1 +D>1 (I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1))x̄ := θ̂1x̄,

v̄(s) = −R−1
J,2(B>2 Π1 +D>2 (I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1))x̄ := θ̂2x̄.

(23)
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Therefore,

J(t, ξ; ū, v̄) = E
{∫ T

t

〈q1(s)x̄(s), x̄(s)〉ds+ 〈G1x̄(T ), x̄(T )〉
}
,

where

dx̄ = a2x̄ds+ b2x̄dW, x̄(t) = ξ,

a2 =A− (B̂1 − B̂2)Π1 − (D̂>1 − D̂2)(I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1), (24)

b2 =C − (D̂1 − D̂>2 )Π1 − (F̂2 − D̂3)(I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1),

q1 = Q1 + θ̂>1 RJ,1θ̂1 + θ̂>2 RJ,2θ̂2. (25)

Introduce the following Riccati equation,

˙̂p2 + p̂2a2 + a>2 p̂2 + b>2 p̂2b2 + q1 = 0, p̂2(T ) = G1, (26)

the optimal functionals become

J(t, ξ; ū, v̄) = E〈p̂2(t)ξ, ξ〉 = −K(t, ξ; ū, v̄).

Proposition 7 For (NG0), suppose that equations (22) and (26) admit solutions such that

I +Π1(F̂2 − D̂3) is invertible, then the Nash equilibrium has the following representation:{
ū(s) = −R−1

J,1(B>1 Π1 +D>1 (I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1))x̄,

v̄(s) = −R−1
J,2(B>2 Π1 +D>2 (I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1))x̄.

(27)

Furthermore, the optimal costs become

J(t, ξ; ū, v̄) = E〈p̂2(t)ξ, ξ〉 = −K(t, ξ; ū, v̄),

where p̂2 is the solution of (26).

Next, by (27), (24) and (25), we can rewrite (26) as follows

˙̂p2 + p̂2A− p̂2(B̂1 − B̂2)Π1 − p̂2(D̂>1 − D̂2)(I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1)

+A>p̂2 −Π1(B̂1 − B̂2)p̂2 − (Π1C −Π1(D̂1 − D̂>2 )Π1)>(I + (F̂2 − D̂3)Π1)−1(D̂1 − D̂>2 )p̂2

+ (C − (D̂1 − D̂>2 )Π1 − (F̂2 − D̂3)(I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1))>p̂2

(C − (D̂1 − D̂>2 )Π1 − (F̂2 − D̂3)(I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1)) +Q1

+ (Π1B1 + (Π1C −Π1(D̂1 − D̂>2 )Π1)>(I + (F̂2 − D̂3)Π1)−1D1)R−1
J,1

(B>1 Π1 +D>1 (I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1))

+ (Π1B2 + (Π1C −Π1(D̂1 − D̂>2 )Π1)>(I + (F̂2 − D̂3)Π1)−1D1)R−1
J,2

(B>2 Π1 +D>2 (I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1)) = 0,

p̂2(T ) = G1,
(28)
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Note that

C>(I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1)

=−Π1(B̂1 − B̂2)Π1 − (Π1C −Π1(D̂1 − D̂>2 )Π1)>(I + (F̂2 − D̂3)Π1)−1(D̂1 − D̂>2 )Π1

+ (C − (D̂1 − D̂>2 )Π1 − (F̂2 − D̂3)(I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1))>Π1

(C − (D̂1 − D̂>2 )Π1 − (F̂2 − D̂3)(I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1))

+ (Π1B1 + (Π1C −Π1(D̂1 − D̂>2 )Π1)>(I + (F̂2 − D̂3)Π1)−1D1)R−1
J,1

(B>1 Π1 +D>1 (I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1))

+ (Π1B2 + (Π1C −Π1(D̂1 − D̂>2 )Π1)>(I + (F̂2 − D̂3)Π1)−1D1)R−1
J,2

(B>2 Π1 +D>2 (I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1)),

Let Φ = Π1 − p̂2, by (22) and (28), we have

Φ̇+ ΦA+A>Φ− Φ(B̂1 − B̂2)Π1 − Φ(D̂>1 − D̂2)(I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1)

−Π1(B̂1 − B̂2)Φ− (Π1C −Π1(D̂1 − D̂>2 )Π1)>(I + (F̂2 − D̂3)Π1)−1(D̂1 − D̂>2 )Φ

+ (C − (D̂1 − D̂>2 )Π1 − (F̂2 − D̂3)(I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1))>Φ

(C − (D̂1 − D̂>2 )Π1 − (F̂2 − D̂3)(I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1)) = 0,

Φ(T ) = 0,

Therefore, Φ(·) = 0, i.e.,
Π1(·) = p̂2(·), (29)

that is, for (NG0), the Riccati equation Π1 (representing the optimal strategies) and Riccati
equation p̂2 (representing the optimal functionals) are the same.

3.1.4 Time-consistency of NG0, NG

Definition 1 An Nash equilibrium (ū(·), v̄(·)) ∈ U([t, T ])×V([t, T ]) is called time-consistent, if{
ū(·; t, ξ)

∣∣
[s,T ]

= ū(·; s′, x̄(s′; t, ξ))
∣∣
[s,T ]

, t ≤ s′ ≤ s ≤ T,

v̄(·; t, ξ)
∣∣
[s,T ]

= v̄(·; s′, x̄(s′; t, ξ))
∣∣
[s,T ]

, t ≤ s′ ≤ s ≤ T,

or 
inf

u(·)∈U([s,T ])
J(s, x̄(s; t, ξ);u(·), v̄(·)

∣∣
[s,T ]

) = J(s, x̄(s; t, ξ); ū(·)
∣∣
[s,T ]

, v̄(·)
∣∣
[s,T ]

), t < s < T,

inf
v(·)∈U([s,T ])

K(s, x̄(s; t, ξ); ū(·)
∣∣
[s,T ]

, v(·)) = K(s, x̄(s; t, ξ); ū(·)
∣∣
[s,T ]

, v̄(·)
∣∣
[s,T ]

), t < s < T,

where x̄(·) is the solution of following Hamiltonian system on [t, T ],

dx̄ =
[
Ax̄− B̂1ȳ − D̂>1 z̄ − B̂2Ȳ − D̂2Z̄

]
ds+

[
Cx̄− D̂1ȳ − F̂2z̄ − D̂>2 Ȳ − D̂3Z̄

]
dW (s),

dȳ =
[
−A>ȳ − C>z̄ −Q1x̄

]
ds+ z̄dW (s),

dȲ =
[
−A>Ȳ − C>Z̄ −Q2x̄

]
ds+ Z̄dW (s),

x̄(t) = ξ, ȳ(T ) = G1x̄(T ), Ȳ (T ) = G2x̄(T ).

(30)



14 Xinwei Feng et al.

Note that the time-consistency is related to FBSDE (30), thus in the following we give a
definition of time-consistency for FBSDE.

Definition 2 Let x̄(s′; t, ξ, T,G1, G2) be the solution of (30) at s′ ∈ [t, T ]. For (s′, x̄(s′; t, ξ, T,G1, G2)) ∈
(t, T )×L2

Fs′
(Ω;Rn), consider FBSDE (30) on [s′, T ] with initial state x̄(s′) = x̄(s′; t, ξ, T,G1, G2).

Then FBSDE (30) is called time-consistent, if

ψ(s; t, ξ, T,G1, G2) = ψ(s; s′, x̄(s′; t, ξ, T,G1, G2)), t ≤ s′ ≤ s ≤ T,

for ψ = x̄, ȳ, z̄, Ȳ , Z̄.

From the uniqueness of FBSDE, we have

ψ(s; t, ξ, T,G1, G2) = ψ(s; s′, x̄(s′; t, ξ, T,G1, G2)), t ≤ s′ ≤ s ≤ T,

where ψ = x̄, ȳ, z̄, Ȳ , Z̄, that is FBSDE (30) is time-consistent if it is uniquely solvable.

Furthermore, for Hamiltonian system and Nash equilibrium, we may introduce the following
operators. For any (t, x) ∈ (0, T )× L2

Ft
(Ω;Rn), define T·(t, x) := (x̄(·), ȳ(·), z̄(·), Ȳ (·), Z̄(·))|[t,T ]

for the Hamiltonian system (30) defined on [t, T ] with initials (t, ξ). Then, we have the following
semi-group property for the family of operators {T (t, x)}.

Proposition 8 If FBSDE (30) admits a unique solution, then the family of operators satisfies

Ts(t, x) = Ts(s
′,Ts′(t, x)), 0 < t < s′ < s < T, x ∈ L2

Ft
(Ω;Rn).

3.2 Solvabilities of (SG) and (SG0)

0 T

2©

1©

3©

FIG. 1. A “6” scheme. The paradigm of a classical leader-follower game can be sketched by
a visualized “6” scheme with three consecutive arrows: by dashed arrow 1, leader AL pre-commit
his decision on forward horizon as spanning by the arrow length; by consecutive dashed arrow 2,
we mean follower AF will compute the best response based on arrow 1. These two dashed arrows
formalize a closed cycle while “dash” feature emphasizes related decisions are rather generic from
admissible sets, and not the optimal ones to be really implemented. Last, keep above decision
cycle in mind, AL update his cost functional to be iterative and implement the optimal decision
accordingly. Thus, a solid arrow 3 is depicted. All three consecutive arrows together are similar
to a handwritten number “6” in shape so we may call it a “6” scheme. Noting it essentially
depends on commitment information set by arrow 1.
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3.2.1 Abstract operator representation

First, by the representations (3) and (6), we establish the solvability of (SG) by the operator
representation. In principle, its solvability is divided into two steps: best response and iterative
approach.

Proposition 9 Under (H1)-(H2), for Problem (SG), suppose that M1 � 0 and M2 ≥ 0, then
the Stackelberg equilibrium satisfies

ū(v(·))(·) = M−1
1 (−M12(v)−M13(ξ)),

0 = [N1 +M∗12(M−1
1 )∗N2M

−1
1 M12 − 2N12M

−1
1 M12]v̄(·)

− [M∗12(M−1
1 )∗N2M

−1
1 M13 −N12M

−1
1 M13 −M∗12(M−1

1 )∗N13 +N13](ξ).

(31)

Proof For fixed v(·) ∈ V([t, T ]), the cost functional of AF takes the following representation:

J(t, ξ, v(·);u(·)) =
1

2

{
〈M1(u), u〉+2〈M12(v)+M13(ξ), u〉+

[
〈M2(v), v〉+〈M3(ξ), ξ〉+2〈M23(ξ), v〉

]}
.

Note that here (ξ, v(·)) ∈ Rn × V([t, T ]) are both fixed. If M1 � 0, then M−1
1 is well-defined

and bounded. Therefore, the optimal strategy of AF denoted by ū(·) can be viewed as a best
response for fixed v(·) and is given by

ū(v(·))(·) = M−1
1 (−M12(v)−M13(ξ)). (32)

Given ū(·) of AF , AL is now facing the following iterative cost functional:

K(v(·), ū(v(·))(·); ξ)

=
1

2

[
〈N1(v), v〉+ 〈N2(M−1

1 (−M12(v)−M13(ξ))),M−1
1 (−M12(v)−M13(ξ))〉+ 〈N3(ξ), ξ〉

+ 2〈N12(M−1
1 (−M12(v)−M13(ξ))), v〉+ 2〈N13(ξ),M−1

1 (−M12(v)−M13(ξ))〉+ 2〈N23(ξ), v〉
]

=
1

2

[
〈N1(v) +M∗12(M−1

1 )∗N2M
−1
1 M12(v)− 2N12M

−1
1 M12(v), v〉

+ 2〈M∗12(M−1
1 )∗N2M

−1
1 M13(ξ)−N12M

−1
1 M13(ξ)−M∗12(M−1

1 )∗N13(ξ) +N13(ξ), v〉
+ 〈N3(ξ) +M∗13(M−1

1 )∗N2M
−1
1 M13(ξ)− 2M∗13M

−1
1 N13(ξ), ξ〉,

where for given operator M, M∗ is the adjoint operator of M. Therefore, the optimal strategy
of AL satisfies

0 =[N1 +M∗12(M−1
1 )∗N2M

−1
1 M12 − 2N12M

−1
1 M12]−1v̄(·)

− [M∗12(M−1
1 )∗N2M

−1
1 M13 −N12M

−1
1 M13 −M∗12(M−1

1 )∗N13 +N13](ξ).
(33)

3.2.2 Hamiltonian system representation

Note that the representation (31) is quite abstract. Therefore, similar to Section 3.1.2, we can
establish a FBSDE representation of Stackelberg equilibrium (v̄(·), ū(·)) as follows:

Proposition 10 Under (H1)-(H2), assume M1 � 0 and M2 ≥ 0. Moreover, suppose RJ,1(·), RK,2(·)
are invertible and RJ,1(·) ∈ L∞(t, T ;Sm1), RK,2(·) ∈ L∞(t, T ;Sm2), for Problem (SG), the S-
tackelberg equilibrium (31) can be formulated as

ū = −R−1
J,1(B>1 ȳ +D>1 z̄), v̄ = −R−1

K,2(B>2 φ̄+D>2 θ̄), (34)
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where

dx̄ =
[
Ax̄− B̂1ȳ − F̂1z̄ − B̂2φ̄− D̂2θ̄

]
ds+

[
Cx̄− D̂1ȳ − F̂2z̄ − D̂>2 φ̄− D̂3θ̄

]
dW (s),

dȳ =
[
−A>ȳ − C>z̄ −Q1x̄

]
ds+ z̄dW (s),

dφ̄ =
[
−A>φ̄− C>θ̄ −Q1ϕ̄−Q2x̄

]
dt+ θ̄dW (s),

dϕ̄ =
[
Aϕ̄− B̂1φ̄− D̂>1 θ̄ + Ĥ1ȳ + Ĥ2z̄

]
dt+

[
Cϕ̄− F̂>1 φ̄− F̂2θ̄ + Ĥ3z̄ + Ĥ>2 ȳ

]
dW (s),

x̄(t) = ξ, ȳ(T ) = G1x̄(T ), φ̄(T ) = G2x̄(T ) +G1ϕ̄(T ), ϕ̄(t) = 0,

(35)

with

F̂1 = B1R
−1
J,1D

>
1 , Ĥ1 = B1R

−1
J,1RK,1R

−1
J,1B

>
1 , Ĥ2 = B1R

−1
J,1RK,1R

−1
J,1D

>
1 , Ĥ3 = D1R

−1
J,1RK,1R

−1
J,1D

>
1 .

(36)
Moreover, the optimal cost functionals of AF and AL become

J(t, ξ; ū, v̄) = E
{∫ T

t

〈RJ,2R−1
K,2(B>2 φ̄+D>2 θ̄)−B>2 ȳ −D>2 z̄, R−1

K,2(B>2 φ̄+D>2 θ̄〉)ds+ 〈x̄(t), ȳ(t)〉
}
,

K(t, ξ; ū, v̄) = E〈x̄(t), φ̄(t)〉.

For the special case (SG0), i.e., J(t, ξ;u(·), v(·)) +K(t, ξ;u(·), v(·)) = 0, we have{
B̂1 = B1R

−1
J,1B

>
1 , B̂2 = −B2R

−1
J,2B

>
2 , D̂1 = D1R

−1
J,1B

>
1 , D̂2 = −B2R

−1
J,2D

>
2 ,

D̂3 = −D2R
−1
J,2D

>
2 , F̂1 = D̂>1 , F̂2 = D1R

−1
J,1D

>
1 , Ĥ1 = −B̂1, Ĥ2 = −F̂1, Ĥ3 = −F̂2.

(37)

Therefore, (35) becomes

dx̄ =
[
Ax̄− B̂1ȳ − F̂1z̄ − B̂2φ̄− D̂2θ̄

]
ds+ [Cx̄− D̂1ȳ − F̂2z̄ − D̂>2 φ̄− D̂3θ̄]dW (s),

dȳ =
[
−A>ȳ − C>z̄ −Q1x̄

]
ds+ z̄dW (s),

dφ̄ = [−A>φ̄− C>θ̄ −Q1ϕ̄+Q1x̄]ds+ θ̄dW (s),

dϕ̄ = [Aϕ̄− B̂1(ȳ + φ̄)− F̂1(z̄ + θ̄)]ds+ [Cϕ̄− D̂1(ȳ + φ̄)− F̂2(z̄ + θ̄)]dW (s),

x̄(t) = ξ, ȳ(T ) = G1x̄(T ), φ̄(T ) = −G1x̄(T ) +G1ϕ̄(T ), ϕ̄(t) = 0.

(38)

Moreover, we have d(ȳ + φ̄) =
[
−A>(ȳ + φ̄)− C>(z̄ + θ̄)−Q1ϕ̄

]
ds+ (z̄ + θ̄)dW (s),

ȳ(T ) + φ̄(T ) = G1ϕ̄(T ).

Note that the states of ȳ + φ̄ and ϕ̄ are linear homogeneous and ϕ̄(t) = 0, by the standard
estimations of SDE and BSDE, we have

ϕ̄(s) = ȳ(s) + φ̄(s) = z̄(s) + θ̄(s) = 0, s ∈ [t, T ].

Hence we have the following result.
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Proposition 11 Under (H1)-(H2), assume M1 � 0 and M2 ≥ 0. Moreover, suppose RJ,1(·), RJ,2(·)
are invertible and RJ,1(·) ∈ L∞(t, T ;Sm1), RJ,2(·) ∈ L∞(t, T ;Sm2), for Problem (SG0), the S-
tackelberg equilibrium (31) can be formulated as

ū = −R−1
J,1(B>1 ȳ +D>1 z̄), v̄ = −R−1

J,2(B>2 ȳ +D>2 z̄), (39)

where
dx̄ =

[
Ax̄− (B̂1 − B̂2)ȳ − (F̂1 − D̂2)z̄

]
ds+

[
Cx̄− (D̂1 − D̂>2 )ȳ − (F̂2 − D̂3)z̄

]
dW (s),

dȳ =
[
−A>ȳ − C>z̄ −Q1x̄

]
ds+ z̄dW (s),

x̄(t) = ξ, ȳ(T ) = G1x̄(T ).

(40)

Moreover, the optimal cost functionals of AF and AL become

J(t, ξ; ū, v̄) = E〈x̄(t), ȳ(t)〉 = −K(t, ξ; ū, v̄).

3.2.3 Riccati equation representation

The above open-loop Stackelberg equilibrium (39) is not satisfying, thus we will establish the
Riccati equation representation in this section. Recall that [26] derived stochastic Riccati equa-
tions for the follower and the leader sequentially while the state feedback representation of the
Stackelberg solution is obtained simultaneously for the leader and the follower in [4]. Since we
take the follower’s Hamiltonian system as the leader’s controlled state equation, hence similar to
[4], the Riccati equations for the follower and the leader are derived simultaneously. First, set



X =

(
x̄
ϕ̄

)
, Y =

(
φ̄
ȳ

)
, Z =

(
θ̄
z̄

)
, ζ =

(
ξ
0

)
,

A =

(
A 0
0 A

)
, B =

(
−B̂2 −B̂1

−B̂1 Ĥ>1

)
,D =

(
−D̂2 −F̂1

−D̂>1 Ĥ2

)
, C =

(
C 0
0 C

)
,

F =

(
−D̂>2 −D̂1

−F̂>1 Ĥ>2

)
, H =

(
−D̂3 −F̂2

−F̂2 Ĥ3

)
, Q =

(
Q2 Q1

Q1 0

)
, G =

(
G2 G1

G1 0

)
.

(41)

Therefore, (35) takes the following form:
dX =

[
AX + BY +DZ

]
ds+

[
CX + FY +HZ

]
dW,

dY =−
[
QX +A>Y + C>Z

]
ds+ ZdW,

X (t) =ζ, Y(T ) = GX (T ).

(42)

Introduce the following Riccati equation
Ṗ +Q+A>P + PA+ PBP + C>(I − PH)−1PC + C>(I − PH)−1PFP
+ PD(I − PH)−1PC + PD(I − PH)−1PFP = 0,

P (T ) = G,
det[I − PH] 6= 0,

(43)

we have
Y = PX , Z = (I − PH)−1

[
PC + PFP

]
X . (44)
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Therefore, the Stackelberg equilibrium takes the following “closed-loop” representation:(
ū
v̄

)
= −

[(R−1
J,1B

>
1 0

0 R−1
K,2B

>
2

)
P +

(
R−1
J,1B

>
1 0

0 R−1
K,2B

>
2

)
(I − PH)−1(PC + PFP )

]
X , ΛX .

Let R1(s) =

(
RJ,1(s) 0

0 RJ,2(s)

)
, then

J(t, ξ; ū, v̄) = E
{∫ T

t

〈Q1(s)X (s),X (s)〉ds+ 〈G1X (T ),X (T )〉
}
,

where

Q1 =

(
Q1 0
0 0

)
+ Λ>R1Λ, G1 =

(
G1 0
0 0

)
.

Plugging (44) into (42), we have

dX = AXdt+ BXdW, X (t) = ζ,

where,

A = A+ BP +D(I − PH)−1
[
PC + PFP

]
, B = C + FP +H(I − PH)−1

[
PC + PFP

]
.

Finally, introduce the following Riccati equation,

˙̂
P + P̂A + A>P̂ + B>P̂B +Q1 = 0, P̂ (T ) = G1, (45)

we have the optimal functional for AF as follows:

J(t, ξ; ū, v̄) = E〈P̂1(t)ξ, ξ〉,

where P̂ =

(
P̂1 P̂2

P̂3 P̂4

)
. Similarly, the optimal functional for AL is as follows:

K(t, ξ; ū, v̄) = E〈P̃1(t)ξ, ξ〉,

where P̃ =

(
P̃1 P̃2

P̃3 P̃4

)
is the solution of the following Riccati equation

˙̃
P + P̃A + A>P̃ + B>P̃B +Q2 = 0, P̃ (T ) = G2, (46)

with

Q2 =

(
Q2 0
0 0

)
+ Λ>R2Λ, R2 =

(
RK,1 0

0 RK,2

)
, G2 =

(
G2 0
0 0

)
.

Proposition 12 Suppose that equations (43), (45) and (46) admit solutions such that I − PH
is invertible, then the Stackelberg equilibrium (39) of (SG) has the following representation:(

ū
v̄

)
= −

[(R−1
J,1B

>
1 0

0 R−1
K,2B

>
2

)
P +

(
R−1
J,1B

>
1 0

0 R−1
K,2B

>
2

)
(I − PH)−1(PC + PFP )

]
X .

Furthermore, the optimal costs take the following form:

J(t, ξ; ū, v̄) = E〈P̂1(t)ξ, ξ〉, K(t, ξ; ū, v̄) = E〈P̃1(t)ξ, ξ〉,

where P̂ and P̃ are the solutions of (45) and (46) respectively.
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For (SG0), since ϕ̄(s) = ȳ(s) + φ̄(s) = z̄(s) + θ̄(s) = 0, Hamiltonian system (40) is the same
as that of (NG0), i.e., (21). Therefore, we have the following result.

Proposition 13 For (SG0), suppose that equations (22) and (26) admit solutions such that

I +Π1(F̂2 − D̂3) is invertible, then the Stackelberg equilibrium has the following representation:

{
ū(s) = −R−1

J,1(B>1 Π1 +D>1 (I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1))x̄,

v̄(s) = −R−1
J,2(B>2 Π1 +D>2 (I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1))x̄.

Furthermore, the optimal costs become

J(t, ξ; ū, v̄) = E〈p̂(1)
2 (t)ξ, ξ〉 = −K(t, ξ; ū, v̄),

where p̂2 is the solution of (26).

3.2.4 Time-inconsistency of SG, SG0

For any (t, ξ) ∈ (0, T )× L2
Ft

(Ω;Rn), consider the following Hamiltonian system on [t, T ],



dx̄ =
[
Ax̄− B̂1ȳ − F̂1z̄ − B̂2φ̄− D̂2θ̄

]
ds+

[
Cx̄− D̂1ȳ − F̂2z̄ − D̂>2 φ̄− D̂3θ̄

]
dW (s),

dȳ =
[
−A>ȳ − C>z̄ −Q1x̄

]
ds+ z̄dW (s),

dφ̄ =
[
−A>φ̄− C>θ̄ −Q1ϕ̄+Q1x̄

]
ds+ θ̄dW (s),

dϕ̄ =
[
Aϕ̄− B̂1(ȳ + φ̄)− F̂1(z̄ + θ̄)

]
ds+

[
Cϕ̄− D̂1(ȳ + φ̄)− F̂2(z̄ + θ̄)

]
dW (s),

x̄(t) = ξ, ȳ(T ) = G1x̄(T ), φ̄(T ) = −G1x̄(T ) +G1ϕ̄(T ), ϕ̄(t) = 0.

(47)

Let x̄(s′; t, ξ, 0, T,G1, G2) denote the solution of (30) at s′ ∈ [t, T ]. For (s′, x̄(s′; t, ξ, 0, T,G1, G2)) ∈
(t, T )×L2

Fs′
(Ω;Rn), consider Hamiltonian system (47) on [s′, T ] with x̄(s′) = x̄(s′; t, ξ, 0, T,G1, G2),

ϕ̄(s′) = 0, In general, since ϕ̄(s′) = 0 and ϕ̄(s′; t, ξ, 0, T,G1, G2) 6= 0, we have

x̄(s; t, ξ, 0, T,G1, G2) 6= x̄(s; s′, x̄(s′; t, ξ, 0, T,G1, G2)), t ≤ s′ ≤ s ≤ T.

Therefore, following Definition 2, we get that FBSDE (47) is time-inconsistent. Or in other words,
open-loop Stackelberg equilibrium of (SG) is time-inconsistent.

For (SG), we may also introduce the following operators. For any (t, ξ) ∈ (0, T )×L2
Ft

(Ω;Rn),

define T·(t, ξ) := (x̄(·), ȳ(·), z̄(·), φ̄(·), θ̄(·), ϕ̄(·))|[t,T ] for the Hamiltonian system (35) defined on
[t, T ] with initials (t, ξ). Note that ϕ̄(t) = 0, that is, Hamiltonian system operator for ϕ at initial
time is always 0. Therefore, in general it does not satisfy the semigroup property

Ts(t, x) = Ts(s′,Ts′(t, x)), 0 < t < s′ < s < T, x ∈ L2
Ft

(Ω;Rn). (48)

Furthermore, for (SG0), since ϕ̄(s) ≡ 0, hence the semigroup property (48) hold. That is, (SG0)
is still time consistent.
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4 Stackelberg game with local information

4.1 Stackelberg game with local information

First, Stackelberg game with global information can be represented by the following figure.

0 T

FIG. 2. Global information: the whole decision horizon [0, T ] is covered by a single arrow
(aka arrow 1© depicted in Fig. 1). It means that leader will announce, at initial time, his decision
commitment on whole horizon in global manner. As such, the “6” scheme can be readily applied
to current classical case.

In many real problems, at the initial time the leader may not announce his strategy on the
whole time interval. Hence we introduce Stackelberg game with local information as follows.

s1 s1 = s2 s2 = s3 sN−1 = sN sN

· · · · · ·

FIG. 3. Local information: the whole horizon is still covered but jointly by a variety of disjoint
arrows, instead single one. These arrows are of distinct left-starting and right-ending points. A
sequence of non-overlap sub-intervals thereby arise and leader releases his commitment merely
within each sub-interval locally. Therefore, at any time, follower can only access forthcoming
decision of leader in pertinent sub-interval lacking global information. Thus, unlike arrow 2© in
Fig. 1, follower cannot decide his best response only upon such local prior knowledge. As such,
classical “6” scheme fails to work.

Finally, we will introduce mixed information pattern which includes global- and local-information.

Definition 3 A Stackelberg duration partition index on [0, T ] is defined to be S , {Si}Ni=1,
where for i = 1, · · · , N , Si , [si, s̄i) with 0 = t1 ≤ t̄1 = s1 ≤ s̄1 = t2 ≤ t̄2 = s2 ≤ s̄2 ≤ · · · ≤
tN ≤ t̄N = sN ≤ s̄N = T , Ti , [ti, t̄i] and

⋃N
i=1 Si = [0, T ] \

⋃N
i=1 Ti. N is called Stackelberg

announce frequency. On each Si, the leader will announce his committed strategy v(·)|Si at the
moment si. A Stackelberg duration partition index on [t, T ] can be defined similarly.

· · · · · ·
t1 t1 t2 t2 tN tN

s1 s1 s2 s2 sN sN

T

FIG. 4. Mixed information: there exist multiple arrows along which leader pre-commits his
forthcoming decisions. However, their union only covers a subset of whole horizon [0, T ] and no
commitment made on remaining part. In fact, on dashed sub-intervals, both leader and follower
have no prior knowledge in either commitment or best response, so they must play a Nash type
strategy within these sub-intervals. As a result, some (Stackelberg and Nash) mixed decision is
induced on whole horizon in coupling.

In case N = 1, s1 = 0 and s̄1 = T , Stackelberg game with duration index {Si}Ni=1 reduces to
global information case (SG) in Section 3.2. For N > 1 and S = [0, T ], Stackelberg game with
duration index {Si}Ni=1 reduces to Stackelberg game with local information (SL). For simplicity,

for (SL) we use si instead of si. In this case [0, T ] =
⋃N
i=1 Si =

⋃N
i=1[si−1, si].



Linear-quadratic Stackelberg differential game: local information versus global information 21

4.2 A repeated game principle

For (SL), at the initial time the leader will not announce his strategy on the whole time interval,
hence instead of finding optimal strategies for leader and follower on the whole time horizon, we
would like to find some kind of locally optimal strategies or equilibrium strategies. Similar to
Yong [25], we introduce the following definition in spirit of backward recursion.

Definition 4 For any i = 1, · · · , N , ξ ∈ Rn and any (ui(·), vi(·)) ∈ U([si−1, si]) × V([si−1, si]),
{ᾱi : V([si−1, si]) × Rn → U([si−1, si]), v̄i(·) ∈ V([si−1, si])}Ni=1 is a Stackelberg equilibrium of
(SL) if

J(si−1, ξ; ᾱi(vi, ξ)⊕ ᾱi+1(v̄i+1, x
ᾱi,vi(si))⊕ · · · ⊕ ᾱN (v̄N , x

ᾱi,vi(sN−1)), vi ⊕ v̄i+1 ⊕ · · · ⊕ v̄N )

≤J(si−1, ξ;ui ⊕ ᾱi+1(v̄i+1, x
ui,vi(si))⊕ · · · ⊕ ᾱN (v̄N , x

ui,vi(sN−1)), vi ⊕ v̄i+1 ⊕ · · · ⊕ v̄N ),

K(si−1, ξ; ᾱi(v̄i, ξ)⊕ ᾱi+1(v̄i+1, x
ᾱi,v̄i(si))⊕ · · · ⊕ ᾱN (v̄N , x

ᾱi,v̄i(sN−1)), v̄i ⊕ v̄i+1 ⊕ · · · ⊕ v̄N )

≤K(si−1, ξ; ᾱi(vi, ξ)⊕ ᾱi+1(v̄i+1, x
ᾱi,vi(si))⊕ · · · ⊕ ᾱN (v̄N , x

ᾱi,vi(sN−1)), vi ⊕ v̄i+1 · · · ⊕ v̄N ),

where xᾱi,vi is the solution of (1) on [si−1, sN ] with respect to

(ᾱi(vi, ξ)⊕ ᾱi+1(v̄i+1, x
ᾱi,vi(si))⊕ · · · ⊕ ᾱN (v̄N , x

ᾱi,vi(sN )), vi ⊕ v̄i+1 · · · ⊕ v̄N ),

xui,vi is the solution of (1) on [si−1, sN ] with respect to

(ui ⊕ ᾱi+1(v̄i+1, x
ui,vi(si+1)⊕ · · · ⊕ ᾱN (v̄N , x

ui,vi(sN )), vi ⊕ v̄i+1 · · · ⊕ v̄N )

and xᾱi,v̄i is the solution of (1) on [si−1, sN ] with respect to

(ᾱi(v̄i, ξ)⊕ ᾱi+1(v̄i+1, x
ᾱi,v̄i(si))⊕ · · · ⊕ ᾱN (v̄N , x

ᾱi,v̄i(sN )), v̄i ⊕ v̄i+1 · · · ⊕ v̄N ).

Proposition 14 If (SL) admits a Stackelberg equilibrium (ᾱi(·), v̄i(·))Ni=1 on [0, T ], then (ᾱi(·), v̄i(·))
is a Stackelberg equilibrium of (SG)|Si . In summary,

(repeated game principle): (SL)[0,T ] = (SG)SN ⊕ (SG)SN−1
⊕ · · · ⊕ (SG)S1 .

where (SG)|Si is a Stackelberg game with global information on Si with the following cost func-
tionals

J(si−1, x(si−1);u(·), v(·)) = E
{∫ si

si−1

[
〈Q1(s)x(s), x(s)〉+ 〈RJ,1(s)u(s), u(s)〉+ 〈RJ,2(s)v(s), v(s)〉

]
ds

+ 〈G1,i, x(si), x(si)〉
}
.

and

J(si−1, x(si−1);u(·), v(·)) = E
{∫ si

si−1

[
〈Q2(s)x(s), x(s)〉+ 〈RK,1(s)u(s), u(s)〉+ 〈RK,2(s)v(s), v(s)〉

]
ds

+ 〈G2,ix(si), x(si)〉
}
.

Note that G1,i and G2,i are some unspecified terms which will be determined by the backward
procedure in the following section.
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4.3 Backward procedure

4.3.1 (SL)|SN

Let us start with (SL) on SN . To this end, consider the following state equation and cost func-
tionals dx(s) =

[
A(s)x(s) +B1(s)u(s) +B2(s)v(s)

]
ds+

[
C(s)x(s) +D1(s)u(s) +D2(s)v(s)

]
dW (s),

x(sN−1) = ξN−1,

(49)
and

J(sN−1, ξN−1;u(·), v(·)) = E
{∫ sN

sN−1

[
〈Q1(s)x(s), x(s)〉+ 〈RJ,1(s)u(s), u(s)〉+ 〈RJ,2(s)v(s), v(s)〉

]
ds

+ 〈G1x(sN ), x(sN )〉
}
,

K(sN−1, ξN−1;u(·), v(·)) = E
{∫ sN

sN−1

[
〈Q2(s)x(s), x(s)〉+ 〈RK,1(s)u(s), u(s)〉+ 〈RK,2(s)v(s), v(s)〉

]
ds

+ 〈G2x(sN ), x(sN )〉
}
.

In (49), (sN−1, ξN−1) is the initial time and initial state (also called initial pair) on SN which
will be taken as the terminal time and terminal state (also called terminal pair) on SN−1. On
SN , (SL) (or (SL)|SN ) is a standard Stackelberg game. Therefore, similar to (SG), we have the
open-loop Stackelberg equilibrium on SN

ūN = −R−1
J,1(B>1 y +D>1 z), v̄N = −R−1

K,2(B>2 φN +D>2 θN ), (50)

for (SL)SN through the following Hamilton system:

dx =
[
Ax− B̂1y − F̂1z − B̂2φN − D̂2θN

]
ds+

[
Cx− D̂1y − F̂2z − D̂>2 φN − D̂>3 θN

]
dW (s),

dy =
[
−A>y − C>z −Q1x

]
ds+ zdW (s),

dφN =
[
−A>φN − C>θN −Q1ϕN −Q2x

]
dt+ θNdW (s),

dϕN =
[
− B̂>1 φN − D̂>1 θN +AϕN + Ĥ1y + Ĥ2z

]
dt+

[
− F̂>1 φN − F̂>2 θN + CϕN + Ĥ3z + Ĥ>2 y

]
dW (s),

x(sN−1) = ξN−1, y(sN ) = G1x(sN ), φN (sN ) = G2x(sN ) +G1ϕN (sN ), ϕN (sN−1) = 0,
(51)

where ξN−1 ∈ L2
FsN−1

(Rn) and the coefficients are defined in (37). In the following we will give

the Riccati equation representation. Set

X =

(
x
ϕN

)
, Y =

(
φN
y

)
, Z =

(
θN
z

)
, ζN−1 =

(
ξN−1

0

)
;

A =

(
A 0
0 A

)
, B =

(
−B̂2 −B̂1

−B̂1 Ĥ>1

)
,D =

(
−D̂2 −F̂1

−D̂>1 Ĥ2

)
, C =

(
C 0
0 C

)
,

F =

(
−D̂>2 −D̂1

−F̂>1 Ĥ>2

)
, H =

(
−D̂3 −F̂2

−F̂2 Ĥ3

)
, Q =

(
Q2 Q1

Q1 0

)
, G =

(
G2 G1

G1 0

)
.

(52)
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Therefore, (51) takes the following form:
dX =

[
AX + BY +DZ

]
ds+

[
CX + FY +HZ

]
dW,

dY =−
[
QX +A>Y + C>Z

]
ds+ ZdW,

X(sN−1) =ζN−1, Y (sN ) = GX(sN ).

(53)

Introduce the following Riccati equation and BSDE

Ṗ (N) +Q+A>P (N) + P (N)A+ P (N)BP (N) + C>(I − P (N)H)−1P (N)C
+ C>(I − P (N)H)−1P (N)FP (N) + P (N)D(I − P (N)H)−1P (N)C
+ P (N)D(I − P (N)H)−1P (N)FP (N) = 0,

P (N)(sN ) = G,
det[I − P (N)H] 6= 0,

(54)

we have

Y = P (N)X, Z = (I − P (N)H)−1
[
P (N)C + P (N)FP (N)

]
X. (55)

Therefore, the Stackelberg equilibrium takes the following “closed-loop” representation:(
ūN
v̄N

)
=−

[(R−1
J,1B

>
1 0

0 R−1
K,2B

>
2

)
P (N) +

(
R−1
J,1B

>
1 0

0 R−1
K,2B

>
2

)
(I − P (N)H)−1(P (N)C + P (N)FP (N))

]
X

,ΛNX.
(56)

Let R1(s) =

(
RJ,1(s) 0

0 RJ,2(s)

)
, then

J(sN−1, ξN−1; ūN , v̄N ) = E
{∫
SN
〈Q1,N (s)X(s), X(s)〉ds+ 〈G1X(T ), X(T )〉

}
,

where

Q1,N =

(
Q1 0
0 0

)
+ Λ>NR1ΛN , G1,N =

(
G1 0
0 0

)
.

Plugging (55) into (53), we have

dX = ANXdt+ BNXdW, X(sN−1) = ζN−1, (57)

where,

AN = A+ BP (N) +D(I − P (N)H)−1
[
P (N)C + P (N)FP (N)

]
,

BN = C + FP (N) +H(I − P (N)H)−1
[
P (N)C + P (N)FP (N)

]
.

Finally, introduce the following Riccati equation,

˙̂
P

(N)

+ P̂ (N)AN + A>N P̂ (N) + B>N P̂ (N)BN +Q1,N = 0, P̂ (N)(sN ) = G1,N , (58)

we have the optimal functional for AF as follows:

J(sN−1, ξN−1; ū|SN , v̄|SN ) = E〈P̂ (N)
1 (sN−1)ξN−1, ξN−1〉,
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where P̂ (N) =

(
P̂

(N)
1 P̂

(N)
2

P̂
(N)
3 P̂

(N)
4

)
. Similarly, the optimal functional for AL is as follows:

K(sN−1, ξN−1; ū|SN , v̄|SN ) = E〈P̃ (N)
1 (sN−1)ξN−1, ξN−1〉,

where P̃ (N) =

(
P̃

(N)
1 P̃

(N)
2

P̃
(N)
3 P̃

(N)
4

)
is the solution of the following Riccati equation

˙̃
P

(N)

+ P̃ (N)AN + A>N P̃ (N) + B>N P̃ (N)BN +Q2,N = 0, P̃ (N)(sN ) = G2,N , (59)

with

Q2,N =

(
Q2 0
0 0

)
+ Λ>NR2ΛN , R2 =

(
RK,1(s) 0

0 RK,2(s)

)
, G2,N =

(
G2 0
0 0

)
.

Since (SL)|SN is a standard Stackelberg game, the open-loop strategies (50) or the corre-
sponding state feedback representations (56) obviously satisfy Definition 4 for i = N .

4.3.2 (SL)|SN−1

Next, we consider the Stackelberg game on SN−1, i.e., consider the following state equation and
cost functionals dx(s) =

[
A(s)x(s) +B1(s)u(s) +B2(s)v(s)

]
ds+

[
C(s)x(s) +D1(s)u(s) +D2(s)v(s)

]
dW (s),

x(sN−2) = ξN−2,

(60)
and

J(sN−2, ξN−2;u(·), v(·)) = E
{∫ sN−1

sN−2

[
〈Q1(s)x(s), x(s)〉+ 〈RJ,1(s)u(s), u(s)〉+ 〈RJ,2(s)v(s), v(s)〉

]
ds

+ 〈P̂ (N)
1 (sN−1)x(sN−1), x(sN−1)〉

}
,

K(sN−2, ξN−2;u(·), v(·)) = E
{∫ sN−1

sN−2

[
〈Q2(s)x(s), x(s)〉+ 〈RK,1(s)u(s), u(s)〉+ 〈RK,2(s)v(s), v(s)〉

]
ds

+ 〈P̃ (N)
1 (sN−1)x(sN−1), x(sN−1)〉

}
.

(61)

Remark 1 (SL)|SN is a standard Stackelberg game and we have obtained the optimal strategies
for leader and follower on [sN−1, sN ] based on the initial condition (sN−1, ξN−1), therefore we
should expect that the state (60) (and equilibrium strategies) on SN coincide with the opti-
mal state (57) (and equilibrium strategies) on SN . Hence the optimal state (57) starts from
(sN−1, x(sN−1)), or in other words, the terminal pair (sN−1, x(sN−1)) on SN−1 is the initial
pair (sN−1, x̄(sN−1)) on SN . Taking into account of this, the cost functional of follower on SN−1
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becomes

J(sN−2, ξN−2;u(·), v(·))

=E
∫ sN−1

sN−2

[
〈Q1(s)x(s), x(s)〉+ 〈RJ,1(s)u(s), u(s)〉+ 〈RJ,2(s)v(s), v(s)〉

]
ds

+ E
∫ sN

sN−1

[
〈Q1(s)X(s), X(s)〉+ 〈RJ,1(s)u(s), u(s)〉+ 〈RJ,2(s)v(s), v(s)〉

]
ds+ E〈G1X(sN ), X(sN )〉

=E
∫ sN−1

sN−2

[
〈Q1(s)x(s), x(s)〉+ 〈RJ,1(s)u(s), u(s)〉+ 〈RJ,2(s)v(s), v(s)〉

]
ds

+ E
〈
P̂

(1)
N (sN−1)x(sN−1), x(sN−1)

〉
,

where x(·) is the solution of (60). This is the derivation of cost functionals (61).

(SL)|SN−1
is still a standard Stackelberg game. Similar to Section 3.2, we can get open-

loop Stackelberg equilibrium (ūN−1(vN−1) : V[sN−2, sN−1] × Rn → U([sN−2, sN−1]), v̄N−1 ∈
V([sN−2, sN−1])) (see (32) and (33) for the representation by the operators or (39) for FBSDE
representation). Now we will verify that the open-loop strategy (ūN−1(vN−1), v̄N−1) satisfies
Definition 4 for i = N − 1. For the follower, for any vN−1 ∈ V([sN−2, sN−1]) and (ūN , v̄N )
defined in (56),

J(sN−2, ξN−2; ūN−1(vN−1)⊕ ūN (v̄N ), vN−1 ⊕ v̄N )

=E
{∫ sN−1

sN−2

[
〈Q1x

ūN−1,vN−1 , xūN−1,vN−1〉+ 〈RJ,1ūN−1(vN−1), ūN−1(vN−1)〉+ 〈RJ,2vN−1, vN−1〉
]
ds

+

∫ sN

sN−1

[
〈Q1x

ūN−1,vN−1 , xūN−1,vN−1〉+ 〈RJ,1ūN (v̄N ), ūN (v̄N )〉+ 〈RJ,2v̄N , v̄N 〉
]
ds

+ 〈G1x
ūN−1,vN−1(T ), xūN−1,vN−1(T )〉

}
=E
{∫ sN−1

sN−2

[
〈Q1x

ūN−1(vN−1),vN−1 , xūN−1,vN−1〉+ 〈RJ,1ūN−1(vN−1), ūN−1(vN−1)〉+ 〈RJ,2vN−1, vN−1〉
]
ds

+ 〈P̂ (N)
1 (sN−1)xūN−1,vN−1(sN−1), xūN−1,vN−1(sN−1)〉

}
,

where


dxūN−1,vN−1 =

[
AxūN−1,vN−1 +B1(ūN−1(vN−1)⊕ ūN (v̄N )) +B2(vN−1 ⊕ v̄N )

]
ds

+
[
CxūN−1,vN−1 +D1(ūN−1(vN−1)⊕ ūN (v̄N )) +D2(vN−1 ⊕ v̄N )

]
dW (s),

xūN−1,vN−1(sN−2) =ξN−2.
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Moreover, for any uN−1 ∈ U([sN−2, sN−1]),

J(sN−2, ξN−2;uN−1 ⊕ ūN (v̄N ), vN−1 ⊕ v̄N )

=E
{∫ sN−1

sN−2

[
〈Q1x

uN−1,vN−1 , xuN−1,vN−1〉+ 〈RJ,1uN−1, uN−1〉+ 〈RJ,2vN−1, vN−1〉
]
ds

+

∫ sN

sN−1

[
〈Q1x

uN−1,vN−1 , xuN−1,vN−1〉+ 〈RJ,1ūN (v̄N ), ūN (v̄N )〉+ 〈RJ,2v̄N , v̄N 〉
]
ds

+ 〈G1x
uN−1,vN−1(T ), xuN−1,vN−1(T )〉

}
=E
{∫ sN−1

sN−2

[
〈Q1x

uN−1,vN−1 , xuN−1,vN−1〉+ 〈RJ,1uN−1, uN−1〉+ 〈RJ,2vN−1, vN−1〉
]
ds

+ 〈P̂ (N)
1 (sN−1)xuN−1,vN−1(sN−1), xuN−1,vN−1(sN−1)〉

}
,

where
dxuN−1,vN−1 =

[
AxuN−1,vN−1 +B1(uN−1 ⊕ ūN (v̄N )) +B2(vN−1 ⊕ v̄N )

]
ds

+
[
CxuN−1,vN−1 +D1(uN−1 ⊕ ūN (v̄N )) +D2(vN−1 ⊕ v̄N )

]
dW (s),

xuN−1,vN−1(sN−2) =ξN−2.

By the definition of ūN−1(·) (see (32) or (SG)), we have

J(sN−2, ξN−2; ūN−1(vN−1)⊕ ūN (v̄N ), vN−1⊕ v̄N ) ≤ J(sN−2, ξN−2;uN−1⊕ ūN (v̄N ), vN−1⊕ v̄N ).

For leader, we have

K(sN−2, ξN−2; ūN−1(vN−1)⊕ ūN (v̄N ), vN−1 ⊕ v̄N )

=E
{∫ sN−1

sN−2

[
〈Q2x

ūN−1,vN−1 , xūN−1,vN−1〉+ 〈RK,1ūN−1(vN−1), ūN−1(vN−1)〉+ 〈RK,2vN−1, vN−1〉
]
ds

+

∫ sN

sN−1

[
〈Q2x

ūN−1,vN−1 , xūN−1,vN−1〉+ 〈RK,1ūN (v̄N ), ūN (v̄N )〉+ 〈RK,2v̄N , v̄N 〉
]
ds

+ 〈G2x
ūN−1,vN−1(T ), xūN−1,vN−1(T )〉

}
=E
{∫ sN−1

sN−2

[
〈Q2x

ūN−1(vN−1),vN−1 , xūN−1,vN−1〉+ 〈RK,1ūN−1(vN−1), ūN−1(vN−1)〉+ 〈RK,2vN−1, vN−1〉
]
ds

+ 〈P̃ (N)
1 (sN−1)xūN−1,vN−1(sN−1), xūN−1,vN−1(sN−1)〉

}
,

and

K(sN−2, ξN−2; ūN−1(v̄N−1)⊕ ūN (v̄N ), v̄N−1 ⊕ v̄N )

=E
{∫ sN−1

sN−2

[
〈Q2x

ūN−1,v̄N−1 , xūN−1,v̄N−1〉+ 〈RK,1ūN−1(v̄N−1), ūN−1(v̄N−1)〉+ 〈RK,2v̄N−1, v̄N−1〉
]
ds

+

∫ sN

sN−1

[
〈Q2x

ūN−1,v̄N−1 , xūN−1,v̄N−1〉+ 〈RK,1ūN (v̄N ), ūN (v̄N )〉+ 〈RK,2v̄N , v̄N 〉
]
ds

+ 〈G2x
ūN−1,v̄N−1(T ), xūN−1,v̄N−1(T )〉

}
=E
{∫ sN−1

sN−2

[
〈Q2x

ūN−1,v̄N−1 , xūN−1,v̄N−1〉+ 〈RK,1ūN−1(v̄N−1), ūN−1(v̄N−1)〉+ 〈RK,2v̄N−1, v̄N−1〉
]
ds

+ 〈P̃ (N)
1 (sN−1)xūN−1,v̄N−1(sN−1), xūN−1,v̄N−1(sN−1)〉

}
,
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where
dxūN−1,v̄N−1 =

[
AxūN−1,v̄N−1 +B1(ūN−1(v̄N−1)⊕ ūN (v̄N )) +B2(v̄N−1 ⊕ v̄N )

]
ds

+
[
CxūN−1,v̄N−1 +D1(ūN−1(v̄N−1)⊕ ūN (v̄N )) +D2(v̄N−1 ⊕ v̄N )

]
dW (s),

xūN−1,v̄N−1(sN−2) =ξN−2.

Therefore, by the definition of v̄N−1 (see (33) or (SG)),

K(sN−2, ξN−2; ūN−1(v̄N−1)⊕ūN (v̄N ), v̄N−1⊕v̄N ) ≤ K(sN−2, ξN−2; ūN−1(vN−1)⊕ūN (v̄N ), vN−1⊕v̄N ).

Therefore, (ūN−1(·), v̄N−1) satisfies Definition 4 for i = N − 1.
Finally, we will obtain the state feedback representations of equilibrium strategy (ūN−1(vN−1), v̄N−1)

on [sN−2, sN−1]. To this end, let P (N−1), P̂ (N−1) =

(
P̂

(N−1)
1 P̂

(N−1)
2

P̂
(N−1)
3 P̂

(N−1)
4

)
, P̃ (N−1) =

(
P̃

(N−1)
1 P̃

(N−1)
2

P̃
(N−1)
3 P̃

(N−1)
4

)
be the solutions of

Ṗ (N−1) +Q+A>P (N−1) + P (N−1)A+ P (N−1)BP (N−1) + C>(I − P (N−1)H)−1P (N−1)C
+ C>(I − P (N−1)H)−1P (N−1)FP (N−1) + P (N−1)D(I − P (N−1)H)−1PC
+ P (N−1)D(I − P (N−1)H)−1P (N−1)FP (N−1) = 0,

P (N−1)(sN−1) =

(
P̃

(N)
1 (sN−1) P̂

(N)
1 (sN−1)

P̂
(N)
1 (sN−1) 0

)
,

det[I − P (N−1)H] 6= 0,
˙̂
P

(N−1)

+ P̂ (N−1)AN−1 + A>N−1P̂
(N−1) + B>N−1P̂

(N−1)BN−1 +Q1,N−1 = 0,

P̂ (N−1)(sN−1) =

(
P̂

(N)
1 (sN−1) 0

0 0

)
,

and 
˙̃
P

(N−1)

+ P̃ (N−1)AN−1 + A>N−1P̃
(N−1) + B>N−1P̃

(N−1)BN−1 +Q2,N−1 = 0,

P̃ (N−1)(sN−1) =

(
P̃

(N)
1 (sN−1) 0

0 0

)
,

where

AN−1 = A+ BP (N−1) +D(I − P (N−1)H)−1
[
P (N−1)C + P (N−1)FP (N−1)

]
,

BN−1 = C + FP (N−1) +H(I − P (N−1)H)−1
[
P (N−1)C + P (N−1)FP (N−1)

]
,

Q1,N−1 =

(
Q1 0
0 0

)
+ Λ>N−1R1ΛN−1,Q2,N−1 =

(
Q2 0
0 0

)
+ Λ>N−1R2ΛN−1,

and the other coefficients are defined in (52). Similar to Section 4.3.1, we have(
ūN−1

v̄N−1

)
=ΛN−1X.

J(sN−2, ξN−2; ū|SN−1
, v̄|SN−1

) = E〈P̂ (N−1)
1 (sN−2)ξN−2, ξN−2〉,
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K(sN−2, ξN−2; ū|SN−1
, v̄|SN−1

) = E〈P̃ (N−1)
1 (sN−2)ξN−2, ξN−2〉,

where

ΛN−1 = −
[(R−1

J,1B
>
1 0

0 R−1
K,2B

>
2

)
P (N−1)+

(
R−1
J,1B

>
1 0

0 R−1
K,2B

>
2

)
(I−P (N−1)H)−1(P (N−1)C+P (N−1)FP (N−1))

]
.

Continuing the above procedure, we can obtain the equilibrium strategies on each Si, i =
1, · · · , N .

4.3.3 Backward induction

The framework of backward procedure can be described by the following figure.

...
. . .

...

· · ·

· · ·

· · ·

· · ·

· · ·

TN

TN−1

TN−2

TN−3

T2

T1

PN

PN−1 QN−1

PN−2 QN−2

PN−3 QN−3

Q2

P1 Q1

PN=

G10

0 0



PN−1=

P̂
(N)
1 P̂

(N)
2

P̂
(N)
3 P̂

(N)
4

 QN−1=

P̂
(N)
1 0

0 0



PN−2=

P̂
(N−1)
1 P̂

(N−1)
2

P̂
(N−1)
3 P̂

(N−1)
4

 QN−2=

P̂
(N−1)
1 0

0 0



PN−3=

P̂
(N−2)
1 P̂

(N−2)
2

P̂
(N−2)
3 P̂

(N−2)
4

 QN−3=

P̂
(N−2)
1 0

0 0



Q2=

P̂
(3)
1 0

0 0

 P1=

P̂
(2)
1 P̂

(2)
2

P̂
(2)
3 P̂

(2)
4



Q1=

P̂
(2)
1 0

0 0



FIG. 5. Backward-procedure (AF ):

{
N > 1, solid arrow, local information, shifting,

N = 1, dotted arrow, global information, no-shifting.

Stackelberg game with local information can be decomposed into a sequence of sub-games
defined on each individual sub-intervals. These sub-games are solved sequentially in backward-
procedure from top layer back to bottom one. For sub-game in each layer, a key component is the
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control weight in cost (see QN−1, · · · ,Q1), that should be transmitted via a shifting operator
from Riccati-type optimality representation in its next upper layer (e.g., the blue arrows).

Remark 2 For the concise of pictures, we only give the procedure for AF and omit the time
variables in above backward and forward procedures. Note that at sN−1, the weight matrix
should be

(
P̂

(N)
1 (sN−1) P̂

(N)
2 (sN−1)

P̂
(N)
3 (sN−1) P̂

(N)
4 (sN−1)

)
,

(
P̂

(N)
1 (sN−1) 0

0 0

)
.

The weight matrices at time sN−2, · · · , s1 are similar.

Remark 3 On SN , we have constructed the closed-loop representation of equilibrium strategies

and the representation (e.g., (56)) on SN depends on the “state” X(s) =

(
x(s)
ϕN (s)

)
, sN−1 ≤ s ≤

sN . Note that x(s) is the real state which can be observed. However, ϕN (s) is the adjoint equation
which is a virtual state which cannot be observed. Therefore, (56) is not actually a closed-loop
representation. In other words, the backward procedure is not enough to solve Stackelberg game
with local information. In the following, we will apply the forward procedure to fully solve
Stackelberg game with local information.

4.4 Forward procedure

In Section 4.3, we use the backward procedure to find equilibrium strategies on Si, i = N, · · · , 1.
Note that the strategies on Si depend on x(si−1) which is undetermined when considering the
Stackelberg game on Si, i = 2, · · · , n, and is known only for i = 1. Therefore, based on the
computations in Section 4.3, in this section we will finally solve the Stackelberg game forwardly.
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...
. . .

...

· · ·

· · ·

· · ·

· · ·

· · ·

· · ·

· · ·

TN−1

TN−2

TN−3

T2

T1

T0

ξN−1

ξN−2

ξN−3

ξ2

ξ1

ξ0

ξN−1 = x(sN−1)

ξN−2 = x(sN−2)

ξN−3 = x(sN−3)

ξ2 = x(s2)

ξ1 = x(s1)

ξ0 = x(s0)

FIG. 6. Forward-procedure:

{
N > 1, solid arrow, local information, shifting,

N = 1, dotted arrow, global information, no-shifting.

Unlike standard control, for Stackelberg game, its close-loop representation must be construct-
ed upon an augmented forward state pair including an auxiliary ϕi(e.g., (51)). Such auxiliary
component is a “virtual” state and differs essentially from the “real physical” one xi(e.g., (51)).
Especially, it cannot be simultaneously observed/measured in real world. Instead, it must be
computed off-line with xi using its joint evolution dynamics that further depends on the initial
state condition (i.e., (51)) in each sub-interval. All such initial conditions are undetermined dur-
ing back-procedure. After backward-procedure, all control weights in each sub-game have been
set, and we may proceed a forward-procedure (from bottom to top layer) to determine such
initial conditions (actually, they are terminal conditions in previous layer) and noting the most
initial one at t = 0 is already given as priori.

Let P (N), P̂ (N) =

(
P̂

(N)
1 P̂

(N)
2

P̂
(N)
3 P̂

(N)
4

)
, P̃ (N) =

(
P̃

(N)
1 P̃

(N)
2

P̃
(N)
3 P̃

(N)
4

)
be the solutions of Ricatti equations

(54), (58) and (59) on [sN−1, sN ] respectively. For i = 1, 2, · · · , N − 1, on [si−1, si], let P (i),
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P̂ (i) =

(
P̂

(i)
1 P̂

(i)
2

P̂
(i)
3 P̂

(i)
4

)
, P̃ (i) =

(
P̃

(i)
1 P̃

(i)
2

P̃
(i)
3 P̃

(i)
4

)
be the solutions of


Ṗ (i) +Q+A>P (i) + P (i)A+ P (i)BP (i) + C>(I − P (i)H)−1P (i)C + C>(I − P (i)H)−1P (i)FP (i)

+ P (i)D(I − P (i)H)−1PC + P (i)D(I − P (i)H)−1P (i)FP (i) = 0,

P (i)(si) = Gi,
det[I − P (i)H] 6= 0,

˙̂
P

(i)

+ P̂ (i)Ai + A>i P̂ (i) + B>i P̂ (i)Bi +Q1,i = 0, P̂ (i)(si) = G1,i,

˙̃
P

(i)

+ P̃ (i)Ai + A>i P̃ (i) + B>i P̃ (i)Bi +Q2,i = 0, P̃ (i)(si) = G2,i,

where

Ai = A+ BP (i) +D(I − P (i)H)−1
[
P (i)C + P (i)FP (i)

]
,

Bi = C + FP (i) +H(I − P (i)H)−1
[
P (i)C + P (i)FP (i)

]
,

Λi = −
[(R−1

J,1B
>
1 0

0 R−1
K,2B

>
2

)
P (i) +

(
R−1
J,1B

>
1 0

0 R−1
K,2B

>
2

)
(I − P (i)H)−1(P (i)C + P (i)FP (i))

]
,

Gi =

(
P̃

(i+1)
1 (si) P̂

(i+1)
1 (si)

P̂
(i+1)
1 (si) 0

)
,Q1,i =

(
Q1 0
0 0

)
+ Λ>i R1Λi, G1,i =

(
P̃

(i+1)
1 (si) 0

0 0

)
,

Q2,i =

(
Q2 0
0 0

)
+ Λ>i R2Λi, G2,i =

(
P̂

(i+1)
1 (si) 0

0 0

)
.

4.4.1 Stackelberg game on Si, i = 1, · · · , N

Let x̄0(s0) = ξ. On Si, the costs of AF and AL are

Ji(si−1, x̄(si−1);u|Si , v|Si)

=E
{∫ si

si−1

[
〈Q1(s)x(s), x(s)〉+ 〈RJ,1(s)u(s), u(s)〉+ 〈RJ,2(s)v(s), v(s)〉

]
ds+ 〈P̃ (i+1)

1 (si)x(si), x(si)〉
}
,

Ki(si−1, x̄(si−1);u|Si , v|Si)

=E
{∫ si

si−1

[
〈Q2(s)x(s), x(s)〉+ 〈RK,1(s)u(s), u(s)〉+ 〈RK,2(s)v(s), v(s)〉

]
ds+ 〈P̂ (i+1)

1 (si)x(si), x(si)〉
}
,

where dx(s) =
[
A(s)x(s) +B1(s)u(s) +B2(s)v(s)

]
ds+

[
C(s)x(s) +B1(s)u(s) +B2(s)v(s)

]
dW (s), si−1 ≤ s ≤ si,

x(si−1) = x̄i−1(si−1).

Similar to Section 4.3, we have(
ū|Si
v̄|Si

)
= −

[(R−1
J,1B

>
1 0

0 R−1
K,2B

>
2

)
P (i) +

(
R−1
J,1B

>
1 0

0 R−1
K,2B

>
2

)
(I − P (i)Ĥ)−1(P (i)Ĉ + P (i)F̂P (i))

]
X,

(62)
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J(si−1, x̄(si−1); ū|Si(·), v̄|Si(·)) = E〈P̂ (i)
1 (si−1)x̄(si−1), x̄(si−1)〉,

K(si−1, x̄(si−1); ū|Si(·), v̄|Si(·)) = E〈P̃ (i)
1 (si−1)x̄(si−1), x̄(si−1)〉,

where X̄i = (x̄i ϕ̄i)
> satisfies

dX = AiXdt+ BiXdW, X(si−1) = (x̄(si−1), 0),

with

Ai = A+BP (i)+D(I−P (i)H)−1
[
P (i)C+P (i)FP (i)

]
, Bi = C+FP (i)+H(I−P (i)H)−1

[
P (i)C+P (i)FP (i)

]
.

Therefore, the equilibrium strategies of AF and AL on [0, T ] are

ū(s) = ū|Si(s), v̄(s) = v̄|Si(s), s ∈ Si, i = 1, · · · , N. (63)

Note that the equilibrium strategies (63) (or (62)) involves the equations P (i), P̂ (i) and P̃ (i) for
i = 1, · · · , N . The general solvability of such Riccati equations are quite challenging and remains
widely open and we will present the solvability for some special but nontrivial case.

Remark 4 For (SG), in order to apply best response and iterative optimization, the leader must
know the follower’s cost functional while the follower does not need to know that of the leader,
that is, the information of the leader and follower are not symmetric. However, for (SL), by (63)

(or (62)) with P (i), P̂ (i) and P̃ (i), the follower must also know the cost functional of the leader,
otherwise the framework of (SL) is infeasible. Moreover, from Section 3.2.4 we know that (SG)
is time-inconsistent. For (SL), the equilibrium strategy is still time-inconsistent. However, the
equilibrium strategy is time-consistent at the time spot si, i = 1, · · · , N − 1. That is, the leader
would not benefit by choosing another strategy than the equilibrium strategy he/she chose at
time spot si, i = 1, · · · , N − 1.

4.5 Special case: D1 = D2 = 0

For the one-dimensional case with D1 = D2 = 0, (53) takes the following form:
dX =

[
AX + BY

]
ds+ CXdW,

dY =−
[
QX +A>Y + C>Z

]
ds+ ZdW,

X(sN−1) =ζN−1, Y (sN ) = GX(sN ),

Therefore, similar to Section 4.4, for i = 1, · · · , N and on [si−1, si], introduce the following
Riccati equations

Ṗ (i) +Q+A>P (i) + P (i)A+ P (i)BP (i) + C>P (i)C = 0, P (i)(si) = Gi, (64)

˙̂
P

(i)

+ P̂ (i)(A+ BP (i)) + (A+ BP (i))>P̂ (i) + C>P̂ (i)C +Q1,i = 0, P̂ (i)(si) = G1,i, (65)

˙̃
P

(i)

+ P̃ (i)(A+ BP (i)) + (A+ BP (i))>P̃ (i) + C>P̃ (i)C +Q2,i = 0, P̃ (i)(si) = G2,i, (66)

where

Gn = G, G1,N =

(
G1 0
0 0

)
, G2,N =

(
G2 0
0 0

)
,
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Λi = −
[(R−1

J,1B
>
1 0

0 R−1
K,2B

>
2

)
P (i) +

(
R−1
J,1B

>
1 0

0 R−1
K,2B

>
2

)
P (i)C,

Q1,i =

(
Q1 0
0 0

)
+ Λ>i R1Λi, Q2,i =

(
Q2 0
0 0

)
+ Λ>i R2Λi, i = 1 · · · , N ;

Gi(si) =

(
P̃

(i+1)
1 (si) P̂

(i+1)
1 (si)

P̂
(i+1)
1 (si) 0

)
, G1,i =

(
P̂

(i+1)
1 (si) 0

0 0

)
, G2,i =

(
P̃

(i+1)
1 (si) 0

0 0

)
, i = 1, · · · , N−1.

Therefore, the equilibrium strategies of AF and AL on [0, T ] are

ū(s) = ū|Si(s), v̄(s) = v̄|Si(s), s ∈ Si, i = 1, · · · , N.

Proposition 15 Under (H1) and (H2), suppose

Q1

Q2
=
G1

G2
=

RJ,1
RK,1

=
RJ,2
RK,2

,

then (64), (65) and (66) admit a unique solution.

Proof First consider the case i = N . Let Φ =

(
1 0

2α 1

)
, Ψ =

(
1 0
0 −1

)
, and define X̂ = ΨX,

Y = ΦŶ and Z = ΦẐ we have
dX̂ =

[
AX̂ − B̂Ŷ

]
ds+ CX̂dW,

dŶ =−
[
Q̂X̂ +A>Ŷ + C>Ẑ

]
ds+ ẐdW,

X̂(0) =0, Ŷ (T ) = ĜX̂(T ),

where

B̂ =

(
B2R

−1
K,2B

>
2 + 2αB1R

−1
J,1B

>
1 B1R

−1
J,1B

>
1

−B1R
−1
J,1B

>
1 + 2αB1R

−1
J,1RK,1R

−1
J,1B

>
1 B1R

−1
J,1RK,1R

−1
J,1B

>
1

)
,

Q̂ =

(
Q2 −Q1

−2αQ2 +Q1 2αQ1

)
, Ĝ =

(
G2 −G1

−2αG2 +G1 2αG1

)
.

Suppose

α =
Q1

Q2
=
G1

G2
=

RJ,1
RK,1

=
RJ,2
RK,2

,

we have

B̂ =

(
B2R

−1
K,2B

>
2 + 2αB1R

−1
J,1B

>
1 B1R

−1
J,1B

>
1

B1R
−1
J,1B

>
1 B1R

−1
J,1B

>
1 /α

)
, Q̂ =

(
Q2 −Q1

−Q1 2αQ1

)
, Ĝ =

(
G2 −G1

−G1 2αG1

)
,

are symmetric positive-definite matrices. Therefore,

˙̂P
(N)

+ Q̂+A>P̂(N) + P̂(N)A+ P̂(N)B̂P̂(N) + C>P̂(N)C = 0, P̂(N)(sN ) = Ĝ,

admits a unique solution. Therefore, by the relation Y = P (N)X, Ŷ = P̂(N)X̂, X̂ = ΨX, Y =
ΦŶ , we have P (N) = ΦP̂(N)Ψ. Therefore, for i = N , (64) admits a unique solution. Consequently,
for i = N , (65) and (66) admit unique solutions. Moreover, by

Q1,N = αQ2,N , G1,N = αG2,N ,
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we have
P̂ (N)(·) = αP̃ (N)(·).

Hence, P̂
(N)
1 (sN−1) = αP̃

(N)
1 (sN−1).

Note that

α =
Q1

Q2
=
P̂

(N)
1 (sN−1)

P̃
(N)
1 (sN−1)

=
RJ,1
RK,1

=
RJ,2
RK,2

,

repeating the above process for i = N − 1, we get that (64),(65) and (66) admit unique solutions
and

P̂ (N−1)(·) = αP̃ (N−1)(·).
Therefore, continuing the process for i = N − 2, i = 1, we get that (65) and (66) admit unique
solutions.

5 Relation among (NG0), (SG0) and (SL0)

5.1 Relation between (NG0) and (SG0)

In this subsection, we will show that for (NG0), the Nash equilibrium can also be solved by solving
as Stackelberg game (SG0), i.e., assuming that player 1 is the follower and player 2 is the leader.
More specifically, we will compare (NG0) with (SG0) by abstract representation, Hamiltonian
system and Riccati equation.

5.1.1 Abstract representation

Proposition 16 Let (H1) and (H2) hold. Suppose M2 � 0 and M1 � 0, then the Stackelberg
equilibrium (ū(v̄(·))(·), v̄(·)) of (SG0) is a saddle point of (NG0).

Proof By (31), we have
ū(v(·))(·) = M−1

1 (−M12(v)−M13(ξ)).

Therefore,

K(v(·), ū(v(·))(·); ξ)

=
1

2

[
〈N1(v), v〉+ 〈N2(M−1

1 (−M12(v)−M13(ξ))),M−1
1 (−M12(v)−M13(ξ))〉+ 〈N3(ξ), ξ〉

+ 2〈N12(M−1
1 (−M12(v)−M13(ξ))), v〉+ 2〈N13(ξ),M−1

1 (−M12(v)−M13(ξ))〉+ 2〈N23(ξ), v〉
]

=− 1

2

[
〈M2(v)−M∗12(M−1

1 )M12(v), v〉+ 2〈−M∗12(M−1
1 )M13(ξ) +M23(ξ), v〉

+ 〈M3(ξ)−M∗13(M−1
1 )M13(ξ), ξ〉

]
.

Then v̄ satisfies

M2(v̄)−M∗12M
−1
1 M12(v̄) +M23(ξ)−M∗12M

−1
1 M13(ξ) = 0,

i.e.,
M2(v̄) +M∗12(−M−1

1 M12(v̄)−M−1
1 M13(ξ)) +M23(ξ) = 0.

By Proposition 3, we get that (ū, v̄) is a Nash equilibrium for (NG0).

Similarly, (NG0) can also be solved by assuming that player 2 is the follower and player 1 is
the leader.
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5.1.2 Hamiltonian system

For (SG0), i.e., J(t, ξ;u(·), v(·)) +K(t, ξ;u(·), v(·)) = 0, (35) becomes

dx̄ =
[
Ax̄− B̂1ȳ − F̂1z̄ − B̂2φ̄− D̂2θ̄

]
ds+

[
Cx̄− D̂1ȳ − F̂2z̄ − D̂>2 φ̄− D̂3θ̄

]
dW (s),

dȳ =
[
−A>ȳ − C>z̄ −Q1x̄

]
ds+ z̄dW (s),

dφ̄ =
[
−A>φ̄− C>θ̄ −Q1ϕ̄+Q1x̄

]
ds+ θ̄dW (s),

dϕ̄ =
[
Aϕ̄− B̂1(ȳ + φ̄)− F̂1(z̄ + θ̄)

]
ds+

[
Cϕ̄− D̂1(ȳ + φ̄)− F̂2(z̄ + θ̄)

]
dW (s),

x̄(t) = ξ, ȳ(T ) = G1x̄(T ), φ̄(T ) = −G1x̄(T ) +G1ϕ̄(T ), ϕ̄(t) = 0.

Moreover, we have d(ȳ + φ̄) =
[
−A>(ȳ + φ̄)− C>(z̄ + θ̄)−Q1ϕ̄

]
ds+ (z̄ + θ̄)dW (s),

ȳ(T ) + φ̄(T ) = G1ϕ̄(T ).

Therefore,
ϕ̄(s) = ȳ(s) + φ̄(s) = z̄(s) + θ̄(s) = 0, s ∈ [t, T ].

Hence the Hamilton system reduces to
dx̄ =

[
Ax̄− (B̂1 − B̂2)ȳ − (F̂1 − D̂2)z̄

]
ds+

[
Cx̄− (D̂1 − D̂>2 )ȳ − (F̂2 − D̂3)z̄

]
dW (s),

dȳ =
[
−A>ȳ − C>z̄ −Q1x̄

]
ds+ z̄dW (s),

x̄(t) = ξ, ȳ(T ) = G1x̄(T ),

Therefore, we have the following result.

Proposition 17 Under (H1)-(H2), assume M1 > 0 and M2 ≥ 0. Moreover, suppose RJ,1(·), RK,2(·)
are invertible and RJ,1(·) ∈ L∞(t, T ;Sm1), RK,2(·) ∈ L∞(t, T ;Sm2), then the Stackelberg equilib-
rium

ū = −R−1
J,1(B>1 ȳ +D>1 z̄), v̄ = −R−1

J,2(B>2 ȳ +D>2 z̄),

of Problem (SG0) is a saddle point of (NG0).

5.1.3 Riccati equation

For (SG0), Hamiltonian system (40) is the same as that of (NG0), therefore, the Riccati equation
for (SG0) is the same as that of (NG0), i.e., (22).

Proposition 18 Suppose that Riccati equation (22) and (26) admit solutions, then the saddle
point of (NG0) and Stackelberg equilibrium of (SG0) have the following representation:{

ū(s) = −R−1
J,1(B>1 Π1 +D>1 (I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1))x̄,

v̄(s) = −R−1
J,2(B>2 Π1 +D>2 (I +Π1(F̂2 − D̂3))−1(Π1C −Π1(D̂1 − D̂>2 )Π1))x̄.

Furthermore, the optimal functionals are

J(t, ξ; ū, v̄) = E〈p̂(1)
2 (t)ξ, ξ〉 = −K(t, ξ; ū, v̄),

where p̂2 is the solution of (26).
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5.2 Relation between (SG0) and (SL0)

For (SL0), on SN , by Proposition 13, we have the Stackelberg equilibrium has the following
representation: ū|SN = −R−1

J,1(B>1 Π
(N)
1 +D>1 (I +Π

(N)
1 (F̂2 − D̂3))−1(Π

(N)
1 C −Π(N)

1 (D̂1 − D̂>2 )Π
(N)
1 ))x̄(N),

v̄|SN = −R−1
J,2(B>2 Π

(N)
1 +D>2 (I +Π

(N)
1 (F̂2 − D̂3))−1(Π

(N)
1 C −Π(N)

1 (D̂1 − D̂>2 )Π
(N)
1 ))x̄(N).

where 

Π̇
(N)
1 +Π

(N)
1 A+A>Π

(N)
1 −Π(N)

1 (B̂1 − B̂2)Π
(N)
1

−Π(N)
1 (D̂>1 − D̂2)(I +Π

(N)
1 (F̂2 − D̂3))−1(Π

(N)
1 C −Π(N)

1 (D̂1 − D̂>2 )Π
(N)
1 )

+ C>(I +Π
(N)
1 (F̂2 − D̂3))−1(Π

(N)
1 C −Π(N)

1 (D̂1 − D̂>2 )Π
(N)
1 ) +Q1 = 0,

Π
(N)
1 (T ) = G1.

and 

dx̄(N) =
[
Ax̄(N) − B̂1ȳ

(N) − D̂>1 z̄(N) + B̂2ȳ
(N) + D̂2z̄

(N)
]
ds

+
[
Cx̄(N) − D̂1ȳ

(N) − F̂2z̄
(N) + D̂>2 ȳ

(N) + D̂3z̄
(N)
]
dW (s),

dȳ(N) =
[
−A>ȳ(N) − C>z̄(N) −Q1x̄

(N)
]
ds+ z̄(N)dW (s),

x̄(N)(SN−1) = ξN−1, ȳ(N)(SN ) = G1x̄
(N)(SN ),

Furthermore,

J(sN−1, ξN−1; ū|SN , v̄|SN ) = E〈p̂(N)
2 (sN−1)ξN−1, ξN−1〉 = −K(sN−1, ξN−1; ū|SN , v̄|SN ),

where

dp̂
(N)
2 = −(p̂

(N)
2 a

(N)
2 + (a

(N)
2 )>p̂

(N)
2 + (b

(N)
2 )>p̂

(N)
2 b

(N)
2 + q1)ds, p̂

(N)
2 (T ) = G1.

a
(N)
2 =A− (B̂1 − B̂2)Π

(N)
1 − (D̂>1 − D̂2)(I +Π

(N)
1 (F̂2 − D̂3))−1(Π

(N)
1 C −Π(N)

1 (D̂1 − D̂>2 )Π
(N)
1 ),

b
(N)
2 =C − (D̂1 − D̂>2 )Π

(N)
1 − (F̂2 − D̂3)(I +Π

(N)
1 (F̂2 − D̂3))−1(Π

(N)
1 C −Π(N)

1 (D̂1 − D̂>2 )Π
(N)
1 ).

On SN−1, we have

ū|SN−1
= −R−1

J,1(B>1 Π
(N−1)
1 +D>1 (I +Π

(N−1)
1 (F̂2 − D̂3))−1(Π

(N−1)
1 C −Π(N−1)

1 (D̂1 − D̂>2 )Π
(N−1)
1 ))x̄(N−1),

v̄|SN−1
= −R−1

J,2(B>2 Π
(N−1)
1 +D>2 (I +Π

(N−1)
1 (F̂2 − D̂3))−1(Π

(N−1)
1 C −Π(N−1)

1 (D̂1 − D̂>2 )Π
(N−1)
1 ))x̄(N−1).

where

Π̇
(N−1)
1 +Π

(N−1)
1 A+A>Π

(N−1)
1 −Π(N−1)

1 (B̂1 − B̂2)Π
(N−1)
1

−Π(N−1)
1 (D̂>1 − D̂2)(I +Π

(N−1)
1 (F̂2 − D̂3))−1(Π

(N−1)
1 C −Π(N−1)

1 (D̂1 − D̂>2 )Π
(N−1)
1 )

+ C>(I +Π
(N−1)
1 (F̂2 − D̂3))−1(Π

(N−1)
1 C −Π(N−1)

1 (D̂1 − D̂>2 )Π
(N−1)
1 ) +Q1 = 0,

Π
(N−1)
1 (T ) = p̂

(N)
2 (sN−1),
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and 

dx̄(N−1) =
[
Ax̄(N−1) − B̂1ȳ

(N−1) − D̂>1 z̄(N−1) + B̂2ȳ
(N−1) + D̂2z̄

(N−1)
]
ds

+
[
Cx̄(N−1) − D̂1ȳ

(N−1) − F̂2z̄
(N−1) + D̂>2 ȳ

(N−1) + D̂3z̄
(N−1)

]
dW (s),

dȳ(N−1) =
[
−A>ȳ(N−1) − C>z̄(N−1) −Q1x̄

(N−1)
]
ds+ z̄(N−1)dW (s),

x̄(N−1)(SN−2) = ξN−2, ȳ(N−1)(SN−1) = p̂
(N)
2 (sN−1)x̄(N−1)(SN−1).

Furthermore,

J(sN−2, ξN−2; ū|SN−1
, v̄|SN−1

) = E〈p̂(N−1)
2 (sN−2)ξN−2, ξN−2〉 = −K(sN−2, ξN−2; ū|SN−1

, v̄|SN−1
),

where ˙̂p
(N−1)

2 + p̂
(N−1)
2 a

(N−1)
2 + (a

(N−1)
2 )>p̂

(N−1)
2 + (b

(N−1)
2 )>p̂

(N−1)
2 b

(N−1)
2 + q1 = 0,

p̂
(N−1)
2 (SN−2) = p̂

(N)
2 (SN−1),

(67)

a
(N−1)
2 =A− (B̂1 − B̂2)Π

(N−1)
1

− (D̂>1 − D̂2)(I +Π
(N−1)
1 (F̂2 − D̂3))−1(Π

(N−1)
1 C −Π(N−1)

1 (D̂1 − D̂>2 )Π
(N−1)
1 ),

b
(N−1)
2 =C − (D̂1 − D̂>2 )Π

(N−1)
1

− (F̂2 − D̂3)(I +Π
(N−1)
1 (F̂2 − D̂3))−1(Π

(N−1)
1 C −Π(N−1)

1 (D̂1 − D̂>2 )Π
(N−1)
1 ).

Similar to (29), we have

Π
(N)
1 (·) = p̂

(N)
2 (·), on SN .

Therefore,

Π
(N−1)
1 (·) = p̂

(N−1)
2 (·), on SN−1.

Continuing the above process for SN−2, · · · ,S1,

Π
(i)
1 (·) = p̂

(i)
2 (·), on Si, i = 1, · · · , N − 2.

Therefore,

Π1 = Π
(1)
1 ⊕ · · · ⊕Π(N)

1 , p̂2 = p̂
(1)
2 ⊕ · · · ⊕ p̂

(N)
2 ,

where Π1 and p̂2 are the Riccati equations (22) and (26) introduced for (SG0) (see Proposition
13). Therefore, we get that (SG0) and (SL0) are equivalent.

6 Conclusion

In this paper, we give a unified framework to study two-person decision problems, i.e., stochastic
(zero-sum, non zero-sum) Nash game, Stackelberg game with global information and Stackel-
berg game with local information. The solvability of above decision problems are established
by abstract operator, Hamilton system and Riccati equations sequentially. Finally the relations
among zero-sum Nash game, zero-sum Stackelberg game with global information and zero-sum
Stackelberg game with local information are identified. The conclusions can be described by the
following figure.

Nash game Stackelberg game Stackelberg game Relation
with global information with local information

non zero-sum time-consistent time-inconsistent time-inconsistent on [t,T] NG,SG,SL,
but consistent at s1, · · · , sN are not equivalent

zero-sum time-consistent time-consistent time-consistent NG0,SG0,SL0,
are equivalent



38 Xinwei Feng et al.

References
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the Smart Grid: A Stackelberg Game Approach. IEEE Trans. Smart Grid., 4(2013), 120-132.
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