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Segmentation of medical images using learning based systems remains a challenge in medical computer vision:
training a segmentation model requires medical images exhaustively annotated by experts that are difficult
and expensive to obtain. We propose to explore the usage of partially annotated images, i.e., all images are
annotated but not all regions of a given class are annotated. In this paper, we propose several approaches
and we experiment them on the segmentation of intra-oral images. First, we propose to modify the loss
function to consider only the annotated areas, and second to integrate annotation from non-expert, as well
as the combination of these methods. The experiments we conducted showed an improvement up to 33%
on the segmentation performance. This approach allows to obtain better quality annotation masks than the
initial human annotation using only partially annotated areas or non-expert annotations. In the future, these
approaches can be extended by combination with active learning methods.

CCS Concepts: • Computing methodologies→ Semi-supervised learning settings; Image segmenta-
tion.

Additional Key Words and Phrases: Image segmentation, Medical images, Partially annotated data

1 INTRODUCTION
Medical image segmentation is considered as one the most challenging task in computer vision for
medical images [8]. Correctly segmenting anatomical structures (e.g., organ) is usually an essential
step in the pipeline of the computer-aided detection system[12].

With the emergence of Deep Learning algorithms, specific architectures for segmentation prob-
lems have been proposed such as Mask R-CNN [6] or U-Net [16]. Relying on convolutional neural
network (CNN), these models aim to classify each pixel of an image to belong to one or several
classes [14]. Although these deep learning models generally offer better performance than prior
methods (e.g., watershed), they are difficult to use in the medical field: annotation time by expert is
costly, also it is a waste of resources to ask expert to annotate obvious element like teeth, or gum.
It is better to ask expert to annotate areas of the image where his expertise is mandatory. For these
reasons, expert annotations cannot guarantee to be exhaustive.
In this paper, we explore the possibility to segment gum and teeth on dental RGB images with

partially annotated data by experts, and annotations from non-experts.

2 RELATEDWORK
Segmentation models based on deep learning methods require an annotation for each pixel of the
image, i.e., one or more classes to which the pixel belongs. In this paper, we name masks these
annotations. As they are difficult to obtain, numerous methods have been explored to segment
images in the medical field, especially when the quantity of data is limited (see [18] for a review).
These methods can be categorized in two classes: methods dealing with scarce annotations (i.e.,
limited number of annotated data) and methods dealing with sparse annotations (i.e., incomplete
or noisy annotations).

On one hand, the methods related to scarce data share the philosophy of increasing the informa-
tion available to improve learning. They can rely on the exploitation of external data (e.g., transfer
learning), on the increase in the variability of the data (e.g., data augmentation) or even on the
incorporation of prior knowledge about the shape of target regions during the training [18].

1

HTTPS://ORCID.ORG/0000-0002-2788-1042


Un
pu
bli
sh
ed
wo
rki
ng
dra
ft.

No
t fo
r d
ist
rib
uti
on
.

Martin, Chevallet, Quénot

On the other hand, some studies tried to exploit sparse annotation, easier to collect: point,
bounding box (e.g., [3]), scribbles (e.g., [2]). To exploit these partially annotated data, part of
research work attempts to automatically complete the annotation masks using various methods
such as label propagation or mask dilatation (e.g., [5]). A last part of studies (including this paper)
explore the segmentation without annotation reconstruction. For this purpose, the loss functions
are modified to exploit this incomplete information. Bokhorst et al. [1] explore the use of mask of
valid pixels (annotated pixels) and invalid pixels (not annotated pixels). This mask is used in such a
way that invalid pixels are not taken into account in the loss computation. Çiçek et al. [20] explore
a similar approach on segmentation of 3D images. They created a new class for unlabeled pixels. A
weight of 0 was applied so that this class does not contribute to the loss computation.

In the current paper, we experiment several similar approaches for the segmentation of medical
images using partial annotation and without annotation reconstruction: we also propose loss
modifications. The novelty relies on the exploitation of non-expert annotations. We also explore
the information fusion between classes.

3 PROPOSED FRAMEWORK
3.1 Network architecture
We first have to choose the neural network architecture. Numerous architectures [8] has already
been proposed for image segmentation such as Mask R-CNN [6] or U-Net [16]. U-Net is particularly
suitable for segmentation of medical images as it provides good performance even when the amount
of data is limited [20].
Thereby, in this paper, a modified version of U-Net based on ResNet18 [7] and pretrained on

ImageNet [17] is chosen. 1x1 convolutions are added before each increase in the number of filters.
To improve the performance and generalization, a batch normalization [10] is also added after
each convolution layer. In this paper, we explore modifications of the loss function, and the use of
non-expert annotation, therefore the network architecture is fixed.

3.2 Loss function
The loss function expresses the learning goal of the network. It influences the accuracy of the
learning. For segmentation models, pixel-wize binary cross-entropy (BCE) loss gives good results
[11]. It is defined in equation (1):

𝐿𝐵𝐶𝐸 (𝑦,𝑦) = −(𝑦 · log(𝑦) + (1 − 𝑦) · log(1 − 𝑦)) (1)

where 𝑦 is the model predicted value for one pixel of the input image, and 𝑦 is the expected
value for the class mask at the same pixel position. It is a binary value and "1" means that the pixel
belongs to the class of this mask. The loss function is computed and averaged over all pixels of the
input image.

A partial annotation at pixel level should used a ternary value to express a positive or negative
annotation, and also an absence of information for this pixel. Unfortunately, only binary mask
are used. Hence, we make the hypothesis that the values "1" are positive samples, but values "0"
are either negative or unknown. However, when using BCE, during training all "0" samples are
considered as negative even if some in reality belong to the class. In practice, we have noticed
that this partial annotation produces unsatisfactory results (see Fig. 4 (c)). Hence we propose the
following solutions:
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3.2.1 Ignoring zero values. This consists simply to ignore "0" value in class mask. Hence we modify
the loss function in equation (2) so that only positive examples are considered during the training:

𝐿𝑃𝐵𝐶𝐸 (𝑦,𝑦) = −(𝑦 · log(𝑦) + (1 − 𝑦) · log(1 − 𝑦)) · 𝑦 (2)

The pixel-wize Positive only BCE (PBCE) loss is the BCE value multiplied by the value of the class
mask at this pixel. As a consequence, we remove from the loss computation all prediction from
pixel corresponding to a "0" on the mask.

3.2.2 Class masks fusion. In this case, we consider annotations from all masks. We make the
hypothesis that each annotated pixel can belong to only one class. Hence, for a given class mask, we
propose to exploit information from other masks in this way: because of the previous hypothesis,
for one "0" value in the class mask which is ambiguous, if this pixel is "1" in an other mask, then it
is no more ambiguous and can confidently be considered as a negative sample.

𝐿𝑀𝐵𝐶𝐸 (𝑦,𝑦,𝑚) = −(𝑦 · log(𝑦) + (1 − 𝑦) · log(1 − 𝑦)) ·𝑚 (3)

𝑚 =𝑚1 +𝑚2 + ... +𝑚𝑛 (4)

The Mask BCE (MBCE) have a new parameter𝑚 which is "1" if the annotation value for this
pixel is "1" in one of the 𝑛 class mask (see equation (4)).

3.3 Adding annotation from non-expert
Another way to disambiguate "0" value on masks is to ask a non-expert to manually localize areas
where one can be sure no pixel belong to any class. In practice, in this work, there are only two
classes: gum and teeth. Annotator have to set a box that visually include both gum and teeth. Hence,
we are sure that outside this box, no pixel can belong to either gum or teeth class. In this way, we
incorporate annotation from non-expert during the training.
Technically, the bounding box is used to automatically create negative samples for the loss

calculation. Indeed, areas outside the bounding boxes can be considered as irrelevant areas and
consequently as negative samples. This detector was used to create a new mask: areas outside of
the bounding box are coded as "1" and areas inside as "0", noted as 𝑏 in equation (5). So, the prior
annotation masks𝑚𝑖 are fused with bounding box mask 𝑏. Then, the loss result is multiplied by
the fused masked as in the equation (3) with this new𝑚 value:

𝑚 =𝑚1 +𝑚2 + ... +𝑚𝑛 + 𝑏 (5)

Fig. 1. Example of bounding box annotation encompassing teeth and attached gingiva (gum)
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4 EXPERIMENTS
4.1 Datasets
Two datasets freely available with partial segmentation annotations has been used: Oral and Dental
Spectral Image Database (ODSI-DB) [9] and Labial Teeth and Gingiva Image Database (LTG-IDB)
[4]. For the LTG-IDB, the annotation of gum and teeth is available for 45 images. For the ODSI-DB,
only photos taken from the front with an annotation containing gum (Attached or Marginal gingiva)
and teeth are used, corresponding to 50 images. The annotation is incomplete: some areas are
completely ignored (e.g., areas at the back of the mouth), others are only partially annotated (e.g.,
the gum near the teeth is not annotated).

One example of image and related annotations from each database are presented in Fig. 2.

Fig. 2. Examples of images and annotations of ODSI-DB and LTG-IDB

4.2 Hyper-parameters
The following hyper-parameters are used to train the networks during the experiments:

• Image size: 512 pixels
• Batch size: 8
• Data augmentation:

– Random rotation (+/- 30 %)
– Random horizontal flip (50% of the time)
– Random Color Jitter: Brightness (+/- 20 %), Contrast (+/- 20 %), Saturation (+/- 20 %)
– Random Blur: 𝜎𝑚𝑖𝑛=0.01, 𝜎𝑚𝑎𝑥=0.2, kernel size=5
– Normalization1:𝑀𝑒𝑎𝑛𝑅𝑒𝑑,𝐺𝑟𝑒𝑒𝑛,𝐵𝑙𝑢𝑒 = (0.57, 0.39, 0.25) 𝑆𝐷𝑅𝑒𝑑,𝐺𝑟𝑒𝑒𝑛,𝐵𝑙𝑢𝑒 = (0.25, 0.21, 0.21).

• Data split: 80% train and 20% test
• Learning rate: .01
• Number of epochs: 50
• Number of repetitions: 5
• Optimizer: Stochastic gradient descent with learning rate=.01, momentum=0.9, and weight
decay=0.0001

All the experiments were carried out on a NVIDIA A6000 48 GB.
1Parameters calculated on ODSI-DB and LTG-IDB datasets.
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4.3 Annotation from non-expert
To reduce the annotation labor for the non-expert, we fine-tuned a pretrained object detection
model (Faster R-CNN [15]) to detect gum and teeth. For this purpose, 100 photos coming from
an internal database have been annotated by a non-expert using label studio [19]. The bounding
boxes have been drawn to encompass the teeth and attached gingiva. An example of annotation is
presented in Fig. 1. The manual annotation of all images takes only 1h.
Then, the fine-tuned model was used to generate bounding boxes only on ODSI-DB (not used

for LTG-IDB dataset as the images contains only teeth and gum).

4.4 Illustration of the process

Fig. 3. Illustration of loss calculation for the "Gum" class

The proposed approaches on loss calculation are illustrated in the Fig. 3. The Fig. 3 (a) describes
the standard BCE pixel-wize loss. The output is the visual result of the network predicting for each
pixel its belonging to the class "Gum". Strong probability of a pixel to belong to this class is shown
as a white value. The last image is the loss result.

In the Fig. 3 (b), the pixel-wize loss result is multiply by the annotation masks (i.e., fusion of gum
and teeth masks, equation (4)) to take into account only annotated areas in the loss computation.

In the Fig. 3 (c), the pixel-wize loss result is multiply by the fusion of annotation masks (equation
(5)) and the annotation from non-expert to remove areas with uncertain information in the loss
computation.
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5 RESULTS
As a baseline, we experiment a segmentation model of gum and teeth using a standard pixel-wize
BCE.

For each experiment, the segmentation performance for the gum class and for the teeth class has
been measured using a Dice score. The mean and standard deviation of the dice scores over the 5
repetitions are presented in the Table 1 (a) and an example of predicted masks for each experiment
is presented in Fig. 4.
The combination of the modified loss with non-expert annotation showed similar results com-

pared to the standard BCE. Nevertheless, these metrics cannot properly evaluate the segmentation
performance because it can only be calculated from available annotations. This approach does not
allow to calculate the performance on un-annotated areas.

Even if the results presented in Fig. 4 showed a qualitative improvement related to the proposed
approaches, the experiments presented above do not allow them to be properly assessed.
To overcome this limit, new experiments were run where 25% of annotation masks have been

randomly masked during the training in order to imitate partial annotation. For this purpose, the
masks are divided in 5 areas of the same size (i.e., top left corner, top right corner, bottom left
corner, bottom right corner, and the center). Then, one of the five areas is randomly masked (i.e.,
the selected values in the mask are set to 0). In this way, it is possible to assess quantitatively the
difference between approaches on annotated areas. The results of these experiments are presented
in Table 1 (b).
The combination of non-expert annotation and class masks fusion allows an improvement of

33% on Gum segmentation, an improvement of 18% on Teeth segmentation.
We also evaluate the influence of pre-training using ImageNet on the best approach. Initializing

the network from weights pre-trained on ImageNet improves performance by 9% for the gum class
and 6% for the teeth class compared to training from scratch.

Fig. 4. Experiment results. Green values correspond to the teeth, Red values correspond to the gum and Black
values correspond to neither
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Table 1. Dice score for each experiment

(a) Original
masks

(b) Masked
masks

Approach Dice
- Gum

Dice
- Teeth

Dice
- Gum

Dice
- Teeth

(1) Standard BCE
(baseline)

.75
(.01)

.79
(.02)

.60
(.02)

.58
(.02)

(2) Ignoring zero values .44
(.01)

.46
(.01)

.44
(.00)

.46
(.00)

(3) Class masks fusion .53
(.00)

.60
(.01)

.53
(.00)

.60
(.01)

(4) Non-expert annotation .75
(.01)

.79
(.01)

.59
(.02)

.58
(.02)

(5) Class masks fusion +
non-expert annotation

.71
(.01)

.78
(.01)

.71
(.01)

.77
(.01)

(6) Class masks fusion +
non-expert annotation
trained from scratch

.67
(.02)

.73
(.01)

.65
(.01)

.73
(.01)

6 DISCUSSION
In this paper, we explored the segmentation of dental images in context of partially annotated data.
For this purpose, some changes in the loss function was explored as well as the exploitation of
non-expert annotation. The combination of these approaches showed a large improvement of the
segmentation performance. Nevertheless, exploiting only the annotated areas without annotation
from non-expert does not improve the Dice score. Indeed, even if we tried to make a fair quantitative
evaluation of the proposed approaches, the evaluation is limited to the quality of original masks.
As presented in Fig. 4, the proposed approaches (e) and (f) allows richer annotation than original
masks (e.g., the teeth are fully segmented compared to (b)). But, the current evaluation cannot
account for these contributions.
Some limitations related to the data must be specified. The available datasets contain mainly

patients with no dental disease or limited diseases. The proposed approaches need to be evaluated
on new patients with potential more important dental problems (e.g., tooth loss, dental prosthesis).
Moreover, in some ways, the quality of images in the datasets is limited. For examples, some pictures
have brightness issues increasing the difficulty in the segmentation. Data augmentation was applied
to improve the network capabilities on these problems.
In the future, the concept could be extended with active learning principle (e.g., [13]). In this

context, the annotation will be iteratively performed: (1) the expert will annotated some areas of
the images, (2) a network will be trained with our method to segment using the partially annotated
images, (3) the expert will manually correct the predictions, (4) the process will be repeated until a
satisfactory result is obtained.

7 CONCLUSION
Building a good medical segmentation tool using machine/deep learning is limited to the availability
of annotated images. When these images exist they are very few and they are not fully annotated,
mainly because annotation has to be done by medical specialist and is very time consuming. In
this paper, we have proposed several solutions to overcome this lack of exhaustive annotation. The
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best solution seems the integrating of external explicit information which is doable by non-medical
specialists. Hence, this paper paves the way for facilitate the segmentation of medical images,
especially in the dental field which has been rarely explored. Future works will aim to extend this
approach from partially annotated data using active learning methods.
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