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Abstract—In this paper, a range based localization method
is proposed for position estimation in three dimensions with
only three measurements. The proposed scheme is based on a
modification of the system to make it globally observable and
a change of coordinates which allows to construct a continuous
time observer. The obtained continuous time observer is further
modified to be able to deal with aperiodic and asynchronous
measurements. The performances of the proposed approach
are illustrated with simulations. It is shown that the proposed
observer performs well even in presence of noise.

Index Terms—High gain observer, multi-rate observers, non-
linear systems, sampled-data observers, range-only localization

I. INTRODUCTION

The problem of positioning, that is reconstructing the
location of an object, has attracted many researchers since
it finds applications in many areas [27], [33], [36]. The
need for position estimation is quite universal, then the
different methods are scattered across many fields. For
example localization using radar has a long standing history
and many researches have been devoted to this problem
[3], [17]. Aerospace engineering is also very demanding,
solutions based on GPS for example can be found in the
literature [9]. More recently many schemes have been
developed for indoor positioning based on ultra wide band
[8], [29] or ultrasonic sound waves [21] for example.
Oceanic engineering is another field where specific solutions
have to be found since GPS cannot be used, in particular
for underwater localization [6], [23]. The development of
communications tools and network, especially wireless
communication has also made the interest for localization
grow [19], [24].

Many localization schemes rely on the use of range-
measurements, since they can be obtained indirectly from
Time Of Arrival or Received Signal Strength for example.
The trilateration problem can be solved explicitly from
algebraic manipulations [18], [30] and exact closed forms
formulas can be obtained [28]. Nevertheless, problems arise
when there are noise and uncertainties. Indeed, in this case a

solution might not exist. Therefore other formulations have
been proposed to find an approximate solution. A way to
formulate this problem is to minimize a criteria, leading to a
nonlinear least square problem or as a maximum likelihood
problem. It has been shown that under some assumptions
these two problems are equivalent for a particular choice
of the least square weights. Since the nonlinear least
square problem cannot be solved explicitly in general, two
directions have been followed. A first way, called direct
method, consists in rewriting the least square problem in an
approximate way so that it can be explicitly solved. The
approximative least square problem can be either a single
objective one [5], [11], [16] or a multi objective one [25],
[32]. A second way is to approximate the solution of the
nonlinear least square problem with iterative methods. A
possible way is to transform the problem so that it can be
solved through an eigenvalue decomposition, whose solution
is found by determining the roots of a high-order polynomial
[7], [15].

A limitation of the previously mentioned methods is
the fact that they are designed for static targets. When
a target is moving, better performances can be obtained
if some knowledge about the dynamics of the target is
used. The difficulties for applying filtering or estimation
techniques mainly come from the fact that the measurements
are nonlinear functions of the state. This prevents direct
applications of classic linear filtering and estimation
techniques. Nevertheless several solutions have been
provided in the literature. Some approaches are based on
Particle filters [20], [26]. Many declinations of Kalman
filters have also been used in the literature. For example, an
extended Kalman filter has been used in [2] for the position
reconstruction of an underwater vehicle. A linear Kalman
filter fed by the estimates provided by a maximum likelihood
approach has been considered in [31]. A generalized Kalman
filter able to deal with multiplicative measurement noises
has been used in [14] and with a generalized iterated
Kalman filter in [13]. The time varying properties of



measurements noise are taken into account in [35] with a
sequential cubature filter. An unscented Kalman filter has
been developped in [22] and a fusion based kalman filter
that allows to deal with measurement uncertainties in [34].

Though these methods may be effective, the solutions
based on Kalman filters suffer several drawbacks. Indeed,
an estimation of the variances of the different noises are
required to tune the algorithm, but they may be difficult to
estimate. The kalman filter needs to be correctly initialized,
indeed, the estimated trajectory may not converge to the
true trajectory if this is not the case. The stability is difficult
to obtain and may be only local, which is mainly due to
the fact that approximations on the nonlinearities are made
up to a certain order depending on the method. Finally,
since the model used is usually discrete, it may be difficult
to deal with aperiodic and asynchronous measurements,
especially if they don’t have a common divisor. For all these
reasons, a deterministic approach based on a continuous
time model may be interesting. But seldom approach exist
mainly because of the high nonlinearities. For example, an
observer has been proposed in [1], where the measurements
are transformed to be linear, but it requires at least 4 range
measurements, and noise cannot be assumed to be additive
anymore. Although more sources lead to a better accuracy
in general, it may not be possible to have too much sources
due to cost or technical reasons, an efficient localization
algorithm for the case where the minimum number of
sources is available is then interesting.

A new scheme is proposed in this paper, which allows to
reconstruct the position of the target in 3 dimensions with 3
range measurements from 3 non aligned sources. It is only
assumed that the side on which the target lies compared to
the plan passing through the three sources is known. The
approach is based on a nonlinear transformation and an high-
gain design. Several contributions have to be emphasized:

i) there is only one tuning parameter with a physical
meaning, rendering the tuning quite simple,

ii) the proposed observer is locally stable,
iii) aperiodic and asynchronous measurements can be natu-

rally considered,
iv) the estimates are in original coordinates and the mea-

surements are not squared, nor transformed before use.

The paper is organized as follows. In section II, the
considered problem is stated. The proposed observer is
described in section III. Section IV contains some simulation
results in order to illustrate the behavior of the proposed
approach. Finally section V concludes this paper.

The following notations will be used throughout the paper.
The zero matrix of dimension n ×m is denoted 0n×m, In
is the identity matrix of dimension n. For a symmetric real
matrix S, its largest and lowest eigenvalues are respectively

denoted λM (S) and λm(S). The euclidean ball of center x ∈
Rn and radius r ≥ 0 is denoted B(x, r) = {x ∈ Rn | ‖x‖ ≤
r}.

II. PROBLEM STATEMENT

The problem considered here consists in reconstructing the
position of a target from three range measurements. More
precisely, one considers here a target located at a position
x = (x1, x2, x3)T ∈ R3 and one assumes that three range
measurements are available:

ri = ‖x− xri‖, i = 1, 2, 3 (1)

=
√

(x1 − xri1 )2 + (x2 − xri2 )2 + (x3 − xri3 )2

where xri ∈ R3 is the known position of the i-th source (a
source can be a radar, a beacon or a buoy for example), and
‖.‖ is the Euclidean norm.
One further assumes that the target is moving. The dynamical
model of the target trajectory is supposed to be as follows:

ẋ(t) = y(t),

ẏ(t) = z(t),

ż(t) = ε(t), (2)

where y ∈ R3 and z ∈ R3 are respectively the speed and the
acceleration of the target. The following assumption is made
on the jerk ε ∈ R3.

Assumption 1: The real function ε(t) is uniformly
bounded, that is there exists δε ≥ 0 such that:

‖ε(t)‖ ≤ δε, ∀t ≥ 0. (3)

Remark 1: The value of the jerk ε is supposed to be
unknown for the observer design, one only assumes that it is
bounded.

In order for the problem to be feasible, one assumes that
the three sources are not on the same line. Since there
are only three sources, they are coplanar and one assumes,
without loss of generality, in the rest of the paper that
xr13 = xr23 = xr33 = 0 which means that their height is
zero.
Since the measurements are symmetrical with respect to the
sources plan, one cannot reconstruct the position from only
three sources in general. But if one assumes that the target
belongs to a known side of the sources plan, then the problem
is feasible (see [18] for more details). The height of the target
is then supposed to be positive and the target is supposed
to be not too close to the sources and to lie in a bounded
space. More precisely, the following assumption is made on
the considered trajectory of the target.

Assumption 2: There exists some positive
constants α, β,Γ ≥ 0 such that the trajectory
x(t) = (x1(t), x2(t), x3(t))T , t ≥ 0 of the target satisfies

(i) x3(t) ≥ α, for all t ≥ 0,

(ii) ‖x(t)− xri‖ ≥ β, for all t ≥ 0,



(iii)

∥∥∥∥∥∥
x(t)
y(t)
z(t)

∥∥∥∥∥∥ ≤ Γ, for all t ≥ 0.

III. MAIN RESULTS

The construction of the proposed observer is split into
different parts. Firstly the system is modified so that it is
globally C2 and observable. Secondly, new coordinates are
considered and the dynamics of the system in these new
coordinates is explicited. Thirdly, a continuous observer is
proposed in the new coordinates and transformed back in the
original coordinates. Finally, the observer is modified to deal
with sampled aperiodic and asynchronous measurements.

A. Modified system

Given assumption 2, it is clear that system (1)-(2) is
observable and C2 on the subspace where the target lies. But
the observer state can go outside of this subspace, during
the transient response or because of noise. The system is
then modified so that it is globally observable and C2 on
the whole state space. Two modifications on the system are
then done.

Firstly, one considers the following additional output

r4 = κ(x3) (4)

where κ : R → R is a C2 function strictly increasing on
(−∞, α) and equal to zero on [α,+∞).

Remark 2: Note that given assumption 2-(i), the target
trajectory satisfy x3 ≥ α, then the value of the output r4

is known and always equal to zero for the system. But it
allows to know if the observer height is positive or negative.
This makes the system globally observable.

Secondly, the first three outputs ri, i = 1, 2, 3 are modified.
Indeed, due to the square root, the output function is not C1

at the points x = xri . The modified output functions are
given by

ri = µ(‖x− xri‖2), i = 1, 2, 3 (5)

where µ : R+ → R+ is an increasing C2 function such that
µ(s) =

√
s for s ≥ β2 and µ′(s) > 0 for all s ∈ R+.

Remark 3: Given assumption 2-(ii), it is clear that the
new output given by equation (5) coincides with the original
output given by equation (1) for the target trajectory.

Remark 4: An explicit possible construction for the func-
tions κ and µ will be given in section IV.

B. Change of coordinates

The modified system used for the observer design is given
by

ẋ(t) = y(t)

ẏ(t) = z(t)

ż(t) = ε(t)

r(t) = φ(x(t)) (6)

which is globally observable, where φ : R3 → R4 is the
function defined as

φ(x) =


µ(‖x− xr1‖2)
µ(‖x− xr2‖2)
µ(‖x− xr3‖2)

κ(x3)

 , x ∈ R3. (7)

Lemma 1: The function φ : R3 → R4 is one to one and
for all x ∈ R3, its Jacobian matrix F (x) = (∂φ/∂x)(x) is
full rank.

Proof 1 (of Lemma 1): The proof is direct and then not
reported here.

The new system of coordinates, r ∈ R4, u ∈ R4, v ∈ R4

is defined as ru
v

 =

 φ(x)
F (x)y
F (x)z

 (8)

Then, in the new coordinates, system (6) can be rewritten as

ṙ = u

u̇ = v + ω1(x, y)y

v̇ = ω2(x, z)y + F (x)ε (9)

with ω1(x, y) = ∂(F (x)y)/∂x and ω2(x, z) =
∂(F (x)z)/∂x. Since φ : R3 → R4 is injective, one can
construct a left inverse φc : R4 → R3, that is, such that

φc (φ(x)) = x, ∀x ∈ R3 (10)

Remark 5: One can explicitly construct a left inverse φc

by using the formulas developed in [18]. Nevertheless, it
will not be explicited here since it is only used for the
design of the observer. Indeed, at the end, the observer is
implemented in the original coordinates x, y, z without the
need for determining φc.

In addition, according to Lemma 1, F (x) is full rank for
each x ∈ R3, then it admits a left inverse. Denoting F+ its
pseudo inverse, one can write

y = F+(φc(r))u (11)
z = F+(φc(r))v (12)

Then, system (9) can be written in the following uniformly
observable form

ṙ = u

u̇ = v + η1(r, u)

v̇ = η2(r, u, v) + η3(r)ε (13)



with η1(r, u) = ω1(φc(r), F+(φc(r))u)F+(φc(r))u,
η2(r, u, v) = ω2(φc(r), F+(φc(r))v)F+(φc(r))u,
η3(r) = F (φc(r)), for which an observer can be designed.

The system (13) can be written in a more compact form as
follow

Ż = AZ + η(Z) +B%(Z)ε (14)

where Z = (rT uT vT )T , η(Z) =
(01×4 η2(r, u)T η3(r, u, v)T )T , %(Z) = η3(r) and

A =

04 I4 04

04 04 I4
04 04 04

 , B =

04

04

I4


C. Observer Design

The proposed observer is based on a high-gain design,
inspired by [10], and is given in the new coordinates by

˙̂
Z = AẐ + η(Ẑ)− θ∆−1

θ K(r̂ − r)
− θM(Ẑ)∆−1

θ K(r̂ − r) (15)

where Ẑ = (r̂T ûT v̂T )T , K = [3I4, 3I4, I4]T , ∆−1
θ =

diag(I4, θI4, θ
2I4), θ ≥ 1,

M(Ẑ) =

 04×3 04×3 04×3

ω̄1(r̂, û)F+(φc(r̂)) 04×3 04×3

ω̄2(r̂, v̂)F+(φc(r̂)) 04×3 04×3

 ∈ R12×9

with ω̄1(r̂, û) = ω1(φc(r̂), F+(φc(r̂))û), ω̄2(r̂, v̂) =
ω2(φc(r̂), F+(φc(r̂))v̂).
While the expression of the observer may seem complicated
in the new coordinates, it simplifies greatly in the original
coordinates. Indeed, using (8) it can be shown that observer
(15) can be expressed as follows in the original coordinates

˙̂x = ŷ − 3θF+(x̂)(φ(x̂)− r)
˙̂y = ẑ − 3θ2F+(x̂)(φ(x̂)− r)
˙̂z = −θ3F+(x̂)(φ(x̂)− r) (16)

This observer has only one tuning parameter, namely θ. The
tuning parameter is directly related to the convergence speed
of the observer. The higher θ is taken, the faster the observer
will converge.

D. Adaptation of the observer for aperiodic discrete-time
measurements

The continuous observer (16) is now adapted in order to
deal with sampled aperiodic measurements. The measure-
ments r1, r2, r3 are supposed to be sampled and aperiodic,
that is, each measurement ri, i = 1, 2, 3, is received at some
discrete instant tik verifying

i) tik < tik+1, k ∈ N,
ii) limk→+∞ tik = +∞,

iii) τmin < |tik+1 − tik| < τmax for all k ∈ N, with τmin

and τmax some constants representing the minimum and
maximum sampling time for the outputs.

The continuous-discrete time observer is inspired by [4] and
given by

˙̂x(t) = ŷ(t)− 3θF+(x̂(t))π̃(t)

˙̂y(t) = ẑ(t)− 3θ2F+(x̂(t))π̃(t)

˙̂z(t) = −θ3F+(x̂(t))π̃(t) (17)
˙̃π1(t) = −3θπ̃1(t), t ∈ [t1k, t

1
k+1)

˙̃π2(t) = −3θπ̃2(t), t ∈ [t2k, t
2
k+1)

˙̃π3(t) = −3θπ̃3(t), t ∈ [t3k, t
3
k+1)

π̃4(t) = φ4(x̂(t))− r4(t)

and

π̃i(t
i
k) = φi(x̂(tik))− ri(tik), ∀k ∈ N, (18)

when a measurement is received.

Remark 6: Note that the output r4 is a virtual output
and then not sampled since its continuous measurements are
available.

Remark 7: An explicit expression of the left-inverse matrix
F+ can be computed off-line since F only depends only
on known parameters. The value of F+(x) then can be
computed based on this expression and no on-line matrix
inversion is required when the observer is running.

Theorem 1: There exists θ∗ ≥ 1 such that for θ ≥ θ∗, there
exists δ > 0 such that for τmax ≤ δ, there exist ε > 0 such
that ∥∥∥∥∥∥

x(t)
y(t)
z(t)

−
 x̂(t)
ŷ(t)
ẑ(t)

∥∥∥∥∥∥ ≤ C1e
−C2t +

C3δε
θ

(19)

if ∥∥∥∥∥∥
x(0)
y(0)
z(0)

−
 x̂(0)
ŷ(0)
ẑ(0)

∥∥∥∥∥∥ ≤ ε, (20)

where C1, C2, C3 > 0 are some constants.

Remark 8: Theorem 1 states that the proposed observer is
locally convergent. Though only local stability is obtained,
it will be shown in the simulation section that the area of
convergence is very large.

Remark 9: As it has been noted before, the tuning pa-
rameter θ is directly related to the convergence speed of
the observer. It therefore has to respect some restrictions.
First, since the design is of high-gain type, θ has to be
taken large enough to dominate the nonlinear terms. Since
the output is discretized, for a given value of θ the maximum
sampling periods may not be taken as small as desired.
Finally, since the convergence is local, the observer may have
to be initialized close enough to the true value of the state
to obtain the convergence, depending on the value of θ (but
as it will be shown in the simulation section this point is not
very restrictive in practice).

The following technical lemma will be used in the proof
of the Theorem.



Lemma 2: Let f : [−τ,+∞)→ R+ be a C1 function such
that ḟ(t) ≤ −a1f(t) + a2 supt−τ≤σ≤t f(σ) + a3 for t ≥ 0
and if a1 > a2 > 0, then one has f(t) ≤ b1e

−b2t + a3
a1−a2 ,

with b2 the solution of b2 − a1 + a2e
b2τ = 0 and b1 >

supt−τ≤t≤0 f(t).

Proof 2 (Lemma 2): Lemma 2 is a direct extension of the
Lemma p. 378 in [12] and the proof is then not detailed here.

Proof 3 (Theorem 1): The stability analysis is done in the
coordinates (r, u, v) and can be transposed in a straightfor-
ward way in the original coordinates since the convergence
is established on a compact set and the change of coordinates
is locally Lipschitz.
The proof is split into three parts. In the first part, the
dynamics of the error is given and new coordinates are
considered which are more adapted to the stability analysis.
In the second part, a candidate Lyapunov function is given
and an over-valuation of its derivative is obtained. Finally, in
the last part the obtained over-valuation is used to show the
stability of the error system.
Part 1
Let us denote r̃ = r̂−r and e = Ẑ−Z, then the error system
is given by

ė = Ae− θ∆−1
θ Kr̃ + θ∆−1

θ K(r̃ − π̃)

− θM(Ẑ)∆−1
θ Kr̃ + θM(Ẑ)∆−1

θ K(r̃ − π̃)

+ (η(Ẑ)− η(Z))−B%(Z)ε (21)

One now considers the classical high-gain coordinates ē =
∆θe, which gives

˙̄e = θ(A−KC)ē+ θK(r̃ − π̃)

− θ∆θM(Ẑ)∆−1
θ K(Cē− (r̃ − π̃))

+ ∆θ(η(Ẑ)− η(Z))− 1

θ2
B%(Ẑ)ε (22)

by using the equalities ∆θA∆−1
θ = θA, C∆−1

θ = C and
∆θB = 1

θ2B.
Part 2
Let us define the candidate Lyapunov function as V (ē) =
ēTSē, with S the positive definite matrix solution of the
equation S + ATS + SA − CTC = 0. The derivative of
V (ē) is given by

V̇ (ē) = θēT ((A−KC)TS + S(A−KC))e

+ 2ēTS∆θ(η(Ẑ)− η(Z)) + 2θēTSK(r̃ − π̃)

− 2θēTS∆θM(Z)∆−1
θ K(Cē− (r̃ − π̃))

+ 2θēTS∆θ(M(Z)−M(Ẑ))∆−1
θ K(Cē− (r̃ − π̃))

− 2ēTS

(
1

θ2
B%(r)ε

)
(23)

Noticing that K = S−1CT , using the Cauchy-Schwarz

inequality and the Rayleigh quotient yields

V̇ (ē) ≤ −θV (ē) + 2
√
λM (S)

√
V (ē)‖∆θ(η(Ẑ)− η(Z))‖

+ 2θ
√
λM (S)‖K‖

√
V (ē)‖r̃ − π̃‖

+ 2
√
λM (S)

√
V (ē)‖θ∆θM(Z)∆−1

θ ‖ ‖K‖
× (‖Cē‖+ ‖r̃ − π̃‖)

+ 2
√
λM (S)

√
V (ē)‖θ∆θ(M(Z)−M(Ẑ))∆−1

θ ‖
× ‖K‖ (‖Cē‖+ ‖r̃ − π̃‖)

+
2

θ2

√
λM (S)

√
V (ē)‖B‖ ‖%(Z)‖ ‖ε‖ (24)

Using the fact that ‖B‖ = ‖C‖ = 1, the following inequality
(which can be obtained by following the same steps as in [4])

‖r̃(t)− π̃(t)‖ ≤ θ√
λm(S)

∫ t

t−τmax

√
V (ē(s))ds (25)

and denoting σ(S) = λM (S)/λm(S) leads to

V̇ (ē) ≤ −θV (ē) + 2
√
λM (S)‖∆θ(η(Ẑ)− η(Z))‖

√
V (ē)

+ 2θ2
√
σ(S)‖K‖

√
V (ē)

∫ t

t−τmax

√
V (ē(s))ds

+ 2
√
σ(S)‖K‖ ‖θ∆θM(Z)∆−1

θ ‖V (ē)

+ 2θ
√
σ(S)‖K‖ ‖θ∆θM(Z)∆−1

θ ‖

×
√
V (ē)

∫ t

t−τmax

√
V (ē(s))ds

+ 2
√
σ(S)‖K‖ ‖θ∆θ(M(Z)−M(Ẑ))∆−1

θ ‖V (ē)

+ 2θ
√
σ(S)‖K‖ ‖θ∆θ(M(Z)−M(Ẑ))∆−1

θ ‖

×
√
V (ē)

∫ t

t−τmax

√
V (ē(s))ds

+
2

θ2

√
λM (S)

√
V (ē)‖%(Z)‖ δε (26)

Then, there exists constants k1, . . . , k7 ≥ 0 independent of θ
such that

d

dt
(
√
V (ē)) ≤ V̇ (ē)

2
√
V (ē)

(27)

≤ −θ
2

√
V (ē) + k1‖∆θ(η(Ẑ)− η(Z))‖

+ θ2k2

∫ t

t−τmax

√
V (ē(s))ds

+ k3‖θ∆θM(Z)∆−1
θ ‖
√
V (ē)

+ θk4‖θ∆θM(Z)∆−1
θ ‖

∫ t

t−τmax

√
V (ē(s))ds

+ k5‖θ∆θ(M(Z)−M(Ẑ))∆−1
θ ‖
√
V (ē)

+ θk6‖θ∆θ(M(Z)−M(Ẑ))∆−1
θ ‖

×
∫ t

t−τmax

√
V (ē(s))ds

+
k7

θ2
‖%(Z)‖δε (28)

One can prove that the following inequalities holds, with
L1, L2, L3, L4 constants independant of θ,



(i) ‖∆θ(η(Ẑ)− η(Z))‖ ≤ L1‖e‖, ∀Z, Ẑ ∈ B(0, 2Γ),

(ii) ‖θ∆θM(Z)∆−1
θ ‖ ≤ L2, ∀Z ∈ B(0,Γ),

(iii) ‖θ∆θ(M(Z) − M(Ẑ))∆−1
θ ‖ ≤ L3‖e|, ∀Z, Ẑ ∈

B(0, 2Γ),

(iv) ‖%(Z)‖ ≤ L4, ∀Z ∈ B(0, 2Γ),

with classical high gain techniques (as in [10] for example),
since η is lower triangular and M strictly lower triangular
and both functions are locally Lipschitz.
Then, using inequalities (i), (ii), (iii) and (iv) with inequality
(28) gives the existence of k̄1, . . . k̄7, independent of θ, such
that

d

dt
(
√
V (ē)) ≤ −θ

2

√
V (ē) + (k̄1 + (k̄3 + k̄5)‖e‖)

√
V (ē)

+ θ(θk̄2 + (k̄4 + k̄6)‖e‖)
∫ t

t−τmax

√
V (ē(s))ds

+
k̄7

θ2
δε (29)

Taking θ ≥ 1 such that θ/8 ≥ k̄1, e ∈ B(0, 1/(8(k̄3 + k̄5))),
there exists K1 and K2, independent of θ, such that

d

dt
(
√
V (ē)) ≤ −θ

4

√
V (ē) + θ2K1τmax sup

t−τmax≤s≤t

√
V (ē(s))

+
K2

θ2
δε (30)

Note that inequality (30) is valid for Ẑ, Z ∈ B(0, 2Γ) and for
e ∈ B(0, 1/(8(k̄3 + k̄5))). In the next part, we show that if
the observer error e is initialized such that ‖e‖ is sufficiently
small, then Ẑ stay in B(0, 2Γ) and ‖e‖ decreases.
Without loss of generality, one assumes that Γ ≥ 1/(8(k̄3 +
k̄5)), then if one ensures that e stays in B(0, 1/(8(k̄3 + k̄5))),
this automatically guarantees that Ẑ ∈ B(0, 2Γ), since Z ∈
B(0,Γ) by assumption.
Part 3
It can be seen that since inequality (30) is valid for e ∈
B(0, 1/(8(k̄3 + k̄5))), then inequality (30) is valid on the
whole set{

e ∈ R12|
√
V (ē) ≤

( √
λm(S)

8
(
k̄3 + k̄5

) 1

θ2

)}
(31)

since ‖e‖ ≤ θ2√
λm(S)

√
V (ē).

Take τmax ≤ 1/(8θK1), θ ≥
(

128(k̄3+k̄5)K2√
λm(S)

)
δε and assume

that e is initialized such that
√
V (e(s)) <

( √
λm(S)

16(k̄3+k̄5)
1
θ2

)
for s ∈ [−τmax, 0], then applying lemma 2 with a1 = θ/4,
a2 = θK1τmax and a3 = (K2δε)/θ

2 gives√
V (ē(t) ≤ b1e−b2t +

a3

a1 − a2
(32)

with b1 =

( √
λm(S)

16(k̄3+k̄5)
1
θ2

)
. It can be directly seen that e

always belong to the set defined by (31) since b1 + a3
a1−a2 ≤

(√
λm(S)

8(k̄3+k̄5)
1
θ2

)
.

Finally, noticing that ‖e‖ ≤ θ2√
λm(S)

√
V (ē) ends the proof.

IV. SIMULATION RESULTS

The performances of the proposed observer are now il-
lustrated with simulations. One assumes that three sources
positions are known and located at

xr1 = (500, 500, 0)T

xr2 = (500, −500, 0)T

xr3 = (−500, 500, 0)T

The target is supposed to follow a circular trajectory in the
(x1, x2) plan with a height varying between 400m and 600m
(see figure 3).
The minimum value for the height is considered to be equal
to α = 10m and the trajectory is at least at a distance of
β = 10m of the sources.
The function µ(s) is equal to the square root for s ≥ α2

and equal to a polyomial of order 5 on [0, α2], such that
µ(0) = 0, µ′(0) = 1, µ(α−) = µ(α+), µ′(α−) = µ′(α+),
µ′′(α−) = µ′′(α+). The computed function µ is depicted on
figure 1.
The function κ(s) is equal to zero for s ≥ β, it is linear,
with a slope Sκ, for low values and a polynomial of order
5 between the linear part and the zero value, making a C2

connection. The function κ is then linear with a slope Sκ
for s ≤ β − 10Sκ, equal to −50Sκ at the point β − 10Sκ,
then equal to a polynomial of order 5 making the function
κ C2 and then equal to zero for s ≥ β. The corresponding
function with a slope of Sκ = 10 is depicted on figure 2.
The matrix F (x) is equal to

F (x) =


2µp1 (x1 − 500) 2µp1 (x2 − 500) 2µp1 (x3)
2µp2 (x1 − 500) 2µp2 (x2 + 500) 2µp2 (x3)
2µp3 (x1 + 500) 2µp3 (x2 − 500) 2µp3 (x3)

0 0 κp


with µpi = µ′(‖x−xri‖2), i = 1, 2, 3 and κp = κ′(x3). The
Moore-Penrose inverse F+ of matrix F has been computed
with the help of the symbolic Matlab toolbox.
For all the simulations, the observer is initialized at 0 for
the position, speed and acceleration, except for x̂3 which is
initialized at −100 to prove the effectiveness of the proposed
approach.

A first set of simulations has been done with θ = 1.5,
τmin = 50ms and τmax = 60ms and are depicted on
figures 3 and figure 4. It can be seen that despite the fact
that the initialization of the observer is far away from the
correct one, it converges to the true values. Furthermore, the
residual error due to the unknown jerk is very small.

A second set of simulations has been done, but this time
with noise on the measured outputs, with the same parameters
as in the first set of simulations. The measured outputs and



Fig. 1: Function µ

Fig. 2: Function κ

their estimated values are depicted on figure 6. The true
position of the target and its estimation are reported on
figure 5. It can be seen that despite an important noise, the
estimation remains quite accurate.

V. CONCLUSION

In this paper a nonlinear observer has been proposed
that allows the reconstruction of the position of a target
in three dimensions from three range measurements. The
range measurements are sampled and the sampling instants
are asynchronous and each range measurement sampling
is independent from the other range measurements. The
proposed scheme is based on a modification of the system,
which render the system globally observable, and a nonlinear
transformation. Local convergence is further ensured theoret-

Fig. 3: Trajectory and estimation in 3 dimension without
noise

(a) x1

(b) x2

(c) x3

Fig. 4: Trajectory of the target and its estimates without noise

(a) x1

(b) x2

(c) x3

Fig. 5: Trajectory of the target and its estimates with noise

ically.
The performances of the observer have been assessed with
simulations. It is shown to behave well even in the presence
of noise and it converges even with an initialization of the
estimates that is far from the correct value.
Future works will focus on the case of more than three range
measurements and the modification of the observer to obtain
semi-global stability.



(a) r1

(b) r2

(c) r3

Fig. 6: Measured and reconstructed outputs with noise
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