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Abstract 

Advanced fluorescence imaging techniques such as single-molecule localization microscopy (SMLM) 

fundamentally rely on the photophysical behavior of the employed fluorophores. This behavior is generally 

complex and impacts data quality in a subtle manner. A simulation software named SMIS (Single-Molecule 

Imaging Simulator) is introduced that simulates a widefield microscope and incorporates fluorophores with 

arbitrarily complex photophysical properties. With SMIS, intricate data collection schemes combining 3D, 

multicolor, single-particle-tracking or quantitative SMLM can be implemented virtually and the influence of 

imaging and environmental parameters evaluated. 

 

Main text 

Single Molecule Localization Microscopy (SMLM) has become a central tool to decipher the mechanisms of 

life at the nanoscale1. It is now well established that the successful application of SMLM techniques such as 

Photoactivated Localization Microscopy (PALM), Stochastic Optical Reconstruction Microscopy (STORM) or even 

Point Accumulation in Nanoscale Topography (PAINT) relies on the proper photophysical behavior of the 

employed fluorophores, notably when quantitative information is sought, for example in the case of single-

particle-tracking2 or oligomer counting experiments1. In general, the results provided by many advanced 

fluorescence imaging methods may be severely biased by poorly controlled fluorophore phototransformations.  

Several simulation packages have been developed in the last years to aid in setting up and interpreting SMLM 

experiments3–8. However, only relatively simplistic descriptions of fluorophore photophysics have been used, 

generally based on 3- or 4-state models (typically an inactive state, an active state, a dark state and a bleached 

state). While simulations obtained with these packages are extremely useful to describe many experimental 

cases and reproduce some of the artifacts commonly observed in SMLM, they do not incorporate the genuine 

photophysical behavior of the employed fluorophores. Moreover, they do not allow to thoroughly investigate 

how a fluorophore responds to specific imaging or environmental parameters employed for data collection. 

Recently the “Virtual SMLM” software has been introduced, which partly addresses this problem9. Yet, the 

photophysical complexity of the fluorophores and their spectral response to light or environmental conditions is 

not fully incorporated so that crosstalk effects or e.g. pH- or triplet-state-dependent mechanisms10,11 cannot be 

addressed. More generally, biologists seeking to predict data quality for a planned experiment with specific 
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fluorophores and imaging conditions, chemists interested in the design of new dyes or studying their 

photophysical behavior, and physicists aiming at improved data acquisition schemes would benefit from the 

possibility to simulate their experiments, models or schemes in silico and confront the outcome with real data. 

A tool to do so has been lacking thus far. 

Here I introduce SMIS (Single Molecule Imaging Simulator) a package able to simulate a wide variety of SMLM 

experiments with arbitrarily complex photophysical behavior of the fluorophores. Central to SMIS is the 

computation of the photophysical state of each fluorophore with sub-frame time-resolution in response to any 

data acquisition scheme specified by the user, possibly including multiple lasers. Evolution of the photophysical 

state is based on a thorough description of fluorophores that includes spectral data of photoactive states and 

photo- or thermally-induced transformations between all states. Beyond the description of fluorophore 

photophysics, SMIS incorporates a virtual widefield microscope, able to operate in multicolor, 3D and single-

particle tracking mode (Methods). To highlight the potential of SMIS, I present below four different applications 

where fluorophore photophysics are shown to influence SMLM data in a complex manner. 

The first application aims at investigating how green-state photophysics of the green-to-red photoconvertible 

fluorescent protein (FP) mEos4b affects the quality of PALM images. Nuclear pore complexes (NPCs) are virtually 

labeled in 2D with 32 mEos4b molecules fused to Nup96 nucleoporins, assuming a FP maturation level of 90%. 

A mEos4b model comprising 10 photophysical states is employed12 (Fig. 1A, Supplementary Table S1), with each 

of the fluorescent green or red states (anionic chromophore) being in rapid equilibrium with their nonfluorescent 

(neutral chromophore) counterparts. Sample consisting of 100 NPCs were submitted to data acquisition 

protocols (Supplementary Table S2) similar to that recently described13. An example of ground-truth 

photophysical data generated by the SMIS data-analysis tool is shown in Supplementary Fig. S1. The retrieved 

SMLM images upon processing the SMIS-generated image stacks are shown on Fig. 1B. Correlations between 

those images and a ground-truth image assuming 100% labeling efficiency of Nup96 are shown in Supplementary 

Fig. S2 and Fig. 1D. In comparison to a case where green-state photophysics are deliberately omitted while red-

state photophysics are included (Fig. 1B, Panel 1), the quality of the image obtained at 3.5 kW/cm² 561-nm laser 

power density when green-state photophysics are considered is reduced (Fig. 1B, Panel 2), with a number of 

Nup96 sites clearly missing, similar to what was observed experimentally with the protein mMaple13. Of note, 

~10 % of green-to-red photoconversion events resulted from readout photoconversion induced by the 561-nm 

laser (Supplementary Fig. S3). Contrary to expectations based on ensemble-level calculations (Fig. 1C), reducing 

the 561-nm laser power-density to 0.5 kW/cm² produced a degraded image (Fig. 1B, Panel 3). Despite the 

superior photoconversion efficiency at low intensity (Fig. 1C, Fig. 1F), the lower quality of the image originates 

from both reduced localization precision (Fig. 1E) and longer on-times of individual mEos4b molecules that 

induced a higher localization density throughout data collection resulting in more mislocalizations 

(Supplementary Fig. S4B). In contrast, the superior quality of the NPC image obtained at 3.5 kW/cm² (Fig. 1B, 

Panel 2), despite only ~60% photoconversion efficiency, benefits from the fact that NPCs are composed of two 

layers of nearly superposing, indistinguishable molecules, compensating for the strong green-state bleaching of 

mEos4b molecules at this high laser power density. SMIS also allowed investigating the influence of pH on the 
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retrieved NPC image quality and to study the possible interest of using Fermi profiles14 of the 405-nm laser to 

better distribute localizations throughout data collection. The results are described in Supplementary Text 1 (Fig. 

1, Supplementary Fig. S4-S5). 

 

Fig. 1 PALM SMIS simulations of mEos4b-labeled Nup96 in the Nuclear Pore Complex. (A) Employed photophysical model of 

mEos4b. For both green and red mEos4b, the fluorescent state (anionic chromophore) is in rapid equilibrium with a 

nonfluorescent state (neutral chromophore). Each colored state can transition to two reversible dark state and one 

nonreversible bleached state. Dark states may also transition to bleached states. (B) Predicted green-to-red photoconversion 

efficiency and green-state photobleaching as a function of readout laser intensity. The decay of the green-state population 

and the rise of the red-state and bleached populations are shown in green, red and black, respectively. Curves are shown 

when green-state photophysics is neglected (plain lines), or when it is considered with 3.5 kW/cm² (dashed lines) or 0.5 

kW/cm² (dotted lines) readout laser power density, respectively. (C) Rendered NPC images (normalized Gaussian) obtained 

upon processing of SMIS-generated data for various scenarios. Detailed parameters are given in Supplementary Table S2. 

Green-state photophysics is not considered in the simulation of Panel 1, shown as a reference case. (D) Correlation 

coefficients between rendered images and a ground-truth NPC image with 100% labeling efficiency. (E) Median merged 

localization precision retrieved upon processing the SMIS-generated image stacks. Error bars where computed by splitting 

3.5 kW/cm², pH 7.5 0.5 kW/cm², pH 7.5 3.5 kW/cm², pH 8.5 3.5 kW/cm², pH 6.5Reference

0.5 kW/cm², long Fermi 3.5 kW/cm², short Fermi3.5 kW/cm², long Fermi0.5 kW/cm², pH 8.5 0.5 kW/cm², pH 6.5
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the dataset in three subsets along time and calculating standard deviations between the subsets.  (F) Ground-truth 

photoconversion efficiency. 

The example above shows that SMIS simulations have the potential to hint at optimal SMLM data collection 

strategies. Moreover, experimental data deviating from SMIS predictions could be used to refine the employed 

photophysical model, serving to increase knowledge on fluorescent protein photophysics. 

In the second application, SMIS is used to simulate pseudo two-color PALM experiments employing a 

combination of so-called “primed-photoconversion” with the fluorescent protein Dendra2 and regular 

photoconversion with mEos4b or photoactivation with PAmCherry10,15,16. In such experiments, primed-

photoconversion of Dendra2 is first obtained by simultaneous illumination with “priming” light at 488 nm and 

red-shifted light at 730 nm (“priming phase”), and regular photoconversion of mEos4b or PAmCherry is 

subsequently obtained with 405 nm laser light (“UV-phase”)(Supplementary Table S4). The photoconversion 

priming mechanism in Dendra2 and other engineered priming variants17 was proposed to involve excitation of 

the anionic green-state chromophore at 488 nm, followed by intersystem crossing to a long-lived triplet state15 

which would then be excited by far-red light to finally generate the red-emitting chromophore by a yet unknown 

photochemical process. Although two-color PALM imaging based on primed photoconversion was recently 

demonstrated to be successful experimentally15,16, potential caveats such as premature photobleaching or 

residual photoconversion of the non-priming partner by 488-nm light were not quantified. Such quantification 

can be investigated with SMIS, as shown in Fig. 2. Here, a photophysical model of Dendra2 comprising 12 states 

was employed (Fig. 2A, Supplementary Table S3)18, including 2 triplet states accessible from either the green or 

the red chromophore. The virtual sample was based on a neuronal cell, randomly decorated with 5000 of each 

fluorescent proteins, assumed to exhibit a maturation efficiency of 0.9 (Fig. 2C and Supplementary Fig. S6). The 

FP-labeled targets were assumed to colocalize within a 5 nm radius. An exemplary trace of a Dendra2 molecule 

experiencing primed photoconversion is shown in Fig. 2B, demonstrating the complex photophysical trajectory 

typically followed until photobleaching in the red state. With the chosen photophysical parameters and 

experimental set up, it can be seen that, as compared to the ground-truth reference, the mean coordinate based 

colocalization (CBC) and nearest neighbor distance (NND) retrieved upon processing of the SMIS-generated data 

are significantly degraded (Fig. 2E and Supplementary Fig. S7). The clear but non-optimal colocalization in the 

case of the Dendra2/mEos4b pair is apparent in Fig. 2D (see also Supplementary Fig. S6). Fig. 2F shows that the 

origin of the non-ideal colocalization mostly lies in incomplete photoconversion efficiency due to photobleaching 

in the green state, with a slight contribution from crosstalk errors due to readout photoconversion of the non-

priming partner during the priming phase. Further comparison between the photophysical behaviors of mEos4b 

and PAmCherry in the described experiment are discussed in Supplementary Text 2 (Fig.2, Supplementary Fig. 

S6-S9) 

The example above shows that SMIS is a useful tool to investigate the photophysical origin of nonideal data, 

and notably crosstalk effects, obtained from complex multicolor SMLM experiments.  
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Fig. 2 SMIS simulations of pseudo 2-color PALM imaging using primed photoconversion. (A) Employed photophysical model 

of Dendra2. In addition to the photophysical states described for mEos4b (Fig. 1), triplet states accessible from both the green 

and red states are considered. (B) Example of a Dendra2 time trace showing the sequentially visited photophysical states. 

The inset shows that conversion to the red state goes via the triplet state through primed photoconversion. (C) Rendered 2 

color image (green: mEos4b, red: Dendra2) following priming phase and UV phase illumination schemes. Area within the 

white square is enlarged in (D) for inspection of colocalization events.  (E) Mean coordinate based colocalization (CBC) and 

mean nearest neighbor distance for the various fluorescent protein pairs tested. Error bars show standard deviation for n=3 

simulations. (F) Ground truth photoconversion efficiency of the different fluorescent proteins tested during priming phase 

(left) or UV phase (right). NGS: no green state photophysics considered; GT: ground truth.  

In the third application, I aimed to investigate whether a recently proposed photocycle of Cy519 properly 

accounts for the experimental dependence on laser power-density of dSTORM data acquired with the closely 
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related dye Alexa64711. Based on titration experiments, a nonlinear photobleaching effect of Alexa647 was 

reported, resulting in a reduced effective labeling efficiency of the NPC-Nup96 when the level of red light was 

raised. Here, the photophysical model of Cy5, described in Fig. 3A, comprises the fluorescence state, the s-lived 

triplet state T1, the long-lived sulfur-adduct state RS- (the main dark state in dSTORM), as well as ms-lived radical 

anionic and cationic states that can be accessed through T1. All these states can photobleach or interconvert 

through light-induced or thermal processes as reported by Gidi et al19. The cis-state was however not included 

in the scheme, as cis-trans isomerization is a very rapid process that can be considered as a non-radiative 

relaxation pathway lowering the fluorescence quantum yield of Cy5. Absorption spectra, interconversion rates 

and quantum yields were taken from Gidi et al19, according to the experimental conditions used in both studies 

(no oxygen, mercaptoethanol concentration = 143 mM, pH 8) (Supplementary Table S5-8, Supplementary Fig. 

S10). In this application, NPCs were simulated in 3D. A first titration experiment was performed with SMIS 

(Supplementary Table S9), and representative rendered images collected at 6.4 and 480 kW/cm² of 647 nm light 

are shown in Fig. 3B. A three-dimensional view of an NPC reconstructed from SMIS data generated with an 

astigmatic point spread function shows the capability of SMIS for 3D simulations (Fig. 3C). The images of Fig. 3B 

are in line with the expected lower quality of the reconstruction at the higher power density. Photobleaching 

quantum yields from the fluorescent and the triplet state (which, to the author’s knowledge, have not been 

reported experimentally) were adjusted to match the experimentally observed labeling efficiency of dSTORM 

data at the two laser power densities, providing values of ~5×10-7 and5×10-3, respectively. Fig. 3D shows the 

evolution of the photophysical state’s populations during the first 1000 frames of the two simulations (discarded 

in the reconstructed dSTORM images11), using the ensemble simulation tool of SMIS. At 480 kW/cm² of 647 nm 

laser light, the populations of the triplet state, and to a lower extent of both the anionic and cationic radical 

states quickly exceed that of the fluorescence state. As a consequence, intense photobleaching occurs at the 

early stage of data collection, affecting close to ~60% of the Alexa647 population after 1000 frames, to be 

compared with ~20% at 6.4 kW/cm². Yet, the single-molecule simulated data (Fig. 3E-F, plain lines) are only 

partially in line with the experimental data of ref11 (Fig. 3E-F, dashed-dotted lines) (Supplementary Text 3, 

Supplementary Fig. S11-S12).  Aiming at a better matching of the simulated and experimental data, we used 

SMIS to guide further refinement of the Cy5 photophysical model of ref11 notably in view of the possible influence 

of cellular environment (Supplementary Text 3, Fig. 4, Supplementary Fig. S12). The results suggest that in 

addition to T1, a long-lived (ms) dark state yet to be identified is likely involved in controlling Cy5 photobleaching 

under dSTORM conditions. Hints towards the existence of such a state has been provided experimentally20,21. 

The application above shows that SMIS can be a powerful tool to assess and refine the subtle photophysical 

behavior of fluorescent dyes and even guide future mechanistic investigations. 
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Fig. 3 dSTORM SMIS simulations of the Nuclear Pore Complex to investigate Cy5 photophysics. (A) Employed photophysical 

model of Cy5. T1: triplet state; B: bleached state; RS-: sulfur anion adduct; R+: radical cation; R-: radical anion; kT: thermal 

relaxation; rainbow arrow: light sensitivity (B) rendered NPC’s using 6.4 kW/cm² (left)  or 480 kW/cm² (right) 647-nm laser 

power density. Scale bar: 100 nm. (C) 3D view of a reconstructed NPC (color map encodes position along optical axis, scale 

bar: 100 nm). (D) Ensemble SMIS simulations showing the evolution of fractional populations of all photophysical states at 

6.4 kW/cm² (left)  or 480 kW/cm² (right) 647-nm laser power density. (E) Measured labeling efficiency (SMIS data, blue; 

experimental data, dark blue), and number of localizations per fluorophore (SMIS data, orange; experimental data, red), as a 

function of the used 640 nm laser power density. Experimental data were taken from ref11. Error bars for SMIS data show 

standard deviation for n=3 simulations. Plain lines: results using photophysical values of ref19; Dashed lines: corrected 

photophysical values (see text) (F) Measured localization precision and number of photons per localization. Color and line 

coding identical to (E). 

The fourth application involves single-particle-tracking PALM (sptPALM), and seeks to investigate how 

fluorophore photophysics as well as exchange kinetics and molecular confinement may influence accurate 

retrieval of diffusion coefficients and exchange rates between populations of diffusing molecules. We consider 
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the scenario depicted in Fig. 4A, inspired from the recent study by Stracy et al22 of nucleoid associated proteins 

(NAPs) diffusion dynamics in E. coli. Here, NAPs are assumed to slowly exchange between a tightly DNA-bound 

state and a searching state which is itself a combination of rapidly exchanging freely-diffusing and weakly DNA-

bound states. SptPALM data were generated with SMIS considering a virtual 3D sample made of 100 randomly 

oriented bacteria (Fig. 4B, Supplementary Fig. S13A). The bacteria were assumed to generate slowly bleaching 

fluorescence background (Supplementary Fig. S13B). The NAPS were labeled with either mEos3.2 or PA-JF54923, 

assuming that this photoactivatable dye can be successfully targeted to the bacterial nucleoid to bind e.g. a 

HaloTag-NAP construct. The photophysical properties of the fluorophores where derived from ref23  

(Supplementary Table S10-11). The study was also aimed at evaluating the potential benefit of using weak 488 

nm light in addition to standard 561 nm and 405 nm illumination to increase the tracklengths of mEos3.2-labeled 

molecules24. Data collection parameters were set essentially as in Stracy et al22 (Supplementary Table S12), 

except that a stroboscopic mode was employed to reduce temporal averaging25 (Supplementary Fig. S13C). Care 

was taken in adjusting the activation light (405 nm) to achieve stringent localization sparsity, ie ~80% of the tracks 

not overlapping in time with other tracks in single nucleoids. Using Trackit26 and UTrack27 the expected significant 

difference in average tracklength between the 2 types of fluorophores was observed (Supplementary Fig. S13D). 

However it could be seen that the fidelity of track reconstruction only reached about 80% (Supplementary Fig. 

S14), which is mostly assigned to the difficulty in disentangling crossing tracks within a highly-confined volume. 

Next, apparent individual diffusion coefficients based on mean jump distances from tracks containing at least 5 

localizations were calculated as described in Stracy et al22, and histograms were produced (Fig. 4C) from which 

fractional populations and associated overall apparent diffusion coefficients could be fitted28. Based on 

calibration data (Supplementary Fig. S13E), and correcting for localizations uncertainties, unbiased diffusion 

coefficients and populations of the 3 involved states where finally derived and compared with the ground truth 

(see Methods) (Fig. 4D). Interestingly it can be seen that the retrieved diffusion coefficients for the population 

of searching NAPs are underestimated relative to the ground truth, although the effect is slightly less pronounced 

for PA-JF549.  As a consequence, the relative populations of free and weakly DNA-bound molecules are also 

incorrectly estimated. Further simulations show that this essentially results from the distortion of the apparent 

diffusion coefficient histogram (Fig. 4C) in the presence of both kinetic exchange and confinement 

(Supplementary Fig. S15).  

Next we attempted to extract the slow exchange rates between the tightly DNA-bound and the searching 

states using vbSPT29. Imposing a 2-state model in vbSPT allowed accurate retrieving of unbiased diffusion 

coefficients and populations (Fig. 4E). Interestingly, the accuracy of the recovered exchange rates (Fig. 4F) was 

slightly better for mEos3.2 in the presence of 488 nm light and significantly better for PA-JF549, showing the 

advantage of longer tracks even though the number of tracks was lower in PA-JF549 datasets as compared to 

mEos3.2 datasets. However when the number of diffusing states was not specified in vbSPT, a 3-state model was 

found (Supplementary Fig. S16A), with exchange rates significantly departing from the ground truth values, 

suggesting that vbSPT was biased by the strong confinement. Further simulations in which exchange kinetics 

were suppressed confirmed that this was indeed the case (Supplementary Fig. S17A). To attempt overcoming 

the 3-state-model bias due to confinement, SMIS simulations were repeated with a 5 ms total frametime. This 
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time, a 3-state-model bias was observed due to the fast exchange process (Supplementary Text 4, Supplementary 

Fig. S17-S19). Overall, the results suggest that collecting data with both frametimes is advisable, because 

consistent data are only produced for a 2-state model, strongly arguing in favor of such model. 

 

Fig. 4 sptPALM SMIS simulations of mEos3.2- or PA-JF549-labeled NAPs diffusing within the nucleoid of E. coli bacteria.  (A) 

Employed model of NAP dynamics. (B) 3D view of the bacterial field used as the virtual SMIS sample. (C) Histogram of 

apparent diffusion coefficients from a mEos3.2 sample calculated from mean jump distances using 5-frames subtracks (blue), 

and fitted 2-state model (red). (D) Unbiased diffusion coefficients (upper panel) and diffusion state’s occupancies (lower 

panel) recovered from MJD’s-derived diffusion coefficients for mEos3.2 in the absence (blue) or presence (cyan) of 488 nm 

light, and for PA-JF549 (green). Ground truth values are shown as dashed red lines. (E) Unbiased diffusion coefficients (upper 

panel) and diffusion state’s occupancies (lower panel) recovered from vbSPT-derived diffusion coefficients. Color coding as 
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in (D). (F) Slow exchange rates recovered from vbSPT, for mEos3.2 in the absence (red) or presence (orange) of 488 nm light, 

and for PA-JF549 (yellow). 1  2: Tight DNA-bound state to searching state; 2  1: Searching state to tight DNA-bound state.   

The application above shows that SMIS can be a useful tool to investigate intertwining effects between 

complex diffusion dynamics, data acquisition scheme and fluorophore photophysics in single-particle-tracking 

experiments. 

The 4 examples presented above demonstrate that SMIS is able to simulate a wide variety of complex single-

molecule imaging scenarios, highlighting subtle behaviors that are not straightforward to extract from real 

experiments, but may yet strongly bias their proper interpretation. Many other experimental situations can be 

simulated by SMIS, including for example pulse chase experiments (Supplementary Fig. S20), PAINT experiments 

with fluorogenic markers using HILO illumination (Supplementary Fig. S21), or photochromic single-molecule 

FRET (Supplementary Fig. S22). In conclusion, beyond its pedagogical value, SMIS represents a valuable tool to 

help the proper setting and/or interpretation of advanced fluorescence imaging experiments in widefield mode. 

One of its major advantage is the possibility to directly use fluorophores defined in the SMIS fluorophore 

database, enabling biologists to test their planned experiments. Developers, on their side, can test arbitrarily 

complex photophysical models of current or new fluorophores, and investigate the outcome of novel laser 

illumination schemes, aimed at improving the power of SMLM. 
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Methods 

Fluorophore’s definition and photophysical states 

Fluorophores are defined in a SMIS database and can be created or modified by the user in an interactive 

manner. Four types of photophysical states can be specified: fluorescent states, photoactive dark states, non-

photoactive dark states, and photo-bleached states. For each fluorescent state, excitation and fluorescence 

emission spectra are defined, generally from experimental data available for example in www.fpbase.org. 

Absorption spectra from photoactive dark states also need to be specified. If experimental spectra are not 

available, a tool is available in SMIS to generate tentative model spectra in silico. Extinction coefficients at 

reference wavelengths and fluorescence quantum yields of the fluorescent states are also defined. As is often 

the case for fluorescent proteins, a fluorescent state (typically the anionic form of a FP chromophore) can be 

specified to be in a pH-dependent rapid equilibrium with a dark state (typically the corresponding neutral form 

of the FP chromophore), according to given pKa and Hill coefficients. 

Thermally- and light-induced transformations between all photophysical states are specified in the form of 

rates or phototransformation quantum yields, which can be interactively modified by the user.  

Fluorophores can be set to freely tumble (representative of e.g. a live cell), or to adopt a defined orientation 

(representative of e.g. a frozen or fixed cell), in which case photon absorption and emission will depend on the 

chosen polarization of the lasers and microscope objective properties, respectively. Fluorophores can be 

specified to be fluorogenic (see below the section on virtual sample and fluorophore labelling). Their maturation 

level or labelling efficiency can be set, for example to account for the often non-fully efficient maturation of 

fluorescent proteins. 

Photophysical transition matrix 

Within SMIS, transition matrices for thermally-induced and light-induced transformations between 

photophysical states are defined for each fluorophore, and can be manipulated by the user in an interactive 

manner to modify the behavior of a fluorophore or to define new fluorophores. Thermally-induced 

transformations are defined with rates 𝑘𝑖𝑗, whereas light induced transformations are defined with quantum 

yields 𝑞𝑖𝑗 . 

At each step of the data collection (ie for each frame or inter-frame), the rate of photon absorption 𝑘𝑖
ℎ𝜐 by 

each photoactive state of the fluorophore and due to all defined lasers is defined as:   

𝑘𝑖
ℎ𝜐 =  ∑ 𝑘

𝑖

ℎ𝜐𝑗

𝑗

 

Where 𝑘
𝑖

ℎ𝜐𝑗
 is the excitation rate by laser j at the position of the fluorophore, as defined below. 

Let’s consider a sampling time step Δ𝑡 associated to a sampling rate 𝑆 = 1/Δ𝑡, and with Δ𝑡 ≪ 𝑇 where T is 

the imaging frame time or the interframe time.  

From the knowledge of the matrices {𝑘𝑖𝑗}  and {𝑞𝑖𝑗} , a global transition probability matrix {𝑝𝑖𝑗}  is then 

calculated at each step of the data collection in the following manner: 
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First, for a thermal process, the probability 𝑝(𝑘) of a transition at rate 𝑘 to occur during Δ𝑡 is given by 𝑝(𝑘) =

𝑘∆𝑡 = 𝑘/𝑆 . oote that for a meaningful transition probability to be obtained, the property 𝑆 ≫ 𝑘  must be 

fulfilled, that is, a sufficiently high sampling frequency must be chosen (see below).  

For a photo-induced process, let’s consider 𝑁 = ∆𝑡/𝑘ℎ𝜈, the number of photons absorbed by the fluorophore 

during Δ𝑡. As o can be very high, to release the requirements on the used sampling frequency S, we compute 

the probability of a transition occurring during Δ𝑡 as:  

p(𝑞)  = 𝑞 × (1 + (1 − 𝑞)1 + (1 − 𝑞)2 + … + (1 − 𝑞)𝑁−1) = 1− (1 − 𝑞)𝑁 

oote that if 𝑁 < 1 (case of low photon absorption rate), the formula above still holds. 

Finally for a transformation process which might be either thermally- or photo-induced, the transition 

probability is given by  

p =  p(𝑞) + p(𝑘) − p(𝑘) × p(𝑞) 

From the knowledge of the matrix {𝑝𝑖𝑗}, the highest probability 𝑝𝑀𝑎𝑥  is determined and it is checked whether 

the criterium 𝑝𝑀𝑎𝑥 < ∝  is fulfilled where ∝  relates to the oversampling factor specified in SMIS (and set by 

default to a value of 10, ie 𝑝𝑀𝑎𝑥 <  0.1). If the criterium is not satisfied, the initially specified sampling frequency 

S is raised and the {𝑝𝑖𝑗}matrix recalculated until success. 

Once the frame- or interframe-specific transition probability matrix is obtained, calculation of the fluorophore 

photophysical trace is performed as follows: based on random number generation, occurrences along time of 

transitions from states {𝑠𝑖} to states {𝑠𝑗} are recorded and the first transition from the starting photophysical 

state s1, if any, is selected, that converts s1
 to s2 at time t1. Then, the first transition from s2 occurring at 𝑡 > 𝑡1, if 

any, is selected, that converts s2 to s3  at time t2. The process is repeated until the end of the frame- or interframe-

period, or until photobleaching occurs.  

Whenever a fluorophore is found in one or several fluorescence states {𝑠𝑖
𝐹}  for certain times i during a 

frametime the number of photons it emits is calculated based on computed excitation rates kl by all lasers (see 

below) that are on during the current frame, and the corresponding fluorescence quantum yields Qi.  

Ν =  Ρ (∑ {𝑄𝑖 × 𝜏𝑖 × ∑ 𝑘𝑙

𝑙

}

𝑖

) 

where P denotes the Poissonian operator. 

Virtual sample and fluorophore labeling 

A virtual sample need to be loaded for every fluorophore involved in the simulation. Virtual samples are 

typically segmented 2D images (in .tif format) or 3D stack of images (in Matlab format), in which different parts 

of the sample (called “subpatterns” in SMIS) are addressed by specific pixel values. This allows to distribute 

fractions of the fluorophore ensemble to the individual subpatterns. When fluorophores are defined to be 

fluorogenic, a level of fluorogenicity can be defined for each sub pattern, a useful feature to simulate e.g PAIoT 

experiments with fluorogenic chromophores. 
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Computation of single molecule trajectories 

Single fluorophores may diffuse in 2D or 3D throughout their associated virtual sample, according to specified 

diffusion coefficients and/or velocities (in the case of directed motion). Typically, a fluorophore diffuses in a 

confined manner within the subpattern it belongs to. However, fluorophores can be set to switch between 

several diffusion regimes within a specific subpattern, or to exchange between subpatterns according to a 

transition matrix defined by the user. This feature allows simulating complex diffusion scenarios, with 

fluorophores binding and unbinding from specific sample features at defined rates. Importantly, SMIS offers the 

option to calculate diffusion with sub-frame resolution, which provides motion-blurred fluorescence emission 

spots on the detector, proper temporal averaging as well as a more faithful description of the explored space, 

notably in the case of rapid motion. 

The SMIS single-molecule diffusion modelling capabilities open the possibility to simulate complex sptPALM 

experiments, as well as ensemble techniques such as FRAP or pulse-chase experiments. PAIoT experiments can 

also be simulated where fluorophores can transiently bind to their target to provide sparse single-molecule 

fluorescence emission. 

Computation of excitation rates 

The excitation rate of a rapidly tumbling molecule located at position (𝑥, 𝑦) is given by: 𝑘 = 𝜀𝑃𝜆
(10−6)𝐿𝑛(10)

𝒩ℎ𝑐
 

where 𝜀  is the extinction coefficient of the considered photophysical state at the excitation wavelength 𝜆 , 

𝑃(𝑥, 𝑦)  is the laser power-density at (𝑥, 𝑦) , 𝒩 is the Avogadro number, ℎ  is the Planck constant and 𝑐  is the 

speed of light1. 

For a fixed oriented molecule with spherical coordinates   and , the excitation rate of the absorbance dipole 

is angle dependent. For a circularly polarized laser beam whose electromagnetic field is assumed to be parallel 

to the objective focal plane, the excitation rate is given by 𝑘𝜃 =
3

2
 𝑘 cos2 𝜃, where   is measured from the focal 

plane. For a linearly polarized laser beam whose electromagnetic field is in the objective focal plane and aligned 

with the x axis, the excitation rate becomes 𝑘𝜃,𝜑 = 3 𝑘 cos2 𝜃 cos2 𝜑 (ref1).  

Virtual microscope description 

The experimental setup is simulated by a number of parameters describing laser illumination, microscope 

optical properties and detector characteristics.  

Any number of laser beams with Gaussian or flat spatial profiles within the focal plane can be defined, with 

chosen wavelengths, powers, polarization (circular or linear) and FWHM (full width at half maximum). Complex 

laser sequence patterns can be generated during data collection, such as for example pre-bleaching steps, 

alternate excitation, and ramping-up or a Fermi profile for the activation laser.  

The microscope is described by an objective of given numerical aperture oA, which is assumed to give rise to 

a Gaussian point spread function (PSF) with standard full width at half maximum (FWHM = 1.22/NA where  is 

the emission wavelength). The photon collection efficiency takes into account the orientation of the emitting 

dipoles2.  
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Transmission efficiencies of inserted emission filters (possibly multi-band), as well as overall transmission 

efficiency of the optical setup are also taken into account.  

The EMCCD detector is described by the effective pixel size, dark current noise, readout noise and gain (counts 

/detected photon)3. 

SMLM data sets with a defined number of frames and frametime and inter-frametime can then be generated. 

For each single-molecule emission, the spatial (throughout the microscope PSF) and spectral (throughout the 

emission spectrum) distributions of emitted photons are calculated based on Poissonian statistics.  

A defined level of Poissonian autofluorescence background, optionally proportional to the local illumination 

power density. Autofluorescence can be set to very spatially according to given input patterns, and temporally 

according to given decay rates.  

The program outputs the stack of acquisition frames (.tif), diffraction limited images (.tif), laser illumination 

profiles (.tif), and for each activated molecule, its x and y coordinates, fluorescence emission trace, the number 

of detected photons and an estimate of the signal-to-noise ratio (.mat).  

SMIS includes possibilities to simulate dual-channel detection, multi-color experiments (with o different dyes), 

sample drift, single-molecule Förster resonance energy transfer (FRET) between two fluorophores, and localized 

activation/bleaching similar to what can be normally achieved with a Fluorescence Recovery After 

Photobleaching (FRAP) module.  

Widefield laser illumination can be defined as Gaussian, flat, and in 3D mode can be simulated in TIRF or HILO 

configurations. 

SMIS performance  

SMIS was developed under Matlab 2020a. The SMIS Graphical User Interface was developed with Matlab App 

Designer (Supplementary Fig. S23). Although SMIS is not meant to behave as a real-time simulation software4, it 

performs reasonably fast (running time of ~1s/frame for a typical 3D SMLM experiment involving full 

photophysics of 3200 mEos4b molecules decorating 100 oPCs on a 2015 high-grade PC (HP Z-book 15 G2 

equipped with a i7-4810MQ processor). Complex scenarios may take more time, but future developments 

including C++ code and parallel processing will improve the speed performance of SMIS. 

As for any simulation software, the produced results merely reflect the input models, and accuracy needs to 

be traded to some extent for speed. SMIS mainly focuses on the impact of fluorophore photophysics, and thus, 

although it is able to simulate a complex virtual microscope environment, it is not designed to provide the most 

accurate optical response, e.g. it doesn’t use for example vectorial Point Spread Functions (PSFs). Although SMIS 

is fully compatible with 3D imaging, only the astigmatism-based 3D localization method is currently implemented.  

Software download and source code 

The full code as well as a freely usable standalone version of SMIS will be made available on GitHub upon 

acceptance for publication of the present article.  
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Processing of SMIS data 

SMIS data generated in Fig. 1 were localized, filtered and merged with Thunderstorm5. Image rendering used 

ImageJ (https://imagej.nih.gov/ij/). 

SMIS data generated in Fig. 2 were localized, filtered and merged with Thunderstorm5. Coordinate-based 

colocalization and nearest neighbor measurements used the CBC tool of Thunderstorm.    

SMIS data generated in Fig. 3 were processed with SMAP6 using identical parameters as those employed in 

Diekmann et al7.  

SMIS data generated in Fig. 4 were processed with Trackit8, using either the nearest neighbor track search 

option, or the more advanced U-Track-based option9. Exchange rates were extracted with vbSPT10. oo blinking 

gap was allowed in the reconstituted tracks, as imposed by the 2 used evaluation procedures (histograms of 

diffusion coefficients based on mean jump distances (MJDs) and vbSPT). Fitting of the MJDs-based diffusion 

coefficient histograms exactly followed the procedures described in Stracy et al11. Retrieval of the fractional 

population’s p1, p2 and p3 of tightly DoA-bound, weakly DoA-bound and freely diffusing molecules was based 

on the following: first, fitting of the MJD-based diffusion coefficient histograms or vbSPT results, assuming a 2-

state model in both cases, provided the relative populations p1 and p23 of tightly DoA-bound and searching 

molecules, as well as their associated apparent diffusion coefficients Dapp,1 and Dapp,23. Those apparent 

diffusion coefficients were first corrected by subtracting the contribution of localization error (²/t, where t is 

the frame time and  is the median localization uncertainty over the considered dataset (~25 nm and ~12 nm 

for mEos3.2 and PA-JF549 data, respectively, estimated with Thunderstorm)). Then, unbiased diffusion 

coefficients D1 and D23 were extracted based on the calibration curves of Supplementary Fig. S13E.  The 

fractional population p of weakly DoA-bound molecules relative to all searching molecules was given by: 

𝐷23 = 𝑝 × (𝐷1) + (1 − 𝑝) × (𝐷𝑓𝑟𝑒𝑒) 

where Dfree = 2.0 m²/s was assumed to be extracted, as described in Stracy et al11, from calibrated 

measurements in perturbed cells devoid of nucleoid where oAPs are freely diffusing. Finally 𝑝2 = 𝑝 × 𝑝23 and 

𝑝3 = (1 − 𝑝) × 𝑝23. 

All figures were generated using ImageJ (https://imagej.nih.gov/ij/) or with homemade routines written in 

Matlab. 
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