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BRAID GROUP AND q-RACAH POLYNOMIALS

NICOLAS CRAMPÉ†, LUC VINET∗, AND MERI ZAIMI∗

Abstract. The irreducible representations of two intermediate Casimir elements associated to the
recoupling of three identical irreducible representations of Uq(sl2) are considered. It is shown that
these intermediate Casimirs are related by a conjugation involving braid group representations.
Consequently, the entries of the braid group matrices are explicitly given in terms of the q-Racah
polynomials which appear as 6j-symbols in the Racah problem for Uq(sl2). Formulas for these
polynomials are derived from the algebraic relations satisfied by the braid group representations.

1. Introduction

This paper connects the representations of the braid group on three strands to the q-Racah
polynomials by using the structure and the representation theory of the quantum algebra Uq(sl2).
The algebraic framework provided by the braid group allows to recover the orthogonality relation
of these polynomials and to obtain in particular an addition formula.

The generic braid group is generated by n − 1 invertible elements si which commute for non-
adjacent indices and which satisfy the braid relation sisi+1si = si+1sisi+1 otherwise [1]. As its
name suggests, this group has a diagrammatic representation in terms of the braiding of n strands.
Several algebras in mathematical physics can be seen as quotients of the braid group algebra;
some examples are the symmetric group algebra, the Brauer, Hecke, Temperley–Lieb and Birman–
Murakami–Wenzl algebras. The braid group representations play a role in the search for solutions
to the Yang–Baxter equation and are related to the R-matrix [11].

The q-Racah polynomials form a finite family of basic hypergeometric orthogonal polynomials
which sits at the top of the discrete q-Askey scheme [13]. They can be obtained from a truncation
of the Askey–Wilson polynomials. The bispectral properties of both families of polynomials are
encoded in the Askey–Wilson algebra [18]. An important feature of the q-Racah polynomials is that
they appear as 6j-symbols in the recoupling of three spin representations of the quantum algebra
Uq(sl2) [9, 12]. These 6j-symbols are the overlap coefficients between the bases which diagonalize the
intermediate Casimirs associated to the coupling of the first two and last two factors of Uq(sl2)

⊗3.
This is related to the realization of the Askey–Wilson algebra as the centralizer of the diagonal
embedding of Uq(sl2) in Uq(sl2)

⊗3 [9, 10].
The connection between the braid group and the q-Racah polynomials is established here by

considering the recoupling of three identical spin representations of Uq(sl2). On the one hand, the
intermediate Casimirs are related by a transition matrix with entries given by q-Racah polynomials.
On the other hand, the quasi-triangular Hopf algebra structure of Uq(sl2) allows to define braided
R-matrices which satisfy the braid relation on three strands. The crucial point of this paper is to
observe that the intermediate Casimirs are also related by a conjugation involving these braided
R-matrices. This observation is directly based on the results of a previous paper [3] in which
the formalism of the universal R-matrix is used to provide an intrinsic algebraic description of
the intermediate Casimirs of Uq(sl2)

⊗3. The comparison between the transition matrix and the
1
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conjugation by braided R-matrices allows to connect the braid group to the q-Racah polynomials.
This leads to a finite irreducible representation of the braid group which has appeared previously
in the study and classification of spin Leonard pairs [6].

The paper is structured as follows. Section 2 presents some known facts on Uq(sl2) and its
representation theory. Section 3 examines how the intermediate Casimirs of the tensor product of
three identical irreducible Uq(sl2)-representations are conjugated in the two ways described above,
and relates precisely the braid group representations to the q-Racah polynomials. Finally, Section
4 makes use of the algebraic interpretation of the q-Racah polynomials in terms of the braid group
to obtain formulas involving these polynomials. The paper closes with concluding remarks and is
complemented by some appendices.

2. Uq(sl2) algebra and its representations

In this section, we briefly recall some fundamental aspects of the quantum algebra Uq(sl2) and of
its finite irreducible representations. Throughout this paper, we restrain to the case where 0 < q < 1
to follow the conventions of [13].

2.1. Uq(sl2) algebra. The associative algebra Uq(sl2) is generated by E, F and qH with the defining
relations

(2.1) qHE = qEqH , qHF = q−1FqH , [E, F ] = [2H ]q,

where [X ]q =
qX−q−X

q−q−1 . The following Casimir element generates the center of Uq(sl2)

(2.2) C = (q − q−1)2FE + qq2H + q−1q−2H .

There exists an algebra homomorphism ∆ : Uq(sl2) → Uq(sl2) ⊗ Uq(sl2), called comultiplication,
which is defined on the generators by

(2.3) ∆(E) = E ⊗ q−H + qH ⊗E, ∆(F ) = F ⊗ q−H + qH ⊗ F, ∆(qH) = qH ⊗ qH ,

and which is coassociative

(2.4) (∆⊗ id)∆ = (id⊗∆)∆ =: ∆(2).

2.2. Finite irreducible representations of Uq(sl2) and tensor product decomposition. For
each j ∈ {0, 1

2
, 1, 3

2
, 2, ...}, the algebra Uq(sl2) has an irreducible (spin-j) representation Mj of finite

dimension 2j + 1. We will denote the representation map by πj : Uq(sl2) → End(Mj). The image
by πj of the Casimir element C is proportional to the (2j + 1)× (2j + 1) identity matrix I2j+1 :

(2.5) πj(C) = χjI2j+1, where χj := q2j+1 + q−2j−1.

Let us now fix an integer or half-integer s. In what follows, we will be interested in taking the
tensor product of three copies of Ms. The tensor product of two irreducible spin-s representations
decomposes into the following direct sum of irreducible representations of Uq(sl2)

(2.6) M⊗2
s =

2s⊕

j=0

Mj .

From this, one deduces the direct sum decomposition of the threefold tensor product

(2.7) M⊗3
s =

⊕

j∈Js

djMj ,
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where dj ∈ Z>0 is the degeneracy of Mj and

(2.8) Js = {jmin, jmin + 1, ..., 3s}, jmin =

{
0 if s is integer,
1
2

if s is half-integer.

The degeneracies dj can be computed explicitly:

(2.9) dj = min(2s, s+ j)− |s− j|+ 1 =

{
2j + 1 if jmin ≤ j ≤ s,

3s− j + 1 if s < j ≤ 3s.

3. Braid group representations and q-Racah polynomials

In this section, we consider intermediate Casimirs of Uq(sl2) in finite irreducible representations
and show how they are related by braid group representations. This allows us to connect precisely
those braid representations to the q-Racah polynomials.

3.1. Centralizer and intermediate Casimirs. We define the centralizer Cs of the image of the
diagonal embedding of Uq(sl2) in End(M⊗3

s )

(3.1) Cs = {m ∈ End(M⊗3
s )

∣∣ [π⊗3
s (∆(2)(x)), m] = 0, ∀x ∈ Uq(sl2)}.

Using the properties of the comultiplication and the fact that C is central in Uq(sl2), it is seen that
the following elements belong to Cs

C1 = πs(C)⊗ I(2s+1)2 , C2 = I2s+1 ⊗ πs(C)⊗ I2s+1, C3 = I(2s+1)2 ⊗ πs(C),(3.2)

C12 = π⊗2
s (∆(C))⊗ I2s+1, C23 = I2s+1 ⊗ π⊗2

s (∆(C)),(3.3)

C123 = π⊗3
s (∆(2)(C)).(3.4)

The elements Ci and the total Casimir C123 are central in Cs, while the intermediate Casimirs C12

and C23 satisfy the relations (of a version) of the Askey–Wilson algebra [9]

[C23, [C12, C23]q]q
(q − q−1)2

=(q + q−1)2C12 + (C1C3 + C2C123)C23 − (q + q−1)(C1C2 + C3C123),(3.5)

[[C12, C23]q, C12]q
(q − q−1)2

=(q + q−1)2C23 + (C1C3 + C2C123)C12 − (q + q−1)(C2C3 + C1C123),(3.6)

where [X, Y ]q = qXY − q−1Y X is the q-commutator. Note that equations (2.5) and (3.2) imply
that C1 = C2 = C3 = χsI(2s+1)3 .

3.2. Finite irreducible representations of the centralizer and q-Racah polynomials. The
threefold tensor product of the space Ms discussed in Subsection 2.2 can also be decomposed as

(3.7) M⊗3
s =

⊕

j∈Js

Mj ⊗ Vj,

where the spaces Vj for j ∈ Js are all the non-equivalent finite irreducible representations of the
centralizer Cs. Let us now fix some ℓ ∈ Js. The space Vℓ is of dimension dℓ, which is given explicitly
in (2.9), and it can be constructed from the highest weight vectors of the multiple copies of the
representation Mℓ in the decomposition (2.7). The representations of the elements C12 and C23 in
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End(Vℓ) can be found with the help of the Askey–Wilson algebra, as it was first shown in [9]. We
will only state here the results that are relevant for our purposes1.

Let us denote for convenience

(3.8) a = |s− ℓ|, N = dℓ − 1 = min(2s, s+ ℓ)− |s− ℓ|.

In the irreducible representation Vℓ, the element Ci for i ∈ {1, 2, 3} (resp. C123) acts as the constant
matrix of value χs (resp. χℓ). We can choose a basis {vj}

N
j=0 of Vℓ such that the intermediate

Casimirs C12 and C23 are represented respectively by the following matrices X1 and X2:

(3.9) X1 =




χa

χa+1

χa+2

. . .
χa+N




, X2 =




α0,0 α0,1

α1,0 α1,1 α1,2

α2,1 α2,2
. . .

. . .
. . . αN−1,N

αN,N−1 αN,N




,

where

αj−1,j = q−2a−1 (1− q2(j+a))(1− q2(j+2a))(1− q2(j−N−1))(1− q2(j+3a+N+1))

(1− q2(2j+2a−1))(1− q2(2j+2a))
,(3.10)

αj,j−1 = q2a+1 (1− q2(j+a))(1− q2j)(1− q2(j+2a+N+1))(1− q2(j−a−N−1))

(1− q2(2j+2a))(1− q2(2j+2a+1))
,(3.11)

αj,j = χa − (αj,j+1 + αj,j−1).(3.12)

It will be useful to define the diagonal matrix

(3.13) D := diag(β0, β1, ..., βN)

with

(3.14) βi :=

i∏

k=1

√
αk−1,k

αk,k−1
, i = 0, 1, ..., N.

One then verifies that the following matrix is tridiagonal and symmetric:

(3.15) X̃2 := DX2D
−1.

Both X1 and X2 have the same eigenvalues χa+j for j = 0, 1, ..., N . As it is known, these finite
irreducible representations of the intermediate Casimirs C12 and C23 are related by a change of
basis which involves the 6j-symbols for Uq(sl2). The next proposition gives precisely this change of
basis for the specific case that concerns us. Note that we will use the standard notations for the
q-shifted factorials, the q-hypergeometric functions rφs and the q-Racah polynomials [8, 13]. We
have included the definitions in Appendix A, and we have also listed there some useful identities.

Proposition 3.1. [12] In the irreducible representation Vℓ of the centralizer Cs, the similarity trans-

formation which relates the tridiagonal matrix X2 to the diagonal matrix X1 is

(3.16) X2 = PX1P
−1,

1For more details on how the computations can be reproduced for the specific case that we are considering here, see
the proof of Proposition 4.2 in [4]; the results of the present paper are obtained directly by taking j1 = j2 = j3 = s.
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where P is the invertible matrix whose entries are given by the following renormalized q-Racah

polynomials

Pij = β2
j Ri(µ(j); q

2a, q2a, q2(3a+N+1), q−2(a+N+1)|q2) for i, j = 0, 1, ..., N,(3.17)

= β2
j 4φ3

(
q−2i, q2(2a+1+i), q−2j, q2(2a+1+j)

q2(a+1), q−2N , q2(3a+N+2)
; q2, q2

)
,(3.18)

and where the parameters a and N are given in terms of the fixed spins s and ℓ in (3.8). The

normalization is explicitly given by

(3.19) β2
j = q−2j(2a+1) (q

2a+3,−q2a+3, q2(2a+1), q2(3a+N+2), q−2N ; q2)j
(q2, q2a+1,−q2a+1, q−2(a+N), q2(2a+N+2); q2)j

.

Proof. For some fixed j ∈ {0, 1, ..., N}, let u(j) =
∑N

i=0 ui(j)vi be the eigenvector of X2 with
eigenvalue χa+j , where vi are the basis vectors of Vℓ defined in Subsection 3.2. By construction,
the matrix P with entries Pij = ui(j) is such that relation (3.16) holds. The eigenvalue equation
X2u(j) = χa+ju(j) leads to the following three-term recurrence relation

(3.20) αi,i−1ui−1(j) + αi,iui(j) + αi,i+1ui+1(j) = χa+jui(j), i = 0, 1, ..., N,

where we have used (3.9), with the coefficients αi,j defined in (3.10)–(3.11). Note that these defini-
tions imply the boundary conditions α0,−1 = αN,N+1 = 0. It is straightforward to verify that (3.20)
is the recurrence relation for the q-Racah polynomials given in (3.17) (see [13]). The renormalization
by β2

j will be convenient. The explicit expression (3.19) is obtained by using the definitions (3.14)
and (3.10)–(3.11), and the identity (A.4). �

3.3. Braid group representations. The matrices Xi satisfy the following minimal polynomial
equation

(3.21)
N∏

j=0

(Xi − χa+jIN+1) = 0 for i = 1, 2.

This relation allows to define, for i = 1, 2 and r = 0, 1, ..., N , the orthogonal idempotents

(3.22) E
(r)
i :=

N∏

k=0

k 6=r

Xi − χa+kIN+1

χa+r − χa+k

which satisfy

(3.23) E
(r)
i E

(p)
i = δrpE

(r)
i ,

N∑

r=0

E
(r)
i = IN+1, E

(r)
i Xi = XiE

(r)
i = χa+rE

(r)
i .

We also define the matrices Si ∈ End(Vℓ), for i = 1, 2, by using these idempotents

(3.24) Si :=
N∑

r=0

γrE
(r)
i , where γr := (−1)rqr(r+2a+1).
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The matrices Si are invertible and their inverses are given by S−1
i =

∑N
r=0 γ

−1
r E

(r)
i . From the

definitions (3.22) and (3.24), it is seen that Si is a polynomial in Xi

(3.25) Si =
N∑

r=0

γr

N∏

k=0

k 6=r

Xi − χa+kIN+1

χa+r − χa+k

.

As a consequence, S1 is a diagonal matrix with diagonal entries γr for r = 0, 1, ..., N .
The algebra Uq(sl2) is a quasi-triangular Hopf algebra and hence possesses a universal R-matrix

which satisfies in particular the Yang–Baxter equation (see Appendix B.1). In [3], it is shown that
the intermediate Casimir elements of Uq(sl2)

⊗3 can be described with the help of the universal
R-matrix of Uq(sl2). In the tensor product of three identical irreducible Uq(sl2)-representations,
this universal R-matrix allows to define two braided R-matrices Ři which are closely related to
the matrices Si defined by (3.24) and which satisfy the braid relation in the form of the braided
Yang–Baxter equation (see Appendix B.2). On the basis of these remarks, the following proposition
gives additional algebraic relations satisfied by the matrices Si and the representations Xi of the
intermediate Casimirs C12 and C23 that will play a key role in the remaining of this paper.

Proposition 3.2. The matrices Si satisfy the braid relation

(3.26) S1S2S1 = S2S1S2.

Moreover, the tridiagonal matrix X2 is related to the diagonal matrix X1 as follows

(3.27) X2 = S1S2X1S
−1
2 S−1

1 = S−1
1 S−1

2 X1S2S1.

Proof. The idempotent E
(r)
1 (resp. E

(r)
2 ) is the representation in End(Vℓ) of the element in Cs which

acts trivially on the third (resp. first) factor of M⊗3
s , and which acts on the two other factors as

the projector on the representation Ma+r of the decomposition (2.6). Hence, using the expression
of the eigenvalue γr given in (3.24), it can be shown that Si is proportional to a representation
of the braided R-matrix Ři of Uq(sl2) [14]. Relation (3.26) then follows from the fact that the
braided R-matrices satisfy the braided Yang–Baxter equation. For more details, see Appendix
B. The two equalities in (3.27) are a consequence of Theorem 3.1 in [3], which describes two
intermediate Casimirs of Uq(sl2) associated to the coupling of the first and third factors of Uq(sl2)

⊗3

as conjugations by a universal R-matrix; writing these conjugations in terms of braided R-matrices
leads to relations between the intermediate Casimirs C12 and C23 which are represented by (3.27)
in the irreducible representation Vℓ of the centralizer Cs. �

3.4. Relating the braid group representations to the q-Racah polynomials. We now com-
bine the results of Propositions 3.1 and 3.2 to get the main result of this section.

Theorem 3.1. The braid matrices Si are related to the transition matrix P as follows

S1S2S1 = mqP,(3.28)

(S1S2S1)
−1 = mq−1P,(3.29)

where

mq = q2N(3a+N+2) (q
−2(a+N); q2)N
(q4(a+1); q2)N

.(3.30)
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Proof. Relation (3.16) can be written in terms of the symmetric matrix X̃2 (3.15) and the diagonal
matrix D (3.13) as follows

(3.31) X̃2 = (DPD−1)X1(DPD−1)−1.

We also define S̃2 := DS2D
−1, which is symmetric by (3.25), and we write the first equality of

(3.27) as

(3.32) X̃2 = (S1S̃2S1)X1(S1S̃2S1)
−1,

where we have used the fact that S1X1 = X1S1. Comparing (3.31) with (3.32), one deduces that

(3.33) S1S̃2S1 = DPD−1M,

where M is a matrix which commutes with X1. Since X1 is diagonal with distinct eigenvalues,
M must be diagonal. The L.H.S. of equation (3.33) is symmetric and therefore we should have
(DPD−1M)T = DPD−1M . The matrix DPD−1 has entries βiPijβ

−1
j and is hence symmetric, as

it is seen from (3.18). Since D and M are diagonal, one thus finds that MP = PM . This equation
is only possible if M is proportional to the identity by some constant mq, as it can be shown by
writing the equation in matrix components and using the fact that the components Pij are never
zero. One then recovers (3.28) from (3.33).

To determine the constant mq, one can use (3.28) in the braid relation (3.26) and examine the
(0, 0) matrix component of the resulting equation. One finds

(3.34) mq =

(
N∑

r=0

γ−1
r β2

r

)−1

.

It is straightforward to show by using the expression (3.19) for β2
r , the definition of γr given in

(3.24) and the definition (A.6) of the q-hypergeometric series that

N∑

r=0

γ−1
r β2

r = 6φ4

(
q2a+3,−q2a+3, q2(2a+1), q2(3a+N+2), 0, q−2N

q2a+1,−q2a+1, q−2(a+N), q2(2a+N+2)
; q2, q−2(3a+2)

)
.(3.35)

The following formula, given in [13], is obtained by taking a limit of the Jackson summation formula
for a terminating very-well-poised 6φ5 series

(3.36) 6φ4

(
qa

1

2

1 ,−qa
1

2

1 , a1, a2, 0, q
−n

a
1

2

1 ,−a
1

2

1 , qa1a
−1
2 , a1qn+1

; q,
qn

a2

)
=

(qa1; q)n

(qa1a
−1
2 ; q)n

a−n
2 , n = 0, 1, 2, ...

Equation (3.36) with the substitutions q → q2, a1 = q2(2a+1) and a2 = q2(3a+N+2) implies

(3.37)
N∑

r=0

γ−1
r β2

r =
(q4(a+1); q2)N
(q−2(a+N); q2)N

q−2N(3a+N+2).

Result (3.30) then directly follows from (3.34) and (3.37).
Finally, to prove (3.29), one can use the fact that the matrix P is invariant under q → q−1. This

can be shown by using expressions (3.18) and (3.19), the definition of q-hypergeometric series given
in (A.6), and the identity (A.2). One can also show that Si → S−1

i when q → q−1, for i = 1, 2. This
is obvious for S1, which is diagonal with eigenvalues γr given in (3.24), while for S2, this follows
from the fact that S2 = PS1P

−1, as seen from (3.16) and (3.25). Equation (3.29) is then obtained



8 N.CRAMPÉ, L.VINET, AND M.ZAIMI

by taking q → q−1 in (3.28). Alternatively, one could proceed in a similar manner as for the proof of
(3.28), by using the second equality of (3.27) and the inverse of the braid relation (3.26) instead. �

Corollary 3.1. The diagonal matrix S1 = diag(γ0, γ1, ..., γN) and the matrix S2 with entries

(3.38) (S2)ij = mqγ
−1
i γ−1

j β2
j Ri(µ(j); q

2a, q2a, q2(3a+N+1), q−2(a+N+1)|q2) for i, j = 0, 1, ..., N

provide a representation of the braid group on three strands.

Proof. This is a direct consequence of the braid relation (3.26) in Proposition 3.2. The matrix
entries given in (3.38) follow from the equation (3.28) in Theorem 3.1 and from the expression
(3.17) in Proposition 3.1. �

Remark 3.1. With reference to the previous works in [6, 15], the matrices Xi form a Leonard

pair, as it is seen from their definition (3.9) and equation (3.16). Moreover, the pair of invertible

matrices S1, S2 is a Boltzmann pair for X1, X2; this is a consequence of definition (3.24) and the

relation (3.27). Therefore, X1, X2 is an example of a spin Leonard pair. More precisely, it is a spin

Leonard pair of type I with the parameters of [6] changed as follows : q → q2, d → N , θ0 → χa,

h → q−2a−1 and ν → −q2a+2. The orthogonal polynomials appearing in (3.38) correspond to those

appearing in the description of Boltzmann pairs for spin Leonard pairs of type I in [6]. The braid

relation (3.26) also arises in the context of spin Leonard pairs and implies that S1, S2 is a balanced

Boltzmann pair. The fact that spin Leonard pairs are self-dual is reflected here by the fact that the

matrix P 2 is proportional to the identity, as will be discussed in the next section.

4. Formulas for q-Racah polynomials

In this section, we use the results of Theorem 3.1 and the algebraic relations satisfied by the
matrices Si and Xi in order to obtain formulas involving q-Racah polynomials.

4.1. Orthogonality relation. We can recover the orthogonality relation of the q-Racah polyno-
mials from the matrix equation S2S

−1
2 = IN+1. Using results (3.28) and (3.29) to substitute S2 and

S−1
2 in the previous equation, we obtain

(4.1) mqmq−1P 2 = IN+1.

Writing this equation in matrix components gives

N∑

k=0

PikPkj = (mqmq−1)−1δij .(4.2)

We now substitute expressions (3.17), (3.19) and (3.30) in (4.2), and we take q → q1/2 to get

N∑

k=0

(1− q2a+1+2k)

qk(2a+1)(1− q2a+1)

(q2a+1, q3a+N+2, q−N ; q)k
(q, q−(a+N), q2a+N+2; q)k

Ri(µ(k))Rj(µ(k))(4.3)

=
(q2a+2, q−2a−N−1; q)N
(q−a−N , qa+1; q)N

qi(2a+1)(1− q2a+1)

(1− q2a+1+2i)

(q, q−a−N , q2a+N+2; q)i
(q2a+1, q3a+N+2, q−N ; q)i

δij ,

where we have used the notation

(4.4) Ri(µ(j)) = Ri(µ(j); q
a, qa, q3a+N+1, q−a−N−1|q).
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We have also used identities (A.2), (A.3) and (A.5), and the fact that Ri(µ(j)) = Rj(µ(i)) to arrive
at (4.3). It is straightforward to verify that (4.3) is precisely the orthogonality relation of the
q-Racah polymomials given in (4.4) (see [13]).

4.2. Addition formula. We now use the braid relation satisfied by the matrices Si in order to
obtain an addition formula for 4φ3 functions.

Proposition 4.1. For a,N = 0, 1, 2, ... and i, j = 0, 1, ..., N , the following formula holds

N∑

k=0

ck 4φ3

(
q−i, q2a+i+1, q−k, q2a+k+1

qa+1, q−N , q3a+N+2
; q, q

)
4φ3

(
q−k, q2a+k+1, q−j, q2a+j+1

qa+1, q−N , q3a+N+2
; q, q

)
(4.5)

=(−1)i+j−Nq(
i

2
)+(j

2
)−(N

2
)q(i+j−2N)(a+1) (q

2a+2; q)N
(qa+1; q)N

4φ3

(
q−i, q2a+i+1, q−j, q2a+j+1

qa+1, q−N , q3a+N+2
; q, q

)
,

where

(4.6) ck = (−1)kq−(
k

2
)q−k(3a+2) (1− q2a+1+2k)

(1− q2a+1)

(q2a+1, q3a+N+2, q−N ; q)k
(q, q−a−N , q2a+N+2; q)k

.

In terms of q-Racah polynomials, this can be written as

(4.7)

N∑

k=0

ck Ri(µ(k))Rj(µ(k)) = (−1)i+j−Nq(
i

2
)+(j

2
)−(N

2
)q(i+j−2N)(a+1) (q

2a+2; q)N
(qa+1; q)N

Ri(µ(j)),

where we have used again the notation given in (4.4).

Proof. One can use result (3.28) to write the braid relation (3.26) in terms of the matrix P and get

(4.8) S1PS1 = mqPS−1
1 P.

Writing the previous equation in matrix components, one finds

(4.9) γiγjPij = mq

N∑

k=0

γ−1
k PikPkj.

It is then straightforward to obtain (4.5) by using the explicit expressions of Pij , β
2
j , γk and mq,

given respectively in (3.18), (3.19), (3.24) and (3.30). Note that we have used identity (A.3), and
we have taken q → q1/2 at the end of the computation to write the identity in a nicer form. �

Remark 4.1. Formula (4.5) in Proposition 4.1 has a structure similar to the q-analog of the Racah

identity [2, 16] obtained in [12]. It did not prove possible to cast relation (4.5) as a special case of

the latter nor of the addition formula for the q-Racah polynomials that results from the approach

presented in [17].

4.3. q-Racah polynomials in terms of recurrence coefficients. Let us finally remark that by
using result (3.28) to write S2 in terms of P in the relation (3.25), we find

(4.10) P = m−1
q S1




N∑

r=0

γr

N∏

k=0

k 6=r

X2 − χa+kIN+1

χa+r − χa+k


S1.

Written in matrix components, this equation provides an expression for the q-Racah polynomials in
terms of their recurrence coefficients. The explicit expression is rather complicated, especially for
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larger N , but it solves nevertheless the recurrence relation of the q-Racah polynomials. Without
the formalism developed in this paper, the proof of this solution to the recurrence relation could be
more involved. We give a simple example in Appendix C to illustrate the previous remarks.

5. Conclusion

In summary, we have expressed the matrix elements of some representations of the braid group on
three strands in terms of q-Racah polynomials. To arrive at this result, we considered two interme-
diate Casimir elements of the tensor product of three identical spin representations of Uq(sl2) and
showed how they are related by a conjugation involving these braid group matrix representations.
The comparison of this conjugation to the transition matrix involving 6j-symbols allowed us to
relate the braid group to the q-Racah polynomials. Using the invertibility of the braid matrices,
we recovered the orthogonality relation of the q-Racah polynomials. We also obtained an addition
formula for these polynomials from the braid relation, and a solution to their recurrence relation.

Let us stress once again that the key to the results of this paper is the algebraic description of
the centralizer of Uq(sl2) in Uq(sl2)

⊗3 in terms of the universal R-matrix, as studied in [3]. A similar
work has been done for the superalgebra osp(1|2) and its universal R-matrix in [5]. In this case, the
centralizer satisfies the Bannai–Ito algebra. Therefore, we expect that the approach described in
the present paper could be reproduced for this case and lead to formulas involving the Bannai–Ito
polynomials. More simply, we could repeat the procedure for the algebra U(sl2) and the Racah
polynomials, that is examine what emerges in the limit q → 1. In this case, the R-matrix should be
replaced by a permutation matrix. It could also be possible to generalize this method and obtain
results involving multivariate orthogonal polynomials by considering a higher rank tensor product.
We plan to examine these aspects.

In this paper, we have mainly considered representations, since it was sufficient for our purposes.
However, a more abstract point of view could have been taken by considering the algebra of the
centralizer of the diagonal embedding of Uq(sl2) in the tensor product of three identical spin-s
representations, that we denoted Cs. A conjecture that describes algebraically the centralizer of
Uq(sl2) in the tensor product of any three irreducible representations of spins j1, j2, j3 was proposed
in [4], where it is suggested that this more general centralizer is a quotient of the Askey–Wilson
algebra. In the case j1 = j2 = j3 = s, the centralizer Cs should also be a quotient of the braid
group algebra on three strands; it is known to be isomorphic to the Temperley–Lieb algebra for
s = 1

2
, and to the Birman–Murakami–Wenzl algebra for s = 1. We trust that it should be possible

to present the centralizer Cs explicitly as a quotient of the braid group algebra, for any spin s, by
using an algebraic version of the braid matrices Si defined in the present paper. In fact, we plan to
report on this in the future. This would provide a better algebraic understanding of the connection
between the braid group and the q-Racah polynomials.

Acknowledgments: The authors thank Paul Terwilliger for pointing out the connections with
spin Leonard pairs. N. Crampé is partially supported by Agence Nationale de la Recherche Projet
AHA ANR-18-CE40-0001. The work of L. Vinet is funded in part by a discovery grant of the
Natural Sciences and Engineering Research Council (NSERC) of Canada. M. Zaimi held a graduate
scholarship from the Fonds de recherche du Québec – Nature et technologies (FRQNT) and was
also partly funded by an Alexander-Graham-Bell scholarship from the NSERC.
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Appendix A. Some standard notations and useful identities

The q-shifted factorial, or q-Pochhammer symbol, is defined by

(A.1) (z; q)0 := 1 and (z; q)k :=
k∏

i=1

(1− zqi−1) for k = 1, 2, 3, ...

The following identities can be found in [8]

(z; q−1)n = (z−1; q)n(−z)nq−(
n

2
),(A.2)

(z−1q1−n; q)n = (z; q)n(−z−1)nq−(
n

2
),(A.3)

(z2; q2)n = (z,−z; q)n,(A.4)

(qz,−qz; q)n
(z,−z; q)n

=
(q2z2; q2)n
(z2; q2)n

=
1− z2q2n

1− z2
.(A.5)

For r and s any two positive integers, the q-hypergeometric function rφs is defined by

(A.6) rφs

(
a1, ..., ar

b1, ..., bs
; q, z

)
:=

∞∑

k=0

(a1, ..., ar; q)k
(b1, ..., bs; q)k

[
(−1)kq(

k

2
)
]1+s−r zr

(q; q)r
,

where (z1, ..., zr; q)k := (z1; q)k...(zr; q)k for k = 0, 1, 2, ... For N a nonnegative integer, the q-Racah
polynomials are defined by [13]

(A.7) Rn(µ(x);α, β, γ, δ|q) := 4φ3

(
q−n, αβqn+1, q−x, γδqx+1

αq, βδq, γq
; q, q

)
, n = 0, 1, ..., N,

where µ(x) := q−x + γδqx+1, and either α = q−N−1, βδ = q−N−1 or γ = q−N−1.

Appendix B. Universal R-matrix of Uq(sl2) and its representations

This appendix provides more details for the proof of Proposition 3.2.

B.1. Universal R-matrix. The universal R-matrix of Uq(sl2) is an invertible elementR ∈ Uq(sl2)⊗
Uq(sl2) which satisfies

(B.1) ∆(x)R = R∆op(x) for x ∈ Uq(sl2).

In the previous equation, ∆op is the opposite comultiplication and is defined by ∆op = τ ◦∆, where
τ(x⊗ y) = y⊗x for x, y ∈ Uq(sl2). The universal R-matrix also satisfies the Yang–Baxter equation

(B.2) R12R13R23 = R23R13R12.

We have used the usual notations: if R = Rα ⊗Rα, then R12 = Rα ⊗Rα ⊗ 1, R23 = 1⊗Rα ⊗Rα

and R13 = Rα ⊗ 1⊗Rα (the sum w.r.t. α is understood). The universal R-matrix of Uq(sl2) takes
the following explicit form [7]

(B.3) R =

∞∑

n=0

(q − q−1)n

[n]q!
q−n(n+1)/2(E ⊗ F )n(q−nH ⊗ qnH)q2(H⊗H),

where [n]q! := [n]q[n− 1]q . . . [2]q[1]q and, by convention, [0]q! := 1.
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B.2. Braided R-matrix. We define the braided R-matrix in End(M⊗2
s ) as

(B.4) Ř := π⊗2
s (R)σ,

where σ(v ⊗ w) = w ⊗ v for any v, w ∈ Ms. From the Yang–Baxter equation (B.2), one can show
that the braided R-matrix satisfies the braided Yang–Baxter equation

(B.5) Ř1Ř2Ř1 = Ř2Ř1Ř2,

where Ř1 = Ř⊗ I2s+1 and Ř2 = I2s+1 ⊗ Ř are elements of End(M⊗3
s ).

We have an explicit expression for the braided R-matrix. This result is known [14], but we give
a direct proof for completeness.

Proposition B.1. The braided R-matrix is given by

(B.6) Ř = (−1)2sq−2s(s+1)

2s∑

r=0

(−1)rqr(r+1)P (Mr),

where P (Mr) is the projector on the representation Mr of the decomposition (2.6).

Proof. From relation (B.1), one can show that Ř commutes with π⊗2
s (∆(x)) for any x ∈ Uq(sl2).

Therefore, we must have

(B.7) Ř =

2s∑

r=0

ξrP (Mr)

for some parameters ξr. Let us denote by w+
s the highest weight vector of the representation Ms

satisfying Ew+
s = 0 and qHw+

s = qsw+
s . In the previous relations, E stands for πs(E). We will use

this abuse of notation throughout this proof. We also introduce the vectors

(B.8) ω+
r :=

2s−r∑

p=0

ρpF
pw+

s ⊗ F 2s−r−pw+
s for r = 0, 1, . . . , 2s,

with

(B.9) ρp := (−1)pqp(r+1) [2s− p]q![r + p]q!

[2s− r − p]q![p]q!
.

By a direct computation, using the identity [E, F n] = [n]qF
n−1[2H − (n − 1)]q, one can show

that ∆(E)ω+
r = 0 and ∆(qH)ω+

r = qrω+
r . This means that ω+

r is the highest weight vector of the
representation Mr in the decomposition (2.6) of M⊗2

s . In particular, one gets P (Mk)ω
+
r = δkrω

+
r .

Hence, the eigenvalue of Ř on ω+
r is ξr. Using the explicit expression (B.3) of the universal R-matrix,

one gets

(B.10) Řω+
r =

2s−r∑

p=0

2s−r−p∑

n=0

ρpq
2(s−r−p−n)(p−s)−n(n+1+2r)/2(q − q−1)n

[n]q!
EnF 2s−r−pw+

s ⊗ F n+pw+
s .

For any integers n and k such that 0 ≤ n ≤ k ≤ 2s, one can show that

(B.11) EnF kw+
s =

[k]q![2s− k + n]q!

[k − n]q![2s− k]q!
F k−nw+

s .
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Then, by using (B.9) and (B.11) in (B.10), one finds

Řω+
r =

2s−r∑

p=0

2s−r−p∑

n=0

A(p, n)F 2s−r−p−nw+
s ⊗ F n+pw+

s ,(B.12)

where we have defined

(B.13) A(p, n) := (−1)p
(q − q−1)n

[n]q!
q2(s−r−p−n)(p−s)−n(n+1+2r)/2+p(r+1) [2s− p]q![r + p+ n]q!

[2s− r − p− n]q![p]q!
.

The two sums in (B.12) can be rearranged as follows

(B.14) Řω+
r =

2s−r∑

m=0

2s−r−m∑

k=0

A(k, 2s− r −m− k)Fmw+
s ⊗ F 2s−r−mw+

s .

Using the definitions (B.9) and (B.13) in (B.14), one gets

(B.15) Řω+
r = q2s(s−r−1)+r(r+1)

2s−r∑

m=0

(−1)mq−2smBmρmF
mw+

s ⊗ F 2s−r−mw+
s ,

where

(B.16) Bm :=
n∑

k=0

(−1)kqk(r+m+1)q−(
n

2
)−(k

2
) [n]q!

[k]q![n− k]q!

[n− k + r +m]q!

[r +m]q!
(q − q−1)n−k

and n = 2s− r −m. In terms of q-shifted factorials, the coefficients Bm can be rewritten as

(B.17) Bm = (−1)nq−2sn
n∑

k=0

(q2; q2)n
(q2; q2)k(q2; q2)n−k

q2(r+m+1)k(q2(r+m+1); q2)n−k.

Using the q-analog of the binomial theorem [8]

(B.18) (ab; q)n =

n∑

k=0

(q; q)n
(q; q)k(q; q)n−k

bk(a; q)k(b; q)n−k

with the substitutions q → q2, a = 0 and b = q2(r+m+1), equation (B.17) simply reduces to

(B.19) Bm = (−1)nq−2sn = (−1)2s−r−mq−2s(2s−r−m).

Equation (B.15) then becomes

(B.20) Řω+
r = (−1)2sq−2s(s+1)(−1)rqr(r+1)

2s−r∑

m=0

ρmF
mw+

s ⊗ F 2s−r−mw+
s .

Therefore, we can identify the eigenvalue ξr = (−1)2sq−2s(s+1)(−1)rqr(r+1) and the result (B.6)
follows from (B.7). �

It is directly seen from the result (B.6) that the matrix Si defined in (3.24) is proportional to the
representation of Ři in End(Vℓ), for i = 1, 2.
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Appendix C. An explicit example for equation (4.10)

In this appendix, we examine in more details equation (4.10) to underscore its structure with a
special case.

For N = 0, there is only one matrix component and equation (4.10) leads to a triviality. For
N = 1, we write (4.10) in matrix components and use (3.9) and (3.30) to get

(C.1) Pij = −(1 + q2a+2)q−4(a+1)γiγj
(γ1 − 1)αi,j + (χa+1 − γ1χa)δij

χa+1 − χa

for i, j = 0, 1.

If i or j is zero, then the q-Racah polynomial given in (3.18) is simply one and the equation (C.1)
provides a relation between the recurrence coefficients αm,n that can be verified. If i = j = 1, we
can use (3.17), (3.14), (3.12) and the explicit value of γr given in (3.24) to get

(C.2) R1(µ(1); q
2a, q2a, q2(3a+2), q−2(a+2)|q2) = −(1 + q2a+2)

α1,0

α0,1

(
1 + q2a+2

χa+1 − χa
α1,0 + 1

)
.

As expected, equation (C.2) expresses certain q-Racah polynomials in terms of their recurrence
coefficients. In comparison, the repetitive application of the recurrence equation (3.20) leads to

(C.3) R1(µ(1); q
2a, q2a, q2(3a+2), q−2(a+2)|q2) =

(χa+1 − χa)

α0,1
+ 1.

Using the explicit expressions (3.10) and (3.11) for the recurrence coefficients and the definition
(2.5), we find

α0,1 = −q−2a−3 (1− q2)(1− q6(a+1))

(1 + q2(a+1))
and α1,0 = −q−1 (1− q2)(1− q2(a+1))

(1 + q2(a+1))
for N = 1,(C.4)

χa+1 − χa = q−2a−3(1− q2)(1− q4(a+1)).(C.5)

It is then straightforward to verify that (C.2) and (C.3) reduce to the same expression, as it should.
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