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Abstract—LoRa (Long Range) is a physical layer designed
for low-power wide area networks. It is widely used to provide
long range connectivity to Internet of Things devices. In order
to improve the limited throughput of LoRa, researchers have
proposed several collision resolution algorithms. However, a
common software framework to compare these algorithms is
lacking. In this paper, we propose an open-source framework
using GNU Radio, mainly designed to test and compare collision
resolution algorithms, as well as physical layer algorithms. Our
framework can help optimizing the parameters of algorithms
according to channel conditions such as very low signal to noise
ratio for instance. We also discuss technical implementation issues
of existing collision resolution algorithms. Finally, we show how
our framework can be used for either real experiments on USRPs,
or for simulations with a large number of nodes.

I. INTRODUCTION

A Low-Power Wide Area Network (LPWAN) is a network
where battery-powered devices are distributed in a large area,
typically of tens or hundreds of square kilometers. LPWANSs
have recently obtained a lot of attention from industrial and
academic communities thanks to recent wireless technologies
such as LoRa (Long Range) [1], enabling one-hop commu-
nications over several kilometers. LoRa is widely used for
environmental monitoring of forests [2] or volcanoes [3], smart
buildings, smart cities [4], the Internet of Things [5], etc.

The main drawback of LoRa is its very small throughput,
which is typically a few hundred bits per second. This through-
put is further reduced by the overhead of the LoRaWAN
protocol, the most common MAC protocol for LoRa, and by
country-dependent regulations on the ISM sub-GHz band used
by LoRa. For instance, in Europe, LoORaWAN devices cannot
transmit for more than 1% of the time, which reduces the
actual throughput to a few bits per second.

As the network density increases, more transmissions oc-
cur, and these transmissions might collide. When a collision
occurs, the devices typically retransmit their frames, which
increases the energy consumption and the end-to-end de-
lay, while further reducing the throughput. Thus, several re-
searchers have proposed algorithms to resolve LoRa collisions.

The performance of LoRa collision resolution algorithms
greatly depends on several physical parameters, including
the signal-to-noise ratio (SNR) of the LoRa signals (which

can even be negative), the presence of a carrier frequency
offset (CFO), the presence of a sample time offset (STO) in
transmissions, etc. These parameters are not studied consis-
tently in the literature, which makes the existing algorithms
hard to compare. Moreover, existing algorithms generally use
sophisticated signal processing techniques, which are often
programmed in different environments (ex: Matlab, Python,
etc.) or not described in the publications. They are difficult to
re-implement, and their details might be missing in the papers.

Setting up a real test bed is also difficult, because it is
often hindered by the duty-cycle on the ISM band. In order
to study collisions, researchers either need a large number
of devices (e.g., more than 20) or configure the devices to
exceed the maximum duty-cycle of 1% in order to produce
enough collisions. Additional collisions might also occur due
to pre-deployed nodes from other networks or from concurrent
technologies on the ISM band. In addition, the CFO, the STO
and the noise are often hard to predict or to control, and their
randomness make the experiments difficult to realize.

To the best of our knowledge, there is no framework
that compares existing collision resolution protocols with all
the parameters of a physical LoRa signal such as the noise
strength, the CFO and the STO. Thus, in this paper, we present
our framework on GNU Radio in which we implemented
several existing collision resolution protocols. This framework
can be used to optimize the parameters of an individual
collision resolution protocol, or to compare all the protocols
in similar conditions. To do so, our contributions can be seen
as follows.

o We propose an open-source framework using GNU Ra-
dio, aimed at comparing LoRa collision resolution algo-
rithms, or more generally, LoRa algorithms. Our frame-
work is extensible to new algorithms and features, and it
enables homogeneous comparisons between algorithms,
based either on real USRP hardware or on simulations.

e We carry on with a technical discussion on some imple-
mentation issues of existing algorithms, when these issues
are missing from the original description. These issues in-
clude CFO correction, STO correction, and computational
complexity.

o We use our framework to compare the existing algorithms



in a common scenario. We also include an analysis on the
memory requirement and on the time complexity of our
implementation of these algorithms.

The remainder of this paper is organized as follows. Sec-
tion II gives details on the LoRa physical layer and presents
several representative LoRa collision resolution algorithms.
Section III explains our proposed open-source framework.
Section IV gives our simulation results in an ideal scenario
first, and then in a more realistic scenario. Finally, Section V
concludes our work.

II. STATE OF THE ART

In this section, we first describe the LoRa physical layer, in-
cluding LoRa modulation, demodulation and coding. Then, we
present several representative collision resolution algorithms,
which are implemented in our framework.

A. LoRa

LoRa modulation: LoRa is a physical layer for LPWANs
based on a chirp spread spectrum modulation. A chirp is a
linear frequency sweep over a fixed bandwidth (BW). The
chirp is called upchirp when the frequency increases over
time, and downchirp otherwise. The initial frequency of a
chirp encodes its value. A LoRa uplink frame starts with a
preamble composed of 8 upchirps encoding value 0, a network
identifier of 2 upchirps, and a delimiter of 2.25 downchirps.
The frame continues with the payload encoded with upchirps
and including a cyclic redundancy check. A LoRa downlink
frame follows the same structure except that upchirps are
replaced with downchirps, and conversely.

The duration SD of a chirp depends on a parameter called
spreading factor (SF), and is equal to 2°F/BW. SF also
defines the number of bits encoding the value of the chirp.
A large SF improves the sensitivity of the receiver, thereby
increasing the communication range, but also increases the
chirp duration, thereby reducing the throughput.

LoRa demodulation: To demodulate a frame, the receiver
uses the preamble to synchronize itself with the transmitter.
Then, the receiver captures the time-varying signal f™(¢) for
each chirp of value m. The signal is multiplied by an inverse
chirp f’(t) encoding value 0, which removes the time-variant.
The multiplication on phase is translated into an addition in
frequency, as follows (for the case of an upchirp):
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where 7, = (m x SD)/25F encodes the m-th value. One
of the two cases of Equation 1 is outside of the bandwidth.
However, when BW is used as the sample rate, the aliasing
makes the two cases identical in terms of frequency. Once
the time-variant part of the signal is removed and the signal
contains a single constant frequency, the receiver performs
a Fast Fourier Transform (FFT) on the result, and finds
the strongest FFT peak. This peak translates into the chirp
value m, encoded with SF bits. After having computing the

value of each chirp of the payload, the frame is completely
demodulated and can be thus decoded. An open-source LoRa
demodulation module' for GNU Radio is described in [6].

LoRa coding: LoRa introduces four channel coding steps.
First, LoRa uses a Hamming code in order to add redundancy
in the bits of the application payload. According to the coding
rate (CR) parameter, from CR=1 to CR=4 bits of redundancy
are added every 4 bits of payload. Second, LoRa uses a
whitening sequence in order to reduce the probability of
long sequences of identical bits. Third, LoRa uses a diagonal
interleaver to distribute consecutive payload bits into differ-
ent codewords, and consequently into different transmitted
symbols. This allows to distribute the potential errors of a
symbol on distant bits, which can be detected more easily,
and even corrected if a large coding rate (CR=3 or CR=4) is
used. Fourth, a Gray decoding is used for the transmission.
This ensures that a decoding error of one in the symbol value
translates into a single bit error.

B. Existing collision resolution algorithms

CHOIR [7] leverages tiny frequency offsets in symbols that
occur due to hardware imperfections of real devices. These
tiny offsets are shown to be stable over the entire duration of
a frame. By having the receiver perform an FFT on a large
window (typically, ten times the original window size), these
tiny frequency offsets can be extracted and can help to identify
the transmitter, even when frame collisions occur.

FTrack [8] uses the time offset among colliding frames to
decode them. After the LoRa downchirp multiplication, each
symbol becomes a series of constant frequencies over SD,
called a track. FTrack uses these tracks to match the symbols
to the transmitters. FTrack requires that the symbol frontiers
of colliding frames are separated by at least SD/10.

OCT [9] also uses the time offset to match the symbols to
the transmitters. The receiver computes segments according to
the symbol edges of the colliding LoRa frames, and performs
an FFT on each segment. It stores all the peaks of each
FFT, and determines the sent symbols based on the symbols
that are repeated on all the corresponding segments. When
the colliding frames are quasi-synchronized, the previous
approach cannot be used and OCT instead uses the power
level of symbols to match them to the correct frame.

CIC [10] is similar to OCT, and also leverages the time
offset to divide each SD into segments, with an FFT being
performed on each segment. CIC computes the intersection
of the set of symbols of contiguous segments to extract the
correct symbol. It is important to notice that CIC is one of the
few collision resolution algorithms that has been tested under
low SNR [10].

In Successive Interference Cancellation (SIC) approaches
such as in [11], a strong LoRa signal can be demodulated
even if it collides with weaker signals, thanks to the capture
effect. By reconstructing the stronger signal and removing
it from the superposed signals, it is possible to attempt to

IThe module from [6] is available at https://github.com/rpp0/gr-lora.



iteratively demodulate the next stronger signal. This requires
the signal-interference ratio to be above 6 dB, where the signal
interference ratio is formally defined as:

SIR = 10log,, Sref _ 9 logo Ares )
Sint Aint
where S,.y and A,.; are the energy and amplitude of the
reference signal, and S;,; and A;,; are the energy and
amplitude of the interfered signal.

In [12], we showed that frame collisions might cause symbol
ambiguities in most collision resolution algorithms. These
ambiguities come from noise, close symbol edges in time-
based approaches, or similar receive power in power-based
approaches. We proposed to benefit from the LoRa coding,
and especially from the diagonal interleaver and the Hamming
code, in order to remove most symbol ambiguities.

III. FRAMEWORK ARCHITECTURE IN GNU RADIO

In this section, we first describe the GNU Radio program-
ming environment. Second, we present the architecture and
the general modules of our framework. Third, we present
our implementation of a few existing collision resolution
algorithms, as well as how to integrate a new algorithm into
our framework. Finally, we explain how to add extra features.

A. GNU Radio primer

GNU Radio [13] is a free and open-source software provid-
ing signal processing blocks for software-defined radios.

The basic element in GNU Radio is the block. A block
usually contains input and output ports, from which it can
respectively receive and send data to other blocks. The data is
either a continuous stream (e.g., a signal is usually a stream
of complex float numbers representing the in-phase (I) and
quadrature (Q) components of the signal) or a discrete message
containing data with polymorphic type (i.e., a generic structure
holding a variety of data such as a number, a string, a tuple,
a list or a dictionary). Streamed data is also able to carry
discrete messages, named tags in GNU Radio. Each block can
be considered as a state machine with some initial parameters.
A block consumes the data from its input ports, processes it,
and produces data for the output ports. The blocks do not
require to load all the data at once. GNU Radio has an intuitive
graphical interface where blocks are interconnected through
links between output and input ports, as shown on Figure 1.
In the example of Figure 1, the output of the ”Throttle” block
is connected to the input of the “Resampler” block. Blue ports
use a stream of complex float numbers, while white ports
represent messages.

B. Architecture of the proposed framework

Our proposed open-source framework is available at Zen-
odo?. The core of our framework is composed of two parts:
a decoder and a node abstraction. The decoder contains
an optional LoRa preamble detector, a demodulator (which
can implement a collision resolution algorithm) that retrieves

2 Available at https://doi.org/10.5281/zenodo.6421804

demodulated symbols from a signal, and a LoRa decoder that
transforms symbols into application bits. The node abstrac-
tion is capable of generating superposed LoRa signals with
different parameters from a simulated network.

1) Decoder: The decoder part implements a single LoRa
demodulator with a known SF. Figure 1 shows the structure
of the entire receiver. The receiver takes the samples from a
file (block “File Source”) or from a connected SDR hardware
(block "UHD: USRP Source”). The "LoRa Preamble Detect”
block processes the samples to find a preamble. The samples,
combined with preamble information of the detected frame,
are then processed by the “Payload Decoder” block in order to
synchronize the receiver with the transmitted symbols. In the
example of Figure 1, the standard LoRa decoding algorithm
is used. Then, the demodulated symbols of the entire frame
are passed as a message to our "LoRa Decoding” block. This
block decodes and outputs the original data from the symbols.

In a simulated scenario, the "LoRa Preamble Detect” block
can be removed. In this case, the frame information is directly
dispatched to the decoders in a tag, along with the samples of
the base band signal.

Any GNU Radio block can be replaced by another block
with the same input and output, as long as they implement
similar features. Such decoupling can help to develop, evaluate
and improve the preamble detection algorithm, the payload de-
modulating algorithm (which is often the core of the collision
resolution algorithms) or the decoding algorithm.

2) Node abstraction: Figure 2 presents two node abstrac-
tions in our framework, depicted here as Node 1 and Node 2.
Node abstractions are used to generate application data. This
data can be randomly generated in GNU Radio for test purpose
(as in Node 1) or from an external application (as in Node
2 for an example with UDP) including a network simulator.
Note that the communication between the external application
and GNU Radio can be made through TCP, UDP or ZeroMQ
connections [13]. The generated data is packed as a message
and passed to our LoRa Encoding block, which performs
encoding and modulation, and produces LoRa signals.

The signals generated by our LoRa Encoding block have
a normalized amplitude and are perfectly synchronized at the
sample level. It is possible to implement a propagation model
by delaying the signals (see the “Delay” blocks on Figure 2,
which can be configured with a given number of samples)
and by reducing the strength of the received signal with a
given factor (see the "Multiply Const” blocks on Figure 2).
Then, the signals from the two nodes are added, and the output
is a colliding signal. Note that a very similar setup can be
configured to evaluate the impact of low SNR, by adding a
strong random noise to a weak signal. Also notice that this
delay is also used to implement desynchronized transmissions,
required by several existing collision resolution algorithms.

For instance, let us consider that we deploy a LoRa gateway
which can receive the signals of two nodes, with a relative
power difference of 20 dB. From Equation 2, we have A,y =
Aine- 10°35" . If we set the amplitude of the weaker signal A;,;



Decoder
File Source frame_update
or out mm [in | Resampler  [ou »E‘Loka Preamble Detect [ou}—{"in | Payload Decoder LoRa -~["in | LoRa Decoding [ rame_daa
UHD: USRP Source [frame sym ]
Fig. 1. Decoding LoRa frames from a signal sample, obtained from a file or from a USRP SDR hardware.
Node 1 Gateway 1

Propagation -
Model {in| Delay [ou] Multiply Const  [ouHt

{in | LoRa Encoding [out

‘ Random PDU Generator [out f-----------------------oooooooe

‘ UDP Source  |out

Node 2

{lin] LoRa Frame to Message LoRa Encoding [out I+——

il 2

[l Add  [eu]

—
Add

ol [ou]

Gateway 2

- m Multiply Const [wH]
mm {in] Multiply Const [ouch
[n| Delay [ou] [in] Multiply Const [ouhy

Fig. 2. Generating signals with the node abstraction and multiple gateways.

to 1, this means that the amplitude of the stronger signal A,
has to be multiplied by 102°/20 = 10.

Multiple gateways can be implemented by having as many
preamble detector and payload decoder blocks as there are
gateways (or more precisely, as there are demodulators). For
each gateway, the parameters corresponding to the propagation
model are likely to be different, as the signals received at each
gateway will experience different channel losses. Therefore,
we can set different parameters in the propagation models
by calculating them in advance using the relative distances
between the nodes and gateways.

C. Implementations of collision resolution algorithms

We hereby discuss the implementations of various algo-
rithms in our framework.

Our implementation of the default LoRa demodulation con-
sumes 2°F samples during S D, multiplies it with a downchirp,
performs an FFT on the samples, and finds the strongest FFT
bin. The index of this bin is the obtained symbol value.

In CHOIR, the decoder takes 2% samples from the syn-
chronized frame during SD. CHOIR adds a zero padding to
expand the FFT size to ten times its default value. Then, it
stores the strongest FFT bin peaks into ten lists. The symbols
are taken from these lists when decoding.

FTrack requires parameters whose values are not given in
the reference article [8]: the number ng., of steps between
each FFT to extract a track, and the size NN,;, of an FFT
window. Our block uses this sliding window on N,,;,, samples
to calculate the FFTs. The window advances by steps of 7
samples. To extract the track of an entire symbol, we thus need
to review 2°F + N in samples.

OCT aims at a real-time decoding of LoRa collisions. To
do so, OCT divides each symbol duration SD into several
segments according to the time offset between the frames. We
implemented OCT with a minimal resolution of 1/8-th of SD,
that is 0.128 ms for SF' = 7 and BW = 125 kHz. The decoder
needs to perform at most as many FFT within every SD as
there are collided frames.

CIC was not implemented in our framework, as the authors
of CIC already made their code available in both Python and
Matlab.

All these algorithms have in common the computation of
several FFTs. This allows us to compare them depending on
how many FFTs they perform, and on the size of these FFTs.
The space complexity also mainly depends on the number
of samples that a receiver has to review. Table I summarizes
the complexities of each algorithm. We use the following
notations: NV is the size of each FFT (which depends on the
algorithm), ngy,, is the number of symbols in the collided
frames, and n. is the number of frames in collision. Note that
in the case of CIC, the space complexity is 75y, X IV according
to the code published in [10], but it could be reduced to N
by considering only the samples during an SF for each FFT.

SIC-based algorithms for LoRa need to store the samples
during the entire superposition (at least 1.y, X 25 samples),
so as to do the subtraction and recover a weaker signal. We
believe the SIC-approach needs to be implemented by storing
all the samples and analyzing them several times, in order to
be compliant with our framework (and more generally, with
the GNU Radio design).

D. Extra characterizations of LoRa signals

Noise is considered as an Additive Gaussian White Noise
(AGWN) with zero mean [14]. In our framework, such noise
can be simulated by the “Noise Source” and added to the
superposed signals. The relative amplitude is computed ac-
cording to Equation 2:

Anoise = Aref X 107% (3)

To simulate SNR = 0 dB, A,,0ise is set to the value of A,.y.

Carrier frequency offset (CFO) is not negligible in a real
transmission. To simulate CFO in the base band signal in our
framework, it is possible to add a frequency offset in the "LoRa
Encoding” block as part of the node abstraction. The CFO
is translated into a time offset in the synchronization by the
”LoRa Encoding” block.

Sample time offset (STO) can occur when the re-sampler in
the receiver side is not perfectly synchronized with the original



TABLE I
COMPLEXITIES OF THE IMPLEMENTED COLLISION RESOLUTION ALGORITHMS.

Algorithm | Number of samples | FFT size Time complexity of FFT per symbol | Space complexity of FFT per symbol
LoRa 25F N =25F O(Nlog N) N
CHOIR | 25F N =10 x 25F | O(NlogN) N
FTrack various (< 25F) N = 25F Nstep X O(Nlog N) N + Nyin
OCT various (< 25F) N =25F ne X O(Nlog N) N
CIC various (< 25F) N = 25F ne X O(Nlog N) Nsym X N

signals. To simulate the STO in our framework, we can simply
configure the interpolation parameter in the "LoRa Encoding”
block to generate the signals with a higher sample rate, and
re-sample the signal with sample-level offsets.

Large networks are usually difficult to simulate as they
require creating and interconnecting several blocks, which
is tedious and error-prone. To facilitate this, we provide
a script with an optional configuration file to automati-
cally generate a complex network. Suppose that 100 nodes
are deployed around a LoRa gateway, following a uni-
form distribution between 500 and 1000 meters. The path
loss model is a log distance model. The noise ampli-
tude A,oise equals to the amplitude of the weakest sig-
nal Agignar. Such a scenario can be described as follows:

[DEFAULT] [Nodes] Paraml=1

Gateways=1 Distrib.=uniform Param2=7.7
Nodes=100 Radius=1000 Param3=3.76
[Gatewayl] MinRadius=500 [Noise]
Algorithm=lora [Loss Model] exist=YES
Model=LogDist. min=0

IV. SIMULATION RESULTS

In this section, we use our framework to evaluate the
collision resolution algorithms under different scenarios. Our
goal is not to identify the best algorithm, but rather to show
that they can be compared in an homogeneous setup. We also
try to highlight results that are unknown (e.g., because the
algorithms were not systematically tested with negative SNR)
or inconsistent with previous works.

A. Scenario 1: impact of the duty-cycle

In the first scenario, we evaluate the ideal performance
of different decoding algorithms with different duty-cycle
constraints (or, equivalently, with different traffic load) without
noise. The network consists of one gateway and a varying
numbers of nodes. All the nodes have the same relative
distance to the gateway, which is the worst-case for the
algorithms based on power level. For the FTrack algorithm,
we set Nngep to 8 and a sliding window of SD. Each node
periodically sends at least five frames of 20 random bytes.
The time on air of the frames is 57.3 ms for SF7 and 1.34 s
for SF12. We set the duty-cycle to 1% and 10%. We add a
random waiting time between each transmission in order to
desynchronize the nodes. The maximum waiting time is set to
100 times the time on air for 1% duty-cycle, which is 5.7 s
and 135 s for SF7 and SF12 respectively, and 10 times the
time on air for 10% duty-cycle, which is 0.57 s for SF7 and

13.5 s for SF12. Therefore, the simulation time is 57 s and
1350 s for 1% duty-cycle, 5.7 s and 135 s for 10% duty-cycle.
The results are averaged over 20 simulations.

Figure 3 shows the throughput for a varying number of
nodes, for SF7 (on the left) and SF12 (on the right), for
four algorithms and two possible duty-cycles (1% or 10%).
Our results show that the setup with 1% duty-cycle does
not generate enough collisions: collision resolution algorithms
have similar performance as LoRa. LoRa saturation is not
reached with 100 nodes at 1% duty-cycle, while it is reached
at about 30 nodes with 10% duty-cycle. It can be seen that
FTrack performs the best in all setups, which is not consistent
with [10]. Indeed, the original paper for FTrack [8] mentions
that they use FTrack to decode the frames with similar power
levels and that the capture effect can be leveraged to decode
frames with different power levels. In [10] however, FTrack
is evaluated with collided frames of different power levels
though, which degrades the results.

B. Scenario 2: impact of the SNR

In this scenario, we set the duty-cycle to 10% and deploy
50 nodes in the network for guaranteed collisions. The nodes
are randomly deployed in a ring between 500 m and 1000 m
around the gateway. The relative receiving power levels are
calculated through a log distance loss model. The path loss
LindBis L = Ly + 10nloglo(%), where n = 3.76 is the
path loss exponent, dg = 1 is the reference distance in meter,
Ly = 7.7 is the path loss at reference distance, and d is the
distance between a node and the gateway. We vary the strength
of the noise so that the SNR varies from 20 dB to -10 dB
(recall that a negative SNR means that the LoRa signals are
weaker than the noise). We also test two sliding windows for
FTrack: Ny, = 2°F and Ny, = 257/2.

Figure 4 shows the throughput for a varying SNR, for SF7
(on the left) or SF12 (on the right), for four algorithms, 50
nodes, and 1% duty-cycle. Our results show that FTrack with
full FFT window performs the best with SF7, while OCT
reaches the best performance with SF12. The performance of
most algorithms appears to be slightly impacted by the SNR,
except for CHOIR, and for FTrack on full window with SF12.
At SF7, throughput degradation can be seen from SNR=0 dB
and lower for CHOIR, FTrack with full window, and OCT. At
SF12, such degradation appears from SNR=10 dB for CHOIR
and FTrack with full window, and from SNR=5 dB for OCT.
Note that the impact of the SNR on the decoding algorithms
was only known for LoRa and for CIC.
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Fig. 4. Study of the throughput as a function of the SNR, for 50 nodes and a duty-cycle of 10%, and with SF7 (on the left) and SF12 (on the right).

V. CONCLUSION

LoRa technology is used in a large variety of LPWAN
applications. Several sophisticated collision resolution algo-
rithms have been proposed in order to increase the throughput
of LoRa. However, a common framework to compare these
algorithms, or to test new ones, is lacking. In this paper, we
described our open-source platform for GNU Radio. We dis-
cussed how we implemented several existing collision resolu-
tion algorithms, as well as specific features in a realistic LoRa
network. We used our framework to compare the performance
of several algorithms in various scenarios, and with various
metrics including their time and space complexity. As an
example, we use the ability of our framework to finely control
LoRa signal features in order to study the impact of SNR. We
believe that our framework can be used and improved by the
community to implement and evaluate new collision resolution
algorithms or new signal processing techniques.
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