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A new Symmetric Interior Penalty Discontinuous Galerkin

formulation for the Serre-Green-Naghdi equations

Meriem Zefzouf ∗1 and Fabien Marche†1

1University of Montpellier, Institut Montpelliérain Alexander Grothendieck, 34095 Montpellier, France

Abstract

In this work, we investigate the construction of a new discontinuous Galerkin discrete formulation
to approximate the solution of Serre-Green-Naghdi (SGN) equations in the one-dimensional horizon-
tal framework. Such equations describe the time evolution of shallow water free surface flows in
the fully nonlinear and weakly dispersive asymptotic approximation regime. A new non conforming
discrete formulation belonging to the family of Symmetric Interior Penalty discontinuous Galerkin
methods (SIP-DG) is introduced to accurately approximate the solutions of the second order el-
liptic operator occurring in the SGN equations. We show that the corresponding discrete bilinear
form enjoys some consistency and coercivity properties, thus ensuring that the corresponding dis-
crete problem is well-posed. The resulting global discrete formulation is then validated through an
extended set of benchmarks, including convergence studies and comparisons with data taken from
experiments.

Keywords: Serre-Green–Naghdi equations, discontinuous Galerkin, Interior Penalty methods, high-
order schemes, free surface flows, shallow water equations, dispersive equations

1 Introduction

In an incompressible, homogeneous and inviscid fluid, the propagation of surface waves is governed by the
Euler equations with nonlinear boundary conditions at the surface and at the bottom. As this problem
is still complicated to solve in its full generality, both mathematically and numerically, several simpler
models have been derived to describe the behavior of the solution in some physical specific regimes (see,
e.g., [34] for a review). In what follows, we focus on the shallow water regime:

(shallow water regime) µ :=
H2

0

λ2
≪ 1, (1)

where H0 refers to the typical water depth, λ the typical wave length. In this regime, the classical
Nonlinear Shallow Water (NSW) equations [11] can be derived from the full water waves equations by
neglecting all the terms of order O(µ), see for instance [33]. This model provides an accurate description
of important unsteady processes in the surf and swash zones, such as nonlinear wave transformations,
run-up and flooding due to storm waves, see for instance [4], but it neglects the dispersive effects which
are fundamental for the study of wave transformations in the shoaling area and, possibly, slightly deeper
water areas. Keeping these dispersive effects in the equations, and neglecting only the O(µ2) terms,
one obtains a more accurate - but mathematically and numerically more complicated - set of equations
known as the Serre [51] in the horizontal surface dimension, or Green-Naghdi [27,55], or fully nonlinear
Boussinesq [60] equations for the two-dimensional case. We refer to these models here as the Serre-Green-
Naghdi (SGN) equations. No smallness assumption is made on the size of the surface perturbations, the
corresponding regime is said to be fully nonlinear :

(fully nonlinear / large amplitude regime) ε :=
a

H0
= O(1), (2)
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where a is the typical wave’s amplitude. More precisely, let x, z, and t denote, respectively, the horizontal,
vertical, and time coordinates. We denote by ζ(t, x) the free surface elevation with respect to its rest
state, by −H0+b(x) a parametrization of the bottom’s variations and by H := H0+ζ−b the water depth
and by η = H + b the total free surface elevation, as shown in Figure 1. Denoting by uhor the horizontal
component of the velocity field in the fluid domain, we define the vertically averaged horizontal velocity
u ∈ R as

u(t, x) :=
1

H

∫ ζ

−H0+b

uhor(t, x, z)dz,

and we denote by q := Hu the corresponding horizontal momentum.

H0

⇣(t,x)

⌘(t,x)

b(x)

z

x

H(t,x) = ⇣(t,x) + H0 � b(x)

0
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Figure 1: Free surface flow description and notations.

The SGN equations, as formulated in [5], read as follows:

∂tη + ∂xq = 0, (3a)

∂tq + ∂x(uq) = − (1 +T[H, b])
−1
Q[H, b](η, u), (3b)

where the linear operator T[H, b]· and the nonlinear operator Q[H, b] are defined for all smooth enough
scalar-valued functions w by

T[H, b]w := HT [H, b]
w

H
, (4)

Q[H, b](η, u) = gH∂xη +HQ1[H, b](u), (5)

Q1[H, b](w) := −2R1[H, b]((∂xw)
2) +R2[H, b]((w∂x)

2b), (6)

the linear operator T [H, b]· and the quadratic form Q[H, b](·) are defined by

T [H, b]w := R1[H, b](∂xw) +R2[H, b](w∂xb), (7)

where

R1[H, b]w := − 1

3H
∂x(H

3w)− H

2
w∂xb, R2[H, b]w :=

1

2H
∂x(H

2w) + w∂xb.

Considering the discrete formulations, the SGN equations have recently received attention and various nu-
merical methods have been introduced, mostly in the surface horizontal d = 1 case, like Finite-Difference
(FD) approaches [2], Finite-Volume (FV) [5, 8], WENO [6, 12], pseudo-spectral (PS) [22], (continuous)
Finite-Element (FEM) [25, 43, 44], FV and FEM methods on hyperbolic relaxed approximating mod-
els [24,29] and discontinuous Galerkin approaches (possibly mixed with FEM) in [16,17,20,38,45,52]. In
d = 2 case, several methods have been developed mostly on cartesian meshes: FD [3,60,65], FV [37], hy-
brid FV-FD [47,53] and WENO-FD [35], PS (in the rotating case) [46] and more recently a Hybridizable-
DG method [50] and a Central DG-FE method in [39]. Numerical approximations of SGN equations on
general unstructured (simplicial) meshes are considered in [21,42].
We have introduced in [16] some high-order fully discontinous Galerkin discrete formulations for the
(classical) SGN equations, as well as for the asymptotically enhanced SGN models of [35] in order to
optimize the dispersive properties of the classical SGN equations. In these formulations, relying on the
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Symmetric Weighted Interior Penalty DG approach (SWIP-DG), the fully nonlinear and weakly dis-
persive equations are written as coupled nonlinear (pseudo) hyperbolic-elliptic problems, relying on the
(non-dispersive) NSW equations supplemented by additional algebraic source terms, which fully accounts
for the O(µ2) nonlinear dispersive correction. These source terms are themselves computed as the solu-
tions of auxiliary linear second order elliptic problems associated with the elliptic operator 1 + T [H, b]
defined in (??). We observe from this work, as well as in [21,42], that high-order DG methods are well-
suited for the approximation of the solutions of SGN equations. It is generally acknowledged that DG
methods exhibit several appealing features (i.e. local conservation, stability, a straightforward ability
to handle arbitrary high-order polynomial approximations, a great geometrical discretization flexibility,
compact stencils and minimal inter-element communications). Beyond these general features, using DG
method provide a general and unified discrete framework allowing to accurately approximate both the
hyperbolic and elliptic parts of the SGN equations. Keeping nearshore oceanography applications in
mind, the robustness of DG methods in the vicinity of sharp gradients also appears to be well suited
for the description of wave steepening and breaking, see for instance [49]. Such features may also allow
to easily introduce adaptive algorithms (refining or coarsening a grid can be achieved without enforcing
the continuity property commonly associated with the conforming FEM), together with the use of high
order polynomial approximations away from breaking and run-up areas.

However, considering the SWIP-DG method of [16] for the classical SGN equations (the Model 1 of [16]),
we are not able to ensure the discrete coercivity for the discrete counterpart of the elliptic operator
1+T [H, b] defined in (??) (see Remark 3 of [16] for details). As an answer to this drawback, we focus in
this work on the construction and validation of a new Symmetric Interior Penalty discontinuous Galerkin
formulation that is well-posed for the elliptic operator H (1 + T [H, b]). This new formulation shares with
the formulation introduced in [16] the appealing symmetry property and it is especially designed so that a
discrete coercivity property is ensured, with a negligible computational overhead. As in [16], the stability
threshold on the penalty parameter is still independent of the interface values of both H and b and it
naturally allows to deal with the discontinuous nature of the discrete elliptic problem’s coefficients in a
stable and consistent way. Our numerical investigations show that this approach leads to an excellent
agreement with data taken from several experiments.
The rest of this work is organized as follows: the next section is devoted to an alternative reformulation
of the SGN equations, which proves to be useful in the numerical analysis that follows. The proposed
new numerical method is introduced in third section and the numerical validations are provided in the
last section.

2 Another reformulation of the SGN equations

In [16], in order to build a symmetric discrete formulation associated with 1+T[H, b], it is observed that,
assuming that the water depth H is bounded away from zero, it holds that, for any sufficiently smooth
scalar-valued function v:

(1+T[H, b])v = H(1+T [H, b])
v

H
,

where, for any sufficiently smooth scalar-valued function w:

H(1 + T [H, b])w = −1

3
∂x(H

3∂xw) +

(
H +

1

2
∂x(H

2∂xb) +H(∂xb)
2

)
w. (8)

The approximation of the right-hand side of (3b) may consequently be computed as the solution of
a non-homogeneous diffusion-reaction-like elliptic problem, with a time-dependent reaction-like coef-
ficient defined as H + 1

2∂x(H
2∂xb) + H(∂xb)

2. A Symmetric Weighted Interior Penalty discontinu-
ous Galerkin (SWIP-DG) discrete bilinear form is proposed in [16], with non-homogeneous and time-
dependent diffusion-like and reaction-like coefficients respectively defined from discrete approximations
of ν[H] and β[H, b]. However, as already pointed out in [16], one main drawback of this formulation is
that the sign of the reaction-like coefficient H+ 1

2∂x(H
2∂xb)+H(∂xb)

2 depends on the sign of ∂x(H
2∂xb).

As a result, we are not able to ensure, for all topography configurations, a discrete coercivity property
for the proposed discrete counterpart of the operator H(1 + T [H, b]).
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In order to design a new symmetric DG formulation with better properties, let recall first that SGN equa-
tions are rigorously justified in [1], and a well-posedness result is proved for the general two-dimensional
case with varying bottom using a Nash-Moser scheme. This result has also been obtained using a Picard
iterative scheme in the one-dimensional case in [31].
More precisely, in the d = 1 case, assuming that the initial data (η0, u0) ∈ Hs(R) × Hs+1(R) with
s > 3

2 (where Hs(R) is the Sobolev space of functions v ∈ L2(R) such that their weak derivatives
up to order s have a finite L2-norm) and that b ∈ C∞

b (R) (where C∞
b (R) is the space of infinitely

differentiable functions that are bounded together with all their derivatives), then there exists a max-
imal time tmax > 0, uniformly bounded with respect to µ, such that SGN admits a unique solution
(η, u) ∈ C([0, tmax], H

s(R) × Hs+1(R)). This result can be extended to finite domains and periodic
boundary conditions. In particular, we recall the following result:

Proposition 1. Assuming b ∈ C∞
b (R) and η ∈W 1,∞(R) such that

∃Hε, inf
x∈R

H = η − b > Hε.

then the operator
H(1 + T [H, b]) : H2(R) → L2(R),

is well-defined, one-to-one and onto.

Proof. The detailed proof is given in [31] for the nondimensionalized equations. Let just recall here that
the following identity holds:

HT [H, b] = (S1[H, b])
⋆H S1[H, b] + (S2[b])

⋆H S2[b], (9)

where the first and zero order differential operators S1[H, b] and S2[b] are defined as follows:

S1[H, b] =
H√
3
∂x −

√
3

2
∂xb, S2[b] =

1

2
∂xb,

with adjoint operators

(S1[H, b])
⋆ = − 1√

3
∂x(H·)−

√
3

2
∂xb, (S2[b])

⋆ = S2[b].

Considering the bilinear form defined and continuous on H1(R)×H1(R) by:

a(v, w) =
(
HS1[H, b]v, S1[H, b]w

)
+

(
HS2[H, b]v, S2[H, b]w

)
+
(
Hv,w

)
, (10)

where (·, ·) refers to the L2-scalar product, we have:

a(w,w) = (H(1 + T [H, b])w,w) ≥ Hε

(
∥w∥2 + ∥S1[H, b]w∥2 + ∥S2[b]w∥2

)
,

so that H(1 + T [H, b]) is one to one. We additionally have

Hε

(
∥w∥2 + ∥S1[H, b]w∥2 + ∥S2[b]w∥2

)
≥ C ∥w∥2H1(R) ,

proving that a(·, ·) is coercive on H1(R) and from Lax-Milgram theorem, for all f ∈ L2(R), there exists
unique u ∈ H1(R) such that, for all w ∈ H1(R), a(u,w) = (f, w) .

In the following, we aim at designing a new DG formulation for SGN equations that mimics these
properties observed on the continuous model. While we choose in [16] to design the discrete version
of HT [H, b] from the formulation (8), we rather propose here to take inspiration from the proof of the
previous Proposition and use the fact that, for any w ∈ H2(R), we have:

(1+T[H, b])w =
(
H + (S1[H, b])

⋆H S1[H, b] + (S2[b])
⋆H S2[b]

)w
H
.
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As a consequence, system (3) can be equivalently reformulated as follows:

∂tw + ∂xf(w, b) + d(w, b) = b(w, ∂xb), (11a)(
H + (S1[H, b])

⋆H S1[H, b] + (S2[b])
⋆H S2[b]

)
Ψ = Q[H, b](η, u), (11b)

where w := (η, q) gathers the flow variables, Ψ is an auxiliary coupling variable between (11a) and (11b)
and

f(w, b) :=

(
q

f(w, b)

)
, b(w, ∂xb) :=

(
0

−gη∂xb

)
, d(w, b) :=

(
0

HΨ− gH∂xη

)
, (11c)

with

f(w, b) := uq +
1

2
g(η2 − 2ηb).

Additionally observing that(
H + S1[H, b]

⋆H S1[H, b]+S2[b]
⋆H S2[b]

)
w

= ∂x(−κ[H]∂xw)− β[H, ∂xb]∂xw + ∂x(β[H, ∂xb]w) + δ[H, ∂xb]w,

where

κ[H] :=
1

3
H3, β[H, ∂xb] :=

√
3

2
κ[H]

1
2χ[H, ∂xb], δ[H, ∂xb] := χ[H, ∂xb]

2 +H, (12a)

and
χ[H, ∂xb] = H

1
2 ∂xb, (12b)

system (11) may be finally written as

∂tw + ∂xf(w, b) + d(w, b) = b(w, ∂xb), (13a)

∂x
(
−κ[H]∂xΨ

)
− β[H, ∂xb]∂xΨ+ ∂x(β[H, ∂xb]Ψ) + δ[H, ∂xb]Ψ = Q[H, b](η, u). (13b)

Remark 1. In practice, the numerical solution of (13) is sought in a bounded spatial domain Ω ⊂ R.
To close (13), we have to prescribe suitable boundary conditions for the primal variables w := (η, q)
but also for the auxiliary variable Ψ, for the corresponding discrete problem to be well-defined on Ω. In
the following, we consider only reflexive boundary conditions, which aim at mimicking the presence of a
solid-wall, and which may be obtained by enforcing :

∂xη|∂Ω = 0, q|∂Ω = 0, ∂xΨ|∂Ω = 0. (14)

All the following analysis may be reproduced in the case of periodic boundary conditions, adapting the
discrete formulation accordingly.

Remark 2. It is classical that the frequency dispersion of (13) can be improved by adding some terms
of order O(µ2) to the momentum equation, see for instance [5, 41, 61]. With such optimization, system
(13) becomes:

∂tw + ∂xf(w, b) + dα(w, b) = b(w, ∂xb), (15a)

∂x
(
−κ[H]∂xΨ

)
− β[H, ∂xb]∂xΨ+ ∂x(β[H, ∂xb]Ψ) + δ[H, ∂xb]Ψ = Qα[H, b](η, u), (15b)

where

dα(w, b) :=

(
0

HΨ− 1
αgH∂xη

)
, (16)

and

κ[H] :=
α

3
H3, β[H, ∂xb] :=

√
3

2
κ[H]

1
2χ[H, ∂xb], δ[H, ∂xb] := χ[H, ∂xb]

2 +H, (17)

χ[H, ∂xb] = α
1
2H

1
2 ∂xb, (18)

Qα[H, b](η, u) =
1

α
gH∂xη +HQ1[H, b](u), (19)

where α may be set to 1.159 in order to provide a better description of the wave in intermediate water
depth. This is the formulation upon which our new discrete bilinear form is designed in the next section.
Note that choosing α = 1 allows to recover (13) and that the subscript index α is removed in the following
for the sake of simplicity.
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3 Discrete formulations

In this section, we design a new discontinuous Galerkin (DG) discrete formulation for the SGN equations,
as written in (15). Although we work here in one space dimension, we keep the notations as close as
possible to the classical one for DG methods in higher space dimensions, both to facilitate the reader
familiar with DG methods, and to make easier the extension to two space dimensions.

3.1 Setting and notations

Let Ω ⊂ R denote an open segment with boundary ∂Ω. We consider a partition Th of Ω in |Th| open
disjoint segments T of boundary ∂T such that Ω =

⋃
T∈Th

T . The partition is characterized by the
meshsize h := maxT∈Th

hT , where hT is the length of the element T . For all T ∈ Th, we denote by nT
the unit outward normal taking values in {−1, 1} on ∂T , and by xT its barycenter.

Mesh faces, reduced here to vertices, are collected in the set Fh partitioned as Fh = F i
h ∪Fb

h , where F i
h

collects the Interior vertices and Fb
h the (two) boundary vertices. The abscissa of a vertex F ∈ Fh is

denoted by xF , and we let hF denote the minimum length of the mesh elements to which F belongs. For
all T ∈ Th, FT := {F ∈ Fh | F ⊂ ∂T} denotes the set of vertices in ∂T and, for all F ∈ FT , nTF is the
unit normal to F pointing out of T . For any Interior vertex F ∈ F i

h, we choose an arbitrarily oriented
but fixed unit normal nF , and we set nF := nTF for all boundary vertices F ⊂ ∂T ∩ ∂Ω. The maximum
number of mesh faces composing the boundary of mesh elements is denoted by

N∂ = max
T∈Th

card(FT ),

(and we obviously have N∂ = 2 in the present setting). Given an integer polynomial degree k ≥ 1, we
consider the broken polynomial space

Pk(Th) :=
{
v ∈ L2(Ω) | v|T ∈ Pk(T ) ∀T ∈ Th

}
, (20)

where Pk(T ) denotes the space of polynomials in T of total degree at most k.

For a given final computational time tmax > 0, we consider a partition (tn)0≤n≤N of the time interval
[0, tmax] with t0 = 0, tN = tmax and tn+1 − tn =: ∆tn. More details on the computation of the time
step ∆tn and on the time marching algorithms are given in Section 3.6. For any sufficiently regular
scalar-valued function of time w, we let wn := w(tn).

We introduce the following inner products for regular enough scalar-valued functions v, w:(
v, w

)
Ω
:=

∫
Ω

v(x)w(x)dx,
(
v, w

)
T
:=

∫
T

v(x)w(x)dx ∀T ∈ Th,
(
v, w

)
F
:= (vw)(xF ) ∀F ∈ Fh,

and we denote respectively by ∥v∥Ω =
(
v, v

) 1
2

Ω
, ∥v∥T =

(
v, v

) 1
2

T
and ∥v∥F =

(
v, v

) 1
2

F
the corresponding L2

norms.
For all T ∈ Th, we denote pk

T the L2-orthogonal projector onto Pk(T ) and pk
Th

the L2-orthogonal projector

onto Pk(Th). Similarly, we denote I kT the element nodal interpolation into Pk(T ). The corresponding
nodal distributions in elements and edges are approximated optimal nodes introduced in [7], which have
better approximation properties than equidistant distributions. The global I kTh

interpolation into Pk(Th)
is obtained by gathering the local interpolating polynomials defined on each elements.
For further use, we recall the following classical discrete trace inequality (see, e.g., [15, Lemma 1.46] for
proof and details related to the mesh regularity parameters):

∀vh ∈ Pk(Th), ∀T ∈ Th, ∀F ∈ FT , h
1
2

T ∥vh∥F ≤ Ctr ∥vh∥T , (21)

where the constant Ctr only depends on k, the horizontal surface dimension d, and the mesh regularity
parameters.
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3.2 Symmetric and Weighted Interior Penalty discrete bilinear form

Let κ, β, δ ∈ L∞(Ω) denote uniformly bounded coefficients and set, for the sake of simplicity, κT := κ|T ,
βT := β|T and δT := δ|T for all T ∈ Th. Following [13, 18], we define the jump and weighted average
operators such that, for a sufficiently regular function φ and an interior vertex F ∈ F i

h such that
F ⊂ ∂T1 ∩ ∂T2 for distinct mesh elements T1 and T2,

JφK := φ|T1
− φ|T2

, {{φ}}ω,F := ω2φ|T1
+ ω1φ|T2

, ωi :=
κTi

κT1
+ κT2

∀i ∈ {1, 2}. (22)

In what follows, and when no confusion can arise, we omit the subscript F from both JvKω,F and {{v}}ω,F .
When κ ≡ C in Ω for some real number C > 0, we have ω1 = ω2 = 1

2 , and also the subscript ω is omitted.
The definition of the average and jump operators at boundary vertices depends on the selected variable,
according to the prescribed boundary conditions. We refer the reader to [15, Section 4.5] for a discussion
on the role of weighted averages and harmonic means in the context of heterogeneous diffusion problems.

For further use, let consider the following bilinear form ah(κ, β, δ; ·, ·) defined on Pk(Th)× Pk(Th):

ah(κ, β, δ; vh, wh) :=
∑
T∈Th

(
κ∂xvh, ∂xwh

)
T
+

∑
F∈Fh

ξ
(γκ,F
hF

JvhK, JwhK
)
F

−
∑

F∈Fh

((
{{κ∂hxvh}}ω, JwhK

)
F
+

(
JvhK, {{κ∂hxwh}}ω

)
F

)
−

∑
T∈Th

(
βvh, ∂xwh

)
T
−

∑
T∈Th

(
∂xvh, βwh

)
T

+
∑

F∈Fh

((
{{βvh}}ω, JwhK

)
F
+

(
JvhK, {{βwh}}ω

)
F

)
+

∑
T∈Th

(
δvh, wh

)
T
,

(23)

with a κ-dependent penalty parameter γκ,F defined as follows:

γκ,F :=

{
2κT1

κT2

κT1
+κT2

if F ∈ F i
h is such that F = ∂T1 ∩ ∂T2,

κT if F ∈ Fb
h is such that F = ∂T ∩ ∂Ω.

In (23), ξ denotes a user-defined parameter sufficiently large to ensure coercivity (see Proposition 3)
and ∂hx has to be intended as the partial derivative along x localized to mesh elements of Th, that is, for
a given function vh ∈ Pk(Th), (∂hxvh)|T = ∂x(vh|T ).

Remark 3. Taking β := 0 and δ := 0 in (23), one obtains the Symmetric Weighted Interior Penalty-DG
bilinear form of [13,18] associated with heterogeneous diffusion problems.

Remark 4. In [16], the discrete formulation associated with (8) reads as follows

ah(κ, δ; vh, wh) :=
∑
T∈Th

(
κ∂xvh, ∂xwh

)
T
+

∑
F∈Fh

ξ
(γκ,F
hF

JvhK, JwhK
)
F

−
∑

F∈Fh

((
{{κ∂hxvh}}ω, JwhK

)
F
+

(
JvhK, {{κ∂hxwh}}ω

)
F

)
+

∑
T∈Th

(
δvh, wh

)
T
.

(24)

Hence, we emphasize the occurrence of two new symmetric first-order terms −∑
T∈Th

(
βvh, ∂xwh

)
T
−∑

T∈Th

(
∂xvh, βwh

)
T
and

∑
F∈Fh

((
{{βvh}}ω, JwhK

)
F
+

(
JvhK, {{βwh}}ω

)
F

)
in the new formulation (23).
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3.3 Discrete gradient and Laplace operators

As in [16], in order to discretize the linear and nonlinear operators that appear in our models, we need
discrete counterparts of the gradient and of the Laplacian applied to broken polynomial functions. For
any vh ∈ Pk(Th), we define the following global lifting of the jumps of vh (see, e.g. [15, Section 4.3]):

Rk
h(JvhK) :=

∑
F∈Fh

rkF (JvhK),

where, for all F ∈ Fh, the local lifting operator rkF (JvhK) ∈ Pk(Th) is defined as the unique solution of
the following problem: (

rkF (JvhK), ψh

)
Ω
=

(
JvhK, {{ψh}}nF

)
F

∀ψh ∈ Pk(Th),

with {{ψh}} standard average operators given by (22) with ω1 = ω2 = 1
2 at Interior nodes and extended

as described in the previous section to boundary nodes. Following [15, Section 2.3], we define the discrete
gradient operator ∇k

h : Pk(Th) → Pk(Th) such that, for all vh ∈ Pk(Th),

∇k
h vh := ∂hxvh −Rk

h(JvhK).

This gradient has better consistency properties than the broken (element-by-element) gradient ∂hx , as it
accounts for the jumps of its argument through the second contribution; see [14, Theorem 2.2] for further
insight into this point. Taking inspiration from [32, Eq. (2.10)], we also introduce the discrete Laplace
operator ∆k

h : Pk(Th) → Pk(Th) such that, for all vh ∈ Pk(Th), ∆k
h(vh) solves

−
(
∆k

hvh, ψh

)
Ω
= aSIPh (vh, ψh) ∀ψh ∈ Pk(Th),

where the bilinear form aSIPh (vh, ψh) is given by (23) with the particular choices κ := 1, β := 0 and
δ := 0. It can be proved that, for any v ∈ H1

0 (Ω) ∩Hk+1(Ω), it holds

inf
vh∈Pk(Th)

∥∇v −∇k
h vh∥ ≲ hk, inf

vh∈Pk(Th)
∥△v −∆k

hvh∥ ≲ hk−1,

where a ≲ b means a ≤ Cb with real number C > 0 independent of the meshsize h, and the second
estimate further requires mesh quasi-uniformity, see [14,32].

3.4 The discrete problem

Let now bh ∈ Pk(Th) denote a piecewise polynomial approximation of the topography parameterization
b which can be obtained either by L2-orthogonal projection (i.e. bh = πk

h(b)) or by interpolation (i.e.
bh = Ik

h(b)). Note that any order of approximation may be used for the definition of bh, and in what fol-
lows, we choose the same order k as for the primal variables, for the sake of simplicity, and the following
shortcuts are introduced: ∇bh = ∇k

h bh, ∆bh = ∆k
hbh and ∇3bh = ∇k

h (∆
k
hbh). The semi-discrete in space

discontinuous Galerkin approximation of (15) reads:

Find wh = (ηh, qh) ∈ (Pk(Th))2 and Ψh ∈ Pk(Th) such that, for all (ϕh, φh) ∈ (Pk(Th))2,(
∂twh, φh

)
Ω
+

(
Ah(wh), φh

)
Ω
= 0, (25a)

ah(κ[Hh], β[Hh,∇bh], δ[Hh,∇bh]; Ψh, ϕh) =
(
Qh[Hh, bh](ηh, uh), ϕh

)
Ω
, (25b)

where

(i) the discrete nonlinear operator Ah in (25a) is defined by(
Ah(wh), φh

)
Ω
:=−

∑
T∈Th

(
f(wh, bh), ∂xφh

)
T
+

∑
T∈Th

∑
F∈FT

(̂
fTF , φh

)
F
+

(
dh, φh

)
Ω
−
(
b(wh,∇bh), φh

)
Ω
,

(26)
and the discrete dispersive correction is defined as follows
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(
dh, φh

)
Ω
=

(
0(

HhΨh − 1
αgHh∇k

h ηh, φh

)
Ω

)
, (27)

f̂TF being a suitable approximation of the normal face fluxes f(wh, bh) · nTF , see Section 3.5 below.

(ii) the discrete operators κ[Hh], β[Hh,∇bh] and δ[Hh,∇bh] are obtained according to (17)-(18), and
recalled here:

κ[Hh] :=
α

3
H3

h , (28a)

β[Hh,∇bh] :=

√
3

2
κ[Hh]

1
2χ[Hh,∇bh], (28b)

δ[Hh,∇bh] := χ[Hh,∇bh]2 +Hh, (28c)

with

χ[Hh,∇bh] := α
1
2H

1
2

h ∇bh. (28d)

(iii) the discrete nonlinear operator Qh[Hh, bh] in (25b) is defined by

Qh[Hh, bh](ηh, uh) :=
1

α
gHh∇k

h ηh +HhQ1,h[Hh, bh](uh).

where, for any wh ∈ Pk(Th),

Q1,h[Hh, bh](wh) := 2Hh∇k
h (Hh +

bh
2
)(∇k

h wh)
2 +

4

3
H2

h∇k
h wh∆

k
hwh

+Hh∆bh(∇k
h wh)wh +

(
∇k
h ηh∆bh +

Hh

2
∇3bh

)
w2

h.

(iv) the discrete water height Hh and velocity uh are defined by Hh := ηh − bh and uh := pk
Th
(
qh
Hh

).

Remark 5. Note that the discrete operator δ[Hh,∇bh] = χ[Hh,∇bh]2 +Hh is non-negative, providing
that the global discrete formulation preserves the positivity of Hh (see §3.7). In [16], for the discrete
formulation (24), we set

δ[Hh,∇k
h bh] := Hh +

1

2
∇k
h (H

2
h∇k

h bh) +Hh(∇k
h bh)

2, (29)

which is a major difference with the new discrete operator (28c), as it is not of constant sign due to the
occurence of the term ∇k

h (H
2
h∇k

h bh).

3.5 Interface fluxes and well-balancing

The high-order reconstructed numerical flux detailed in [19] is a good default choice to approximate the
interface fluxes f(w, b) · nT , allowing to obtain a well-balanced scheme that preserves motionless steady
states for SGN equations. Considering T ∈ Th and F ∈ FT ∩F i

h and denoting by w−, w+, respectively,
the interior and exterior traces of wh on F , with respect to the element T and b− and b+ the interior
and exterior traces of bh on F , this numerical flux relies on reconstructed interface states w̌−, w̌+, b̌ such
that

f̂TF = fh(w̌
−, w̌+, b̌, b̌,nTF ) + f̃TF , (30)

where fh is the Lax-Friedrichs flux and f̃TF is a high-order correction term. The reader is referred to [16]
for the detailed formulations.
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3.6 Time discretization

Supplementing (13) with an initial datum w(0, ·) = w0, the time stepping is carried out using the explicit
SSP-RK schemes of [26]. For k < 3, we consider RK-SSP schemes of order (k+1). For instance, writing
the semi-discrete equation (25a) in the operator form

∂twh +Ah(wh) = 0,

we advance from time level n to (n+ 1) as follows with the third-order scheme as follows:

wn,1
h = wn

h −∆tnAh(w
n
h),

wn,2
h =

1

4
(3wn

h +wn,1
h )− 1

4
∆tnAh(w

n,1
h ) ,

wn+1
h =

1

3
(wn

h + 2wn,2
h )− 2

3
∆tnAh(w

n,2
h ) ,

where wn,i
h , 1 ≤ i ≤ 2, are the intermediate stages, ∆tn is obtained from the CFL condition (31), and

the discrete initial data w0
h is defined either as the L2-projection or interpolation on (Pk(Th))2 of w0.

For k ≥ 3, the five stages fourth order SSP-RK scheme of [54] is used (the details are omitted for the
sake of simplicity) The corresponding time step ∆tn is computed adaptively using the following CFL
condition (see [9]):

∆tn <
1

2k + 1
min
T∈Th

(hT
σT

)
, (31)

with

σT := max
∂T

(∣∣∣∣ qh|THh|T
· nT

∣∣∣∣+√
gHh|T

)
.

3.7 Positivity of the water height

While we choose not to focus on the issue of preserving the positivity of the water height in this paper,
we emphasize that the proposed discrete formulation is compatible with the strategy of [20, 21] that
ensures that the mean value of the water height remains positive, itself based on the ideas of [63, 64].
This approach is briefly recalled in the following. Let consider Hn

h|T (x) obtained at the discrete time tn

from the fully discrete previous dG formulation and H̄n
T its average. Assuming that ∀T ∈ Th, H̄n

T ≥ 0,
we want to ensure that ∀T ∈ Th, H̄n+1

T ≥ 0 without destroying the order of accuracy. For each element
T :

1. let ST = {rTj }j=1,..,d be the set of d Legendre-Gauss-Lobatto (LGL) points on the element T , and
{ω̂j}j=1,..,d the corresponding quadrature weights. d is chosen such that the associated quadrature
rule is exact for polynomials of degree k (i.e. 2d− 3 ≥ k). We compute mn

T = min
rTi ∈ST

Hn
h|T (r

T
j ).

2. we modify Hn
h|T (x) in order to ensure that it is positive at the previous set of d LGL nodes. This

is done using the following conservative accuracy-preserving linear scaling around the cell average:

Ȟn
h|T (x) = θnT (H

n
h|T (x)− H̄n

T ) + H̄n
T . (32)

where

θnT = min

(
H̄n

T

H̄n
T −mn

T

, 1

)
.

We deduce from (32) a modified polynomial η̌nh|T (x) of order k, which is used to compute the numerical

fluxes (30). Thus, following [63,64], the positivity of the mean water height H̄n+1
T , as well as the positivity

of Hn
h at chosen quadrature nodes, is ensured under the condition :

σT
∆n

t

|T | ≤ ŵ1. (33)

In practice, we have ŵ1 = 1
6 for N = 2, 3 and ŵ1 = 1

12 for N = 4, 5. Note that new a posteriori strategies
based on Finite-Volume subcells and local flux reconstructions are currently under investigations.
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3.8 Well-posedness of the discrete elliptic sub-problem

We show, in this section, that the proposed discrete bilinear form in (25b) is symmetric, consistent
with the elliptic operator H(1+T [H, b]) and enjoys some discrete coercivity property, provided that the
penalty coefficient ξ is large enough, so that the corresponding discrete problem (25b) is well-posed.
From definitions (23) and (28), we have:

ah(κ[Hh],β[Hh,∇bh], δ[Hh,∇bh]; vh, wh) :=
∑
T∈Th

(
κ[Hh]∂xvh, ∂xwh

)
T
+

∑
F∈Fh

ξ
(γκ,F
hF

JvhK, JwhK
)
F

−
∑

F∈Fh

((
{{κ[Hh]∂

h
xvh}}ω, JwhK

)
F
+

(
JvhK, {{κ[Hh]∂

h
xwh}}ω

)
F

)
−

√
3

2

∑
T∈Th

((
κ[Hh]

1
2χ[Hh,∇bh]vh, ∂xwh

)
T
+

(
κ[Hh]

1
2χ[Hh,∇bh]∂xvh, wh

)
T

)
+

√
3

2

∑
F∈Fh

((
{{κ[Hh]

1
2χ[Hh,∇bh]vh}}ω, JwhK

)
F
+
(
JvhK, {{κ[Hh]

1
2χ[Hh,∇bh]wh}}ω

)
F

)
+

∑
T∈Th

(
(χ[Hh,∇bh]2 +Hh)vh, wh

)
T
.

(34)

This discrete bilinear form is obviously symmetric. In the following, we consider some smooth and
uniformly bounded initial data w0 = (η0, q0) ∈ C∞

b (Ω) × C∞
b (Ω), together with b ∈ C∞

b (R), so that the
associated exact solution w = (η, q) of (15a), and the exact solution Ψ of the elliptic problem (15b)
satisfy the following jump conditions:

∀F ∈ Fh, JΨKF = 0, JHKF = 0, J∂xbKF = 0. (35)

Proposition 2. (Consistency)

∀ϕh ∈ Pk(Th), ah(κ[H], β[H, ∂xb], δ[H, ∂xb]; Ψ, ϕh) =
(
Q[H, b](η, u), ϕh

)
Ω
.

Proof. We set α = 1 in the following, for the sake of simplicity. To check the consistency of the discrete
elliptic sub-problem (25b), we set vh := Ψ, Hh := H, bh := b, ∇bh := ∂xb, κ := κ[H], β := β[H, ∂xb],
δ := δ[H, ∂xb] in (34), to obtain:

ah(κ[H], β[H, ∂xb], δ[H, ∂xb]; Ψ, wh) =
∑
T∈Th

(1
3
H3∂xΨ, ∂xwh

)
T
−

∑
F∈Fh

(1
3
H3∂xΨ, JwhK

)
F

− 1

2

∑
T∈Th

(
H2∂xbΨ, ∂xwh

)
T
+

1

2

∑
F∈Fh

(
H2∂xbΨ, JwhK

)
F

− 1

2

∑
T∈Th

(
H2∂xb ∂xΨ, wh

)
T
+

∑
T∈Th

(
H((∂xb)

2 + 1)Ψ, wh

)
T
,

(36)

and after integration by parts:

ah(κ[H], β[H, ∂xb], δ[H, ∂xb]; Ψ, wh) =−
∑
T∈Th

(
∂x(

1

3
H3

h ∂xΨ), wh

)
T
+

1

2

∑
T∈Th

(
∂x(H

2∂xbΨ), wh

)
T

− 1

2

∑
T∈Th

(
H2∂xb ∂xΨ, wh

)
T
+

∑
T∈Th

(
H((∂xb)

2 + 1)Ψ, wh

)
T
,

(37)

so that ah(κ, β, δ; ·, ·) is consistent in the following sense:

ah(κ[H], β[H, ∂xb], δ[H, ∂xb]; Ψ, wh) =
(
gH∂xη +Q1[H, b](u), wh

)
Ω
, ∀wh ∈ Pk(Th).
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In order to formulate the discrete stability result, let introduce the following norm, for all vh ∈ Pk(Th),

|||vh||| :=
(∥∥∥κ[Hh]

1
2 ∂hxvh

∥∥∥2
Ω
+ ∥χ[Hh,∇bh]vh∥2Ω +

∥∥∥H 1
2

h vh

∥∥∥2
Ω
+ |vh|2j,κ

)1/2

, (38)

with the jumps seminorm

|vh|j,κ =
( ∑

F∈Fh

γk,F
hF

∥JvhK∥2F
)1/2

. (39)

Before addressing the discrete coercivity, we need some bounds on the boundary terms, which are ad-
dressed in the following Lemma.

Lemma 1. For all (vh, wh) ∈ (Pk(Th))2,∣∣∣∣∣ ∑
F∈Fh

(
{{κ[Hh]∂

h
xvh}}ω, JwhK

)
F

∣∣∣∣∣ ≤ ( ∑
T∈Th

∑
F∈FT

hF

∥∥∥κ[Hh]
1
2

|T∂
h
xvh|T .nF

∥∥∥2
F

)1/2

|wh|j,κ, (40a)

∣∣∣∣∣ ∑
F∈Fh

(
{{κ[Hh]

1
2χ[Hh,∇bh]vh}}ω, JwhK

)
F

∣∣∣∣∣ ≤ ( ∑
T∈Th

∑
F∈FT

hF
∥∥χ[Hh,∇bh]|T vh|T .nF

∥∥2
F

)1/2

|wh|j,κ. (40b)

Proof. Inequality (40a) is shown in e.g., [15, proof of Lemma 4.50]). For all F ∈ F i
h with F = ∂T1 ∩∂T2,

let introduce the following convenient shortcuts ωi = ωTi,F , κi = κ[Hh]|Ti
, χi = χ[Hh,∇bh]|Ti

and ai =
χivh|Ti

.nF , i ∈ {1, 2}. The Cauchy-Schwartz inequality yields(
{{κ[Hh]

1
2χ[Hh,∇bh]vh}}ω, JwhK

)
F
=

(
ω2κ

1
2
1 a1 + ω1κ

1
2
2 a2, JwhK

)
F

≤
(1
2
hF (∥a1∥2F + ∥a2∥2F )

) 1
2

×
(
2(ω2

2κ1 + ω2
1κ2)

1

hF
∥JwhK∥2F

) 1
2

,

and since 2(ω2
2κ1 + ω2

1κ2) = γκ,F , we infer(
{{κ[Hh]

1
2χ[Hh,∇bh]vh}}ω, JwhK

)
F
≤

(1
2
hF (∥a1∥2F + ∥a2∥2F )

) 1
2 ×

(γκ,F
hF

) 1
2 ∥JwhK∥F

Moreover, for all F ∈ Fb
h with F = ∂T1 ∩ ∂Ω,

(
{{κ[Hh]

1
2χ[Hh,∇bh]vh}}ω, JwhK

)
F
≤ h

1
2

F

∥∥χT v|T .nF
∥∥
F
×

(γκ,F
hF

) 1
2 ∥JwhK∥F .

Summing over mesh faces, using the Cauchy-Schwartz inequality, and regrouping the face contributions
for each mesh element yields the assertion.

Proposition 3. (Discrete coercivity) For all ξ > ξ := 2
√
3(1 + 2√

3
C2

trN∂)(2−
√
3)−1, where Ctr results

from the discrete trace inequality (21), the bilinear form defined by (34) is coercive on Pk(Th) with
respect to the |||·|||-norm, i.e.,

∃Cξ > 0, ∀vh ∈ Pk(Th), ah(κ[Hh], β[Hh,∇bh], δ[Hh,∇bh]; vh, vh) ≥ Cξ|||vh|||2,
where Cξ depends on ξ and Ctr.

Proof. Again, we set α = 1 in the following. Let vh ∈ Vh, owing to the discrete trace inequality (21), we
have ∑

T∈Th

∑
F∈FT

hF

∥∥∥κ[Hh]
1
2

|T∂
h
xvh|T .nF

∥∥∥2
F
≤ C2

trN∂

∥∥∥κ[Hh]
1
2 ∂hxvh

∥∥∥2
Ω
,

∑
T∈Th

∑
F∈FT

hF
∥∥χ[Hh,∇bh]|T v|T .nF

∥∥2
F
≤ C2

trN∂ ∥χ[Hh,∇bh]vh∥2Ω ,
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and we infer from (40a)-(40b) that∣∣∣∣∣ ∑
F∈Fh

(
{{κ[Hh]

1
2χ[Hh,∇bh]vh}}ω, JvhK

)
F

∣∣∣∣∣ ≤ CtrN
1
2

∂ ∥χ[Hh,∇bh]vh∥Ω |vh|j,κ,

|
∑

F∈Fh

(
{{κ[Hh]∂

h
xvh}}ω, JvhK

)
F
| ≤ CtrN

1
2

∂

∥∥∥κ[Hh]
1
2 ∂hxvh

∥∥∥
Ω
|vh|j,κ.

Using Cauchy-Schwartz and Young inequalities, we also have∣∣∣∣∣ ∑
T∈Th

(
κ[Hh]

1
2χ[Hh,∇bh]∂xvh, vh

)
T

∣∣∣∣∣ ≤ 1

2

∥∥∥κ[Hh]
1
2 ∂hxvh

∥∥∥2
Ω
+

1

2
∥χ[Hh,∇bh]vh∥2Ω .

As a result,

ah(κ[Hh], β[Hh,∇bh], δ[Hh,∇bh]; vh, vh) ≥
∥∥∥κ[Hh]

1
2 ∂hxvh

∥∥∥2
Ω
− 2CtrN

1
2

∂

∥∥∥κ[Hh]
1
2 ∂hxvh

∥∥∥
Ω
|vh|j,κ + ξ|vh|2j,κ

+ ∥χ[Hh,∇bh]vh∥2Ω −
√
3CtrN

1
2

∂ ∥χ[Hh,∇bh]vh∥Ω |vh|j,κ

−
√
3

2

∥∥∥κ[Hh]
1
2 ∂hxvh

∥∥∥2
Ω
−

√
3

2
∥χ[Hh,∇bh]vh∥2Ω +

∥∥∥H 1
2 vh

∥∥∥2
Ω
.

We now use the following inequality: let σ be a positive real numbers, let ξ ≥ 2σ2, then

∀(x, y) ∈ R2, x2 − 2σxy +
ξ

2
y2 ≥ ξ − 2σ2

2 + ξ
(x2 + y2). (41)

Applying this inequality twice, one for σ1 := CtrN
1
2

∂ , x :=
∥∥∥κ[Hh]

1
2 ∂hxvh

∥∥∥
Ω
, y := |vh|j,κ, and the other

for σ2 :=
√
3
2 CtrN

1
2

∂ , x := ∥χ[Hh,∇bh]vh∥Ω, y := |vh|j,κ, introducing C1 := (ξ − 2σ2
1)(2 + ξ)−1, C2 :=

(ξ − 2σ2
2)(2 + ξ)−1, and choosing ξ such that Ci −

√
3
2 > 0, i = 1, 2, we infer,

ah(κ[Hh], β[Hh,∇bh], δ[Hh,∇bh]; vh, vh) ≥ (C1 −
√
3

2
)
∥∥∥κ[Hh]

1
2 ∂hxvh

∥∥∥2
Ω
+ (C2 −

√
3

2
) ∥χ[Hh,∇bh]vh∥2Ω

+ (C1 + C2)|vh|2j,κ +
∥∥∥H 1

2 vh

∥∥∥2
Ω
,

and finally
ah(κ[Hh], β[Hh,∇bh], δ[Hh,∇bh]; vh, vh) ≥ C|||vh|||2,

with C = min(C1 −
√
3
2 , C2 −

√
3
2 , C1 + C2, 1) > 0. We remark that choosing the penalty coefficient ξ

large enough to enforce Ci −
√
3
2 > 0 leads to ξ >

2
√
3+4σ2

1

2−
√
3

.

A straightforward consequence of the Lax-Milgram lemma is that the discrete problem (25b) is well-
posed.

3.9 Arbitrary order well-balancing property

We have the following well-balancing result, obtained as a straightforward consequence of the well-
balancing property for the (hyperbolic) shallow water equations (see for instance [19]) and the previous
well-posedness result for the elliptic sub-problem:

Proposition 4. The discrete formulation (25) together with the numerical fluxes (30) and a first order
Euler time-marching algorithm preserves the motionless steady states, providing that the integrals of
(25a) are exactly computed for the motionless steady states: For all n ∈ N and all ηe ∈ R,

(ηnh ≡ ηe and qnh ≡ 0) =⇒
(
ηn+1
h ≡ ηe and qn+1

h ≡ 0
)
.
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Proof. Assumingwh ≡ we
h := (ηe, 0), we infer homogeneous conditions for (25b) (that isQh[Hh, bh](ηh, uh)

= 0 and homogeneous Neumann boundary conditions) and as (25b) is well-posed (see Propositions 2 and
3), we get Ψh = 0 as unique solution of (25b) and therefore

(
dh, φh

)
Ω
= 0. The proof is then similar to

the one of [19] for the (non-dispersive) shallow water equations.

This analysis can also be extended to the high order SSP schemes of Section 3.6 exploiting the fact
that the intermediate stages wn,i

h are obtained as convex combinations of forward Euler substeps; see,
e.g., [62].

4 Numerical validations

In this section, we validate the previous discrete formulation through several benchmark problems. In all
the test cases, the time step restriction is computed according to the most restrictive condition between
(31) and (33). Exploiting the symmetry of the discrete bilinear form, the sparse linear systems associated
with the discretization of H(1 + αT [H, b]) are solved using a Cholesky methods. We set α = 1 in the
first three test cases, so that solitary waves of the form (42) are exact solutions. In the other test cases,
we use the optimized value α = 1.159. We consider solid-wall boundary conditions on the two domain’s
boundaries. Some numerical accuracy and convergence analysis are performed in test 1, using the L2

norm defined, for any arbitrary scalar valued piecewise polynomial function wh ∈ Pk(Th), as follows:

∥wh∥2Th
=

(
wh, wh

)
Th
,

with (
v, w

)
Th

:=
∑
T∈Th

(
v, w

)
T
.

4.1 Solitary wave propagation

In this first test, we investigate the propagation of a solitary wave as defined by (42), over a flat topog-
raphy. In the flat bottom case, SGN equations admit solitary wave solutions of amplitude εH0, which
have known formulae in a closed form:

η(t, x) = H0 + εH0 sech2 (κ(x− ct)) , q(t, x) = c (η(t, x)−H0) , ∀t ≥ 0,∀x ∈ Ω, (42)

with κ :=
√

3ε
4H2

0 (1+ε)
and c :=

√
gH0(1 + ε). The computational domain is 200m long, the reference

water depth is set to H0 = 1m and the relative amplitude to ϵ = 0.1. The solitary wave is initially
centered at x0 = 80m and we compute the L2-error between numerical results and reference solution
for η and q at t = 0.1 s on a sequence of progressively refined uniform meshes. We start from mesh
containing |Th| = 800 elements, and the computation is performed in double precision arithmetic. The

corresponding L2-errors are gathered in Figure 2 and we observe a scaling that lies between O(hk+
1
2 )

and O(hk+1).
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Figure 2: Test 1 - Solitary wave propagation: L2-error for the total free surface elevation η at tmax = 0.1 s
vs. h, for polynomial orders k = 2, 3, 4, 5.

4.2 Head-on collision of solitary waves

Let consider now the head-on collision of two identical solitary waves propagating in opposite directions
(see [10] for an extensive study). The collision of the two waves is associated with a change of the
nonlinear dispersion characteristics and the discrete formulation has to ensure the equilibrium between
amplitude and frequency dispersion in order to allow the propagation at constant shape and speed. The
computational domain is defined as Ω = (−200m, 200m). The initial condition is defined with two
solitary waves (42) of relative amplitude ε = 0.2 initially located at x = −50m and x = 50m and
with opposite velocities. The number of mesh elements is set to |Th| = 800, corresponding to a uniform
meshsize of h = 0.5m, and the polynomial order to k = 2. We show on Figure 3 some snapshots of the
free surface at several times during the propagation, including a zoom on the dispersive tail generated
after the collision. We observe that the maximum wave amplitude during the collision is slightly larger
than twice the initial amplitude, in agreement with the results of [10, 43, 48]. The dispersive tail is very
well reproduced, even with this low number of mesh elements.
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Figure 3: Test 2 - Head-on collision of solitary waves: snapshots of the free surface.

4.3 One dimensional dispersive dam-break problem

We now study the time evolution of a dispersive dam break problem over a flat bottom. We consider
the computational domain Ω = (−300m, 300m) and the initial data is defined as :

H(0, x) =
HL −HR

2
(1− tanh(

x

χ
)), q(0, x) = 0,

with HL = 1.8, HR = 1 and χ = 0.4, and the velocity is initially uniformly set to zero, reproducing
the set-up of [37] and emulating a piecewise constant initial data with a sharp variation initially located
at x = 0. The number of mesh elements is set to |Th| = 1500, corresponding to a uniform meshsize
of h = 0.4m, and the polynomial order to k = 2. As expected, the initial discontinuity divides into a
dispersive shock wave propagating to the right and a rarefaction wave propagating to the left. We show
on Figures 4 and 5 the structure of the water height and the velocity at time t = 47.5 s. As pointed out
in [23], the analysis of Riemann invariants of the shallow-water system, coupled with the analysis of the
Witham system for SGN equations, allows to approximate the values (H∗, u∗) of the mean flow dividing
the rarefaction wave and the dispersive shock zones:

H∗ =
(
√
HL +

√
HR)

2

4
, u∗ = 2(

√
gH∗ −

√
gHR).

An asymptotic approximation of the amplitude of the lead soliton, denoted a+ in the following, may also
be obtained :

a+ = σ0 −
1

12
σ2
0 +O(σ3

0),

where σ0 = HL −HR denotes the initial jump value (note that the values provided in [23] are obtained
with nondimensionalized equations). Numerical results are compared with these values and show very
good agreement, as highlighted on Figures 4 and 5. We emphasize that, for instance, the results shown
in [37] or [58] are obtained respectively with 24000 and 8000 mesh elements and second order Finite-
Volume schemes, while the use of a higher-order scheme allows us to obtain very satisfying results with
only 1500 mesh elements.
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Figure 4: Test 3 - Dispersive dam-break: water depth profile at t = 47.5 s.
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Figure 5: Test 3 - Dispersive dam-break: velocity profile at t = 47.5 s.

4.4 Reflection of solitary waves at vertical walls

In this section, we focus on the propagation and reflexion of solitary waves against a vertical wall.
We compare numerical results with two different sets of experimental data, coming for two different
experiments and involving varying bottoms.
In the first experiment, the spatial domain is 60m long, the depth profile is piecewise linear, with a slope
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s defined as follows:

s(x) =

{
0 if x ≤ 40,
1/50 if 40 ≤ x ≤ 60,

(43)

and terminated by a vertical solid wall located at x = 60m. The reader is referred to [59] for a complete
description. The initial solitary wave, define from (42), is centered at x = 10m m and is propagating
from left to right. The still water depth is H0 = 0.7m. Two runs are performed with two different initial
solitary wave amplitudes, provided with relative amplitudes ϵ = 0.1 and ϵ = 0.171. The computational
domain is uniformly discretized using |Th| = 100 mesh elements and the polynomial order is set to
k = 1. Experimental data are compared with numerical results in Figure 6, in which time series of the
surface elevation measured at a location near the solid wall (x = 57.75) are shown. We can observe
the two expected peaks corresponding respectively to the incident and reflected waves and the discrete
formulation provides a very accurate matching between simulation and experimental data, especially
concerning the amplitude of the waves.
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Figure 6: Test 4 - Reflexion of a solitary wave against a vertical wall (first test): time series of the free
surface at x = 57.75 m for ϵ = 0.1 (left) and ϵ = 0.171 (right) - Comparison between numerical results
(-) and experimental data (o).

In the second test case, we study the propagation of solitary waves over a composite beach which mimics
the geometrical dimensions of the Revere Beach. The original experiment was performed in a tank by
the U.S. Army corps of Engineers at the Coastal Engineering Research Center in Vicksburg, Mississippi
and is depicted in details in [57]. The spatial domain is 33, 23m long and the constructed beach consists
of three piece-wise linear segments, terminated with a vertical wall on the left and the solitary wave is
initially centered at x = 0, see Figure 7 for a sketch of the corresponding initial set-up.
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Figure 7: Test 5 - Reflection of a solitary wave on a composite beach: topography and initial free surface.
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The slope s of the topography is defined as follows:

s(x) =


0 if x ≤ 15.04,
1/53 if 15.04 ≤ x ≤ 19.4,
1/150 if 19.4 ≤ x ≤ 22.33,
1/13 if 22.33 ≤ x ≤ 23.23.

(44)

We focus here on the case (B) of the experiment ε = 0.28 and we provide the solitary wave of targeted
height, centered at x = 0, as the initial condition. The computational domain is uniformly discretized
using |Th| = 100 mesh elements and the polynomial order is set to k = 1. We observe the propagation,
reflection on the wall at the right boundary before traveling back to the left boundary. Experimental data
are provided as time series of the wave elevation at several gauges located along the wave flume. We show
on Figure 8 the comparison between data and computed results at wave gauges 5, 7 and 9, respectively
located at x5 = 15.04m, x7 = 19.4m and x9 = 22.33m (exactly at the locations corresponding to the
slope variations). We observe a very accurate agreement, the wave amplitude and celerity during the
propagation and reflection are very well reproduced, even with a very low number of mesh elements.
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Figure 8: Test 5 - Reflection of a solitary wave on a composite beach: comparaison between experimental
(o) data and numerical solution (-) at gauges 5,7 and 9 for case B (ϵ = 0.28).

4.5 Shoaling of solitary waves

In this section, we investigate the dispersive properties of our model through the study of the nonlinear
shoaling of solitary waves over constant bed slopes. In what follows, we numerically reproduce three
different experimental configurations.
The first one relies on the data issued from the laboratory study performed at LEGI (Grenoble, France)
and detailed in [30]. We consider in this test at 36m channel with constant bed slope 1 : 30 and a solitary
waves propagating from the left boundary, with a water level at rest H0 = 0.25m. Measurements of
the free surface are available in the vicinity of the breaking point during the simulation, at several
wave gauges. We consider 4 series of experiments, involving increasing waves relative amplitudes, from
ϵ = 0.096 to ϵ = 0.534. For each experiment, we compare the numerical results with time series of the
free surface elevation at several wave gauges (the exact locations of the wave gauges are reported in Table
1).
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Incident wave amplitude: ε = 0.096
Gauge location (m) 2.430 2.215 1.960

Incident wave amplitude: ε = 0.298
Gauge location (m) 3.980 3.765 3.510

Incident wave amplitude: ε = 0.456
Gauge location (m) 4.910 4.695 4.440

Incident wave amplitude: ε = 0.534
Gauge location (m) 5.180 4.965 4.710

Table 1: Test 6 - Shoaling of solitary waves: LEGI experiment - Location of wave gauges for solitary
waves shoaling on a 1:30 sloped beach (relative to the shoreline).

Numerical results, obtained with |Th| = 400 and k = 2, are shown on Figure 9, together with the
corresponding experimental data. We observe that for the 4 experiments, the corresponding shoaling
and wave tranformations near the breaking points are very well reproduced.

15.5 16.0 16.5 17.0 17.5 18.0 18.5 19.0 19.5
0.000

0.025

0.050

0.075

0.100

0.125

0.150

/H
0

= 0.096

4.5 5.0 5.5 6.0 6.5 7.0
0.0

0.1

0.2

0.3

0.4
= 0.2975

3.0 3.5 4.0 4.5 5.0 5.5 6.0
t (s)

0.0

0.1

0.2

0.3

0.4

0.5

/H
0

= 0.456

3.0 3.5 4.0 4.5 5.0 5.5 6.0
t (s)

0.0

0.1

0.2

0.3

0.4

0.5

0.6 = 0.537

Figure 9: Test 6 - Shoaling of solitary waves: LEGI experiment: comparison between numerical (-) and
experimental (o) time series of total free surface at three different locations before the breaking point.

The second test is based on an experimental set-up detailed in [28], for an incident solitary wave of
relative amplitude ϵ = 0.2, which propagates and breaks over a planar beach with a slope of 1 : 35 in a
computational domain of 85m long and a water level at rest H0 = 1m.
Experimental data are provided as time series of the wave elevation at several gauges located along the
wave flume. We show on Figure 10 the comparison between numerical results (obtained with |Th| = 400
and k = 2) and experimental data measured from five different wave gauges located at x1 = 20.96m,x2 =
22.55m,x3 = 23.68m,x4 = 24.68m, and x5 = 25.91m, the last one being very close to the breaking
point. We observe an excellent agreement between numerical and measured free surface elevation up to
the breaking point.
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Figure 10: Test 7 - Shoaling of solitary waves: Grilli et al. experiment - Time series of the free sur-
face elevation for the solitary wave propagating over the 1:35 sloping beach. (-) numerical results, (o)
experimental data.

The third test allows to study the ability of the proposed discrete formulation to deal with the occurence
of dry areas. We focus on the shoaling and run-up of a solitary wave over a beach with constant slope
1 : 19.85, following the experiments of [56]. The incident wave is supplied using (42), with a water level
at rest H0 = 1m and ε = 0.28m. The mesh is set to |Th| = 250 elements and the polynomial order
to k = 2. The resulting numerical results are compared with the experimental data at several times
during the propagation (with a nondimensionalized time t∗ = t

√
g/H0) and we observe a very close

agreement, as shown on Figure 11. In particular, the run-up is reproduced very well, and we do not have
to artificially cancel the dispersive correction in the vicinity of dry areas.
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Figure 11: Test 8 - Shoaling of solitary waves: Synolakis et al. experiment - Free surface profiles
(numerical results in solid lines, experimental data in cross) at several times during the propagation.

5 Conclusion

We introduce in this paper a new discontinuous Galerkin discrete formulation to approximate the so-
lutions of Serre-Green-Naghdi (SGN) equations. A new non conforming discrete formulation belonging
to the family of Symmetric Interior Penalty discontinuous Galerkin methods (SIP-DG) is introduced to
accurately approximate the solutions of the second order elliptic operator occurring in the SGN equations
in the surface horizontal d = 1 case. We show that the corresponding discrete bilinear form enjoys some
consistency and coercivity properties. The global discrete formulation is extensively validated through
an extended set of benchmarks, including some convergence studies for various polynomial orders of
approximation and comparisons with experimental data for the reflexion of solitary waves over uneven
topographies and nonlinear shoaling. Further studies will be devoted to the extension to SGN equations
with vorticity based on the models of [36], to the surface horizontal d = 2 case, and to a posteriori
limitations methods allowing to accurately handle the occurrence of dry areas within the framework of
very high-order DG methods.

Data availability statement

The data that support the findings of this study are available from the corresponding author upon
reasonable request.
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