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Keller estimates of the eigenvalues in the gap
of Dirac operators

Jean Dolbeault, David Gontier, Fabio Pizzichillo and Hanne Van Den
Bosch

Abstract. We estimate the lowest eigenvalue in the gap of a Dirac operator with
mass in terms of a Lebesgue norm of the potential. Such a bound is the counter-
part for Dirac operators of the Keller estimates for the Schrödinger operator, which
are equivalent to Gagliardo-Nirenberg-Sobolev interpolation inequalities. Domain,
self-adjointness, optimality and critical values of the norms are addressed, while the
optimal potential is given by a Dirac equation with a Kerr nonlinearity. A new crit-
ical bound appears, which is the smallest value of the norm of the potential for which
eigenvalues may reach the bottom of the gap in the essential spectrum. Most of our
result are established in the Birman-Schwinger reformulation of the problem.
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1. Introduction and main results

In 1961, J.B. Keller established in [37] the expression of the potential which minimizes
the lowest eigenvalue, or ground state, λS(V ) of the Schrödinger operator −∆ − V in
dimension d = 1, under a constraint on the Lebesgue norm

‖V ‖p =

(ˆ
Rd
|V |p dx

)1/p

of exponent p of V . This estimate was later extended in [41] by E.H. Lieb and W. Thirring
to higher dimensions and to a sum of the lowest eigenvalues. During the last forty years,
various refinements were published. As an example, we quote stability results for λS(V )
proved in [10] by E.A. Carlen, R.L. Frank, and E.H. Lieb. Although Dirac operators inherit
many qualitative properties of Schrödinger operators, dealing with Dirac operators turns
out to be a delicate issue.

If /Dm denotes the free Dirac operator and V is a non-negative valued function, /Dm − V
is not bounded from below. One is actually interested in the lowest eigenvalue λD(V ) in
the essential gap (−mc2, m c2), where m denotes the mass and c the speed of light. We
shall speak of λD(V ) as the ground state of /Dm − V . In the standard setting, it is expec-
ted that λD(V )−mc2 converges to λS(V ) in the non-relativistic limit, i.e., as c→ +∞.
It is therefore a natural question to estimate λD(V ) in terms of ‖V ‖p and identify the
corresponding optimal potential. This question is the main purpose of our paper. A new
critical value appears, which corresponds to the smallest value of ‖V ‖p for which λD(V )
reaches, for some potential V ≥ 0, the lower end of the essential gap −mc2.

It is possible to characterize the eigenvalues of /Dm − V in the gap by a min-max
principle according to [22–24] but this raises delicate issues involving the domain of
the operator and its self-adjoint extensions addressed respectively in [24, 26, 28, 29, 50].
Applied with a Coulombian potential V , the method gives rise, after the maximising step
in the min-max method, to a lower bounded quadratic form which amounts to a kind of
Hardy inequality for the upper component: see [8, 17, 21] for details. The same strategy
applies to a general potential V under a constraint on ‖V ‖p, except that the Keller type
bound on λD(V ) is given by an implicit condition: see Appendix C. The optimal potential
solves a nonlinear Dirac equation with Kerr-type nonlinearity. For the two-dimensional
case, this equation has been studied in [4–7] by W. Borrelli. In the one-dimensional case,
the solution is explicit, which allows us to identify it as in the case of the Schrödinger
operator studied in [37]. Alternatively to the min-max principle, the properties of the
Birman-Schwinger operator corresponding to /Dm − V allows us to characterize λD(V )
and, except in Appendix C, we will adopt this point of view.

The Keller-Lieb-Thirring inequality for a Schrödinger operator goes as follows. Let us
assume that q > 2, with q < 2∗ := 2 d/(d− 2) if d ≥ 3, and let ϑ = d (q − 2)/(2 q). For
any function u ∈ H1(Rd), the Gagliardo-Nirenberg-Sobolev inequality

‖∇u‖ϑ2 ‖u‖1−ϑ2 ≥ Cq ‖u‖q

can be rewritten in the non-scale invariant form as

(1.1) ∀ (λ, u) ∈ (0,+∞)×H1(Rd) , ‖∇u‖22 + λ ‖u‖22 ≥ Cq λ
1−ϑ ‖u‖2q
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with an optimal constant Cq such that C 2
q = ϑϑ(1 − ϑ)1−ϑ Cq . The equivalence of the

two forms can be recovered by optimizing on λ in (1.1). There is also an inequality which
is dual of (1.1) and goes as follows. Consider a potential V ∈ Lp(Rd). Using Hölder’s
inequality with exponents p and q such that 1/p+ 2/q = 1 and p > d/2, and taking λ so
that Cq λ1−ϑ = ‖V ‖p, we deduce from (1.1) thatˆ

Rd
|∇u|2 dx−

ˆ
Rd
V |u|2 dx ≥ ‖∇u‖22 − ‖V ‖p ‖u‖2q ≥ −

(
C−1q ‖V ‖p

) 1
1−ϑ ‖u‖22 .

This is the Keller-Lieb-Thirring estimate for −∆− V , i.e.,

(1.2) ∀V ∈ Lp(Rd) , 0 ≤ λ−S (V ) ≤ Kp ‖V ‖ηp
where η := 1/(1− ϑ) = 2 p/(2 p− d) and λ− := max(0,−λ) denotes the negative part
of λ. See [18–20] for details. An optimization on V shows that (1.1) and (1.2) are equival-
ent. The optimal constant in (1.2) is Kp = C−ηq . In addition, for all λ > 0, if u is a radial
positive solution of

(1.3) −∆u− u
p+1
p−1 = −λu ,

then (u, λ) is an optimal pair for (1.1), and V := uq−2 = u2/(p−1) is an optimal potential
for (1.2), which moreover satisfies λS(V ) = − λ. It turns out that the solution of (1.3) is
unique up to translations according to [14,40,43] and can be explicitly computed if d = 1:
see [37], or [19] and references therein for additional related results.

In order to state aKeller-Lieb-Thirring inequality for the Dirac operator, we need some
definitions and preliminary properties. Let us start with the free Dirac operator on Rd. We
refer to [52] for a comprehensive list of results and properties. For simplicity, we choose
units in which c = 1, except in Appendix C in which we consider the non-relativistic limit
as c→+∞. Let d≥ 1 and setN := 2b(d+1)/2c where bxc= max{n∈Z : n≤ x} denotes
the integer part of x. Let α1, · · · , αd and β be N ×N Hermitian matrices satisfying the
following anti-commutation rules

(1.4) ∀ j, k = 1, . . . , N ,


αj αk + αk αj = 2 δjk IN
αj β + β αj = 0

β2 = IN

where δjk denotes the Kronecker symbol and IN is the N × N identity matrix. See,
e.g., [33] for an existence result for such matrices. The free Dirac operator in dimension d
is defined by

/Dm :=

d∑
j=1

αj (− i ∂j) +mβ = α · (− i∇) +mβ

where we consider Cartesian coordinates (x1, . . . ,xd), ∂j := ∂/∂xj andα= (αk)k=1,...,d.
With the Pauli matrices

σ1 :=

(
0 1
1 0

)
, σ2 :=

(
0 − i
i 0

)
and σ3 :=

(
1 0
0 −1

)
,

explicit expressions of /Dm are given



4 J. Dolbeault, D. Gontier, F. Pizzichillo and H. Van Den Bosch

(i) in dimension d = 1, by α = σ2 and β = σ3 so that

/Dm := σ2 (− i ∂1) +mσ3 ,

(ii) in dimension d = 2, by α = (σj)j=1,2 and β = σ3 so that

/Dm :=

2∑
j=1

σj(− i ∂j) +mσ3 ,

(iii) in dimension d = 3, by α = (αk)k=1,2,3 and β such that

αk :=

(
0 σk
σk 0

)
and β :=

(
I2 0
0 −I2

)
.

The free Dirac operator satisfies /D2
m = −∆ +m2. It is self-adjoint on L2(Rd,CN ), with

domain
Dom(/Dm) = H1(Rd,CN )

and spectrum
σ(/Dm) = σess(/Dm) = (−∞,−m] ∪ [m,+∞) .

Next we consider Dirac operators /Dm − V with potentials V ∈ Lp(Rd,R+) where the
notation /Dm − V denotes /Dm − V IN . When switching on a potential V , we expect that
some eigenvalues of /Dm − V emerge from the upper essential spectrum [m,+∞). We
shall prove in Section 2.1 that /Dm − V can be defined as a self-adjoint operator with
essential spectrum σess(/Dm − V ) = σess(/Dm). This allows us to define the ground state
λD(V ) as the lowest eigenvalue in the gap (−m,m).

Our first result states that the ground state is bounded by a function of ‖V ‖p. Let

(1.5) ΛD(α, p) := inf
{
λD(V ) : V ∈ Lp(Rd,R+) and ‖V ‖p = α

}
.

Theorem 1.1. Assume that d ≥ 1 and p > 1 if d = 1, or p ≥ d if d ≥ 2. There exists
α?(p) > 0 such that the map α 7→ ΛD(α, p) defined on

[
0, α?(p)

)
is continuous, strictly

decreasing, takes values in (−m,m], and such that

lim
α→0+

ΛD(α, p) = m and lim
α→α?(p)

ΛD(α, p) = −m.

Moreover, the infimum (1.5) is attained on
(
0, α?(p)

)
and

∀α ∈
(
0, α?(p)

)
, ΛD(α, p) = λD(Vα,p)

where Vα,p = |Ψ|2/(p−1), and Ψ ∈ L2(Rd,RN ) solves the nonlinear Dirac equation

(1.6) /DmΨ− |Ψ|
2
p−1 Ψ = ΛD(α, p) Ψ

and satisfies the constraint
´
Rd |Ψ|

2 p/(p−1) dx = ‖Vα,p‖pp = αp.
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The proof of Theorem 1.1 is given in Section 3 and relies on the properties of the inverse
map of α 7→ ΛD(α, p) defined by

(1.7) αD(λ, p) := inf
{
‖V ‖p : V ∈ Lp(Rd,R+) and λD(V ) = λ

}
.

The critical value is α?(p) = limλ→(−m)+ αD(λ, p). It is such that

lim
α→α?(p)−

λD(Vα,p) = −m

and this limit is the upper bound of the lower essential spectrum (−∞,−m] or, equi-
valently, the lower end of the gap. For sake of simplicity, we adopt the convention that
α?(p) = αD(−m,p). In the subcritical range of potentials, a simple consequence of The-
orem 1.1 is the following Keller-Lieb-Thirring estimate for the Dirac operator /Dm − V .

Corollary 1.2. For all V ∈ Lp(Rd,R+) with ‖V ‖p < α?(p), we have the optimal bound

(1.8) − m ≤ ΛD (‖V ‖p, p) ≤ λD(V ) ≤ m.

Moreover Vα,p as in Theorem 1.1 realizes the equality case, i.e., λD(Vα,p) = ΛD (α, p).

Some plots of α 7→ ΛD(α, p) are displayed in Fig. 1 (Right).

The nonlinear Dirac equation (1.6) plays for the Dirac operator /Dm − V the same role
as (1.3) for the Schrödinger operator −∆ + V . However, ΛD(α, V ) is not obtained as
the infimum but as a critical point of a Rayleigh quotient with infinitely many negative
directions corresponding to a min-max principle (see [22]) and for this reason there is
no simple interpolation inequality such as (1.1) in the case the Dirac operator. A more
involved functional inequality holds: see Appendix C.

Nonlinear Dirac equations have been introduced to model extended fermions, as effect-
ive operators for nonlinear effects in graphene-like materials or Bose-Einstein condens-
ates: see [25, Section 1.6] and [4, Introduction] for an introduction to the literature. Since
the spinors in the Dirac equation have at least two components, many types of nonlin-
earities can be considered (see, e.g., [46] and references therein) and give rise to various
phenomena. For instance, localized solutions to a nonlinear equation of the form

/DmΨ−G(Ψ) = λΨ

for some functionG : CN 7→ CN correspond to solitary wave solutions to the time-depen-
dent nonlinear Dirac equation and have attracted considerable attention: see, e.g., [3, 13,
30, 44].

It is a common assumption to consider a nonlinearity that preserves Lorentz, or particle-
hole, symmetry. Such a non-linearity takes the form

(1.9) /DmΨ− F
(
〈Ψ, βΨ〉CN

)
Ψ = λΨ

and is called the Soler-type nonlinearity. The Soler nonlinearity formally appears when
minimizing the first positive eigenvalue of /Dm − β V but will not be studied in this paper.
In contrast, the nonlinearity that appears in (1.6) is of the form F (〈Ψ,Ψ〉CN ) Ψ, which is
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sometimes called a Kerr-type nonlinearity as in [4], apparently by extension of the cubic
nonlinearity used in optics. Existence of localized solutions for (1.6) is studied in [4] in
the critical exponent case p = d = 2, and in [7] in the critical exponent case p = d for all
dimensions d ∈ N with m = 0. Our results give an independent proof of the existence of
a localized solution.

In [3, 30], the authors proved that equations of the form (1.9) have many solutions if
d ≥ 2 by looking for solutions of (1.9) in subspaces of fixed angular momentum. It seems
that similar techniques could also be applied to (1.6). While it is reasonable to expect that
the optimal potential is radially symmetric and the corresponding ground state Ψ is the
solution with lowest positive angular momentum and smallest number of oscillations, this
is so far an open question: see Appendix A. In Appendix B, we also give numerical results
that point in this direction.

We now focus on the dimension d = 1. It turns out that one can completely solve (1.6)
using special functions. Explicit formulae are given below, where B and 2F1 respectively
denote the Euler Beta function and the hypergeometric function.

Theorem 1.3. Let d = 1 and p ∈ (1,+∞). For all λ ∈ [−m,m], the equation

/DmΨ− |Ψ|
2
p−1 Ψ = λΨ with /Dm :=

(
m ∂x
− ∂x −m

)
has a unique solution Ψ ∈ L2(R,C2) \ {0}, up to a phase factor and a translation. Up to
a translation, V = |Ψ|2/(p−1) is even, decreasing on R+ and such that αD(λ, p) = ‖V ‖p.

• Subcritical regime λ > −m.With A := p
p−1

(
m2 − λ2

)
, B := 2

p−1
√
m2 − λ2 and

z0 := m−λ
m+λ , we have

(1.10) ∀x ∈ R , V (x) =
A

m cosh(Bx) + λ

and
(
αD(λ, p)

)p
= pp

(
m+λ
p−1

)p−1
z
p−1/2
0 B

(
1
2 , p
)

2F1

(
1
2 , p; p+ 1

2 ;−z0
)
.

• Critical case λ = −m. With ζ = 2m/(p− 1), we have

(1.11) ∀x ∈ R , V (x) :=
ζ p

1 + ζ2 x2

and
(
α?(p)

)p
= pp

(
2m
p−1
)p−1

B
(
1
2 , p−

1
2

)
.

See Fig. 1. With the notations of Theorem 1.1 and α = αD(λ, p), up to translations, V =
Vα,p in (1.10) and (1.11). For the proof of Theorem 1.3 and some additional details, see
Section 4.1.

Structure of the paper. This paper is organized as follows. In Section 2, we estab-
lish some properties of the operator /Dm − V with V ∈ Lp(Rd): domain, associated
Birman–Schwinger operator and self-adjointness. Section 3 is devoted to the variational
problem associated with (1.5), after reformulation in the Birman–Schwinger framework.
Theorem 3.1 is devoted to the existence of an optimal potential V by concentration-
compactness methods (Section 3.2). The regularity of the optimizers is studied in Sec-
tion 3.3. Explicit and numerical computations are performed in Section 4 in dimensions
d = 1, 2 and 3.
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Figure 1. Let d = 1 and m = 1. (Left) The function p 7→ α?(p), with maximum at p ≈ 1.32,
satisfies limp→1+ α?(p) = π and limp→+∞ α?(p) = 2. (Right) For various values of p, the maps
α 7→ ΛD(α, p) take value−1 at α = α?(p). Upper (resp. lower) right plots correspond to p < 1.32
(resp. p > 1.32).

2. Properties of Dirac operators

2.1. A self-adjoint realization

We assume that V ∈ Lp(Rd,R+) is positive valued and deal with the self-adjoint exten-
sions of /Dm − V .

Proposition 2.1. Let d ≥ 1 and assume that p satisfies

(2.1)

{
p > 1 if d = 1 ,

p ≥ d if d ≥ 2 .

Then, for all V ∈ Lp(Rd,R+), the operator /Dm − V is self-ajdoint with domain:

Dom(/Dm − V ) :=
{
ψ ∈ L2(Rd,CN ) :

√
V ψ, (/Dm − V )ψ ∈ L2(Rd,CN )

}
.

This is the unique self-adjoint realisation verifying:

H1(Rd,CN ) ⊆ Dom(/Dm − V ) ⊆ H
1
2 (Rd,CN ) .

Moreover, we have the following properties.
(i) If p satisfies

(2.2)


p ≥ 2 if d = 1 ,

p > 2 if d = 2 ,

p ≥ d if d ≥ 3 ,
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then Dom(/Dm − V ) = H1(Rd,CN ).

(ii) If 1 < p ≤ 2 and d = 1, then Dom(/Dm − V ) is also included in H
3
2−

1
p (R,C2),

hence in L∞(R,C2).

If p satisfies (2.2), then the operator /Dm − V is essentially self-adjoint on C∞c (Rd,CN ).
We call the extension of Proposition 2.1 the distinguished extension, as it is the unique one
whose domain is included in the formal form domain Dom(|/Dm|1/2) = H1/2(Rd,CN ).
We will consider only this extension in what follows, so that the operator /Dm − V is
self-adjoint under Condition (2.1). The proof of the first part of Proposition 2.1 follows
from [45]. For completeness, we provide a short proof in Section 2.3 using the associated
Birman-Schwinger operator. Under Condition (2.2), the point (i) comes from the usual
Kato-Rellich theorem [35, 49]. The result in (ii) is derived by bootstrapping the Sobolev
embedding theorem.

Remark 2.2. For comparison, it is interesting to consider limit cases. The Coulomb
potential V (x) = 1/|x| in dimension d = 3 is in the weak Sobolev space L3

w(Rd). The
operator /Dm − κ V is essentially self-adjoint if 0 ≤ κ ≤

√
3/2, it has a distinguished

extension if
√

3/2 ≤ κ ≤ 1, and no distinguished self-adjoint extension if κ > 1: see [11]
and references therein.

2.2. The Birman-Schwinger operator

The Birman-Schwinger operator is a powerful tool for analysing the spectral properties of
/Dm − V when V belongs to a broader class of perturbations. In fact, for non-Hermitian
potentials V , it can be employed to locate the eigenvalues of /Dm − V , as shown for
example by Cuenin, Laptev and Tretter in [16] and by Fanelli and Krejčiřík, in [31]. Fur-
thermore, it can be applied to discuss properties of the ground state of /Dm − V when V
is a generalised Coulomb-type potential, see e. g. [12, 27, 38].

Throughout this paper, following the approach by Kato [36] and by Konno and Kuroda
[39], the Birman-Schwinger operator is used to define the self-adjoint extension of the
operator /Dm − V . Then, with this rigorous definition at hand, we prove the existence of
the optimization problem which defines the ground state.

For z /∈ σ(/Dm), let

(2.3) R0(z) := ( /Dm − z)−1

denote the resolvent operator. Recall that we assume V ≥ 0. We introduce the Birman-
Schwinger operator

(2.4) KV (z) :=
√
V R0(z)

√
V =

√
V

1

/Dm − z
√
V .

Lemma 2.3. For all p satisfying (2.1), all V ∈ Lp(Rd,R+) and all z /∈ σ(/Dm), the oper-
atorKV (z) is compact (hence bounded). In addition,

lim
s→±∞

‖KV (i s)‖op = 0 .

This result follows from the Kato-Seiler-Simon inequality: see proof in Section 2.3. A
consequence of Lemma 2.3 is the following result (see Section 2.3 for the proof).
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Proposition 2.4. Let /Dm − V be the distinguished self-adjoint extension defined as in
Proposition 2.1. Then

σess(/Dm − V ) = σess(/Dm) = (−∞,−m] ∪ [m,+∞) .

Moreover the Birman-Schwinger principle holds: for all λ ∈ (−m,m), λ is an eigenvalue
of /Dm − V if and only if 1 is an eigenvalue ofKV (λ).

Let us point out some differences with Birman-Schwinger operators associated with
Schrödinger operators (see Figure 2). In the Schrödinger case, the Birman-Schwinger oper-
ator is of the form

K̃V (λ) =
√
V

1

−∆− λ
√
V .

Figure 2. (Left). The spectrum of λ 7→ KV (λ) (Dirac case) for λ ∈ (−1, 1), and V (x) =
2 exp(−|x|2/4) in dimension d = 2. We only plotted the 10 largest (blue) and 10 lowest (red)
eigenvalues. An energy λ is an eigenvalue of /Dm − V if one eigenvalue ofKV (λ) crosses the black
line 1. (Right) Same for λ 7→ K̃V (λ) (Schrödinger case) with λ ∈ (−2, 0).

For any λ < 0, the operator K̃V (λ) is a positive compact operator and the map λ 7→
K̃V (λ) is operator increasing on R−. In particular, if µ̃1(λ) > µ̃2(λ) ≥ · · · ≥ 0 denote
the eigenvalues of K̃V (λ), ranked in decreasing order and counted with multiplicities, all
functions λ 7→ µ̃j(λ) are increasing on R−. In addition, the first eigenvalue µ̃1 is simple
because the kernel K̃V (x, y) is pointwise positive, together with Krein-Rutman theorem:
see [9, Theorem 6.13] for a statement and also [48, Section XIII.12].

In the Dirac case, the operatorKV (λ) with λ ∈ R is defined only in the gap (−m,m)
of the essential spectrum. It is compact by Lemma 2.3 and symmetric because λ is real,
but it is not a positive operator. Its eigenvalues are real valued, and can be ranked as
µ1(λ) ≥ µ2(λ) ≥ · · · ≥ 0 for the positive eigenvalues, and ν1(λ) ≤ ν2(λ) ≤ · · · ≤ 0 for
the negative ones. As the map λ 7→ (/Dm − λ)−1 is operator increasing on (−m,m) 3 λ,
all maps λ 7→ µj(λ) and λ 7→ νj(λ) are increasing. This explains in particular why we
expect eigenvalues to emerge from the upper essential spectrum in this setting. We do
not know whether µ1(λ) is always a simple eigenvalue or not (see Appendix A for more
details on open questions).
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For λ ∈ (−m,m), p satisfying (2.1), and V ∈ Lp(Rd,R+), let µ1

(
KV (λ)

)
denote the

largest (positive) eigenvalue ofKV (λ). We rephrase the optimization problem (1.7) as

(2.5) αD(λ, p) := inf
{
‖V ‖p : V ∈ Lp(Rd,R+) and µ1

(
KV (λ)

)
= 1
}
.

2.3. Proof of Self-adjointness

We start by establishing that KV defined by (2.4) is a compact operator (Lemma 2.3)
before proving Proposition 2.1.

Proof of Lemma 2.3. Assume first that p > d. We claim that, for z /∈ σ(/Dm), the operator
KV (z) is compact. We have R0(z) = gz(−i∇) with

gz(k) :=
1

|k|2 +m2 − z2

 d∑
j=1

αj kj +mβ + z IN

 =:

d∑
j=1

gjz(k) + gmz (k) + gzz(k) ,

with obvious notation. Let us focus on the g1z(k) term. We write g1z(k) = gAz (k) gBz (k)
with

gAz (k) :=

√
|k1| sgn(k1)√
|k|2 +m2 − z2

α1 and gBz (k) :=

√
|k1|√

|k|2 +m2 − z2
Id .

All components of the functions gAz and gBz are in Lq(Rd) for all q > 2 d. Since
√
V is

in L2p(Rd) with 2 p > 2 d, we can use the Kato-Seiler-Simon inequality [51, Chapter 4,
Theorem 4.1] and conclude that the operator

K1
V (z) :=

√
V g1z(−i∇)

√
V

is in the Schatten class Sp

(
L2(Rd,CN )

)
with

‖K1
V (z)‖Sp ≤

∥∥∥√V (x) gAz (−i∇)
∥∥∥
S2p

∥∥∥gBz (−i∇)
√
V (x)

∥∥∥
S2p

≤ C ‖V ‖p ‖g1z‖p .

In addition, we have ‖g1z=is‖p → 0 as s→ ±∞. Similar computation for the other terms
shows thatKV is in the Schatten class Sp, and that lims→±∞ ‖KV (i s)‖op = 0.

In the case p = d with d ≥ 2, we use that all components of the functions gAz and
gBz are in the weak-Sobolev space L2 d

w (Rd). According to [51, Chapter 4], gAz (−i∇)
√
V

and
√
V gBz (−i∇) are in the weak Schatten class S2d,w. In particular, they are compact

operators. This already proves thatKV is compact as well. Note that ‖g1z=i s‖d,w does not
converge to 0 as s→ ±∞.

For any R > 0,
√
VR := min

(√
V ,R

)
belongs to Ld(Rd) ∩ L∞(Rd). We have∥∥∥gAz (−i∇)

√
V
∥∥∥
op
≤
∥∥∥gAz (−i∇)

√
VR

∥∥∥
op

+
∥∥∥gAz (−i∇)

(√
V −

√
VR
)∥∥∥

op
.

For R large enough, the second term is small in the Schatten space S2d,w, and for z = i s
with |s| large, the first term is small inSq with q > p. Hence lims→±∞ ‖KV (i s)‖op = 0.
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Proof of Proposition 2.1. We divide the proof in several steps.

Distinguished self-adjoint extension. We define the domain of self-adjointness for the
operator /Dm − V as a perturbation of /Dm by applying the method of G. Nenciu in [45].
Using similar techniques as in the proof of Lemma 2.3, one can show that the operators
R0(z)

√
V and

√
V R0(z) can be extended into bounded linear operators on L2(Rd,CN ).

These operators are compact operators, in the Schatten class S2p. We are now in the
setting of [45]. Let Ω := {z ∈ C : 1 /∈ σ

(
KV (z)

)
} whereKV is defined by (2.4). The set

Ω is non-empty by Lemma 2.3. For z ∈ Ω, define

R(z) := R0(z) +R0(z)
√
V
(
1−KV (z)

)−1√
V R0(z) .

According to [45], the operator /Dm − V has a unique self-adjoint extension whose resol-
vent is the operator R(z) defined in (2.3). Its domain is Dom(/Dm − V ) := RanR(z),
which is independent of z ∈ Ω. This is the unique extension which is included in the
formal form domain Dom(|/Dm|1/2) = H1/2(Rd,CN ).

Domain of the distinguished extension. Define the maximal domain as

Dommax(/Dm − V ) :=
{
ψ ∈ L2(Rd,CN ) : (/Dm − V )ψ ∈ L2(Rd,CN )

}
.

Then, the set {
ψ ∈ L2(Rd,CN ) :

√
V ψ, (/Dm − V )ψ ∈ L2(Rd,CN )

}
is also Dommax(/Dm − V ) ∩ Dom

(√
V
)
. We write ψ ∈ Dom(/Dm − V ) as R(z) f for

some f ∈ L2(Rd,CN ). Then
√
V ψ =

√
V R0(z) f +KV

(
1−KV (z)

)−1√
V R0(z) f ∈ L2(Rd,CN ) .

This proves that Dom(/Dm − V ) ⊂ Dommax(/Dm − V ) ∩ Dom
(√
V
)
. For the oppos-

ite inclusion, consider ψ ∈ Dommax(/Dm − V ) ∩ Dom
(√
V
)
. We set f := (/Dm + V −

z)ψ ∈ L2(Rd,CN ) and ψ0 =R(z)f ∈Dom(/Dm − V ). Note that
√
V ψ0 ∈ L2(Rd,CN ),

since √
V R(z) =

√
V R0(z) +KV (z)

(
1−KV (z)

)−1√
V R0(z)

is a bounded operator on L2(Rd,CN ). So φ := ψ − ψ0 is such that(
/Dm − V − z

)
φ = 0 and φ ∈ Dom

(√
V
)
.

From the relation (
1−R0(z)

)−1√
V R0(z)

(
/Dm − V − z

)
=
√
V ,

we obtain
√
V φ = 0, and from the relation

R0(z)
(
/Dm − V − z

)
= 1−R0(z)V = 1−

(
R0(z)

√
V
)√

V ,

we finally get φ = 0, hence ψ = ψ0 ∈ Dom(/Dm − V ).
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Finally, if p satisfies (2.1) by the Hölder inequality and the Sobolev embedding the-
orem we get that H1(Rd,CN ) ⊆ Dom(/Dm − V ) and this concludes the first part of the
proof.

Self-adjointness on H1(Rd,CN ). Let us prove (i). Assume that p satisfies (2.2). Thanks
to (1.4) we have

∀ψ ∈ H2(Rd,CN ) ,
∥∥/Dmψ∥∥22 = ‖∇ψ‖22 +m2 ‖ψ‖22 .

This shows that the graph norm of /Dm is equivalent to the usual H1(Rd,CN ) norm. Set

q :=

{
2 p
p−2 if p > 2

+∞ if d = 1 and p = 2
so that

1

p
+

1

q
=

1

2
.

We write V = V1 + V2 with V1 := V 1V≥R and V2 := V 1V≤R. We have

‖V ψ‖2 ≤ ‖V1 ψ‖2 + ‖V2 ψ‖2 ≤ ‖V1‖p ‖ψ‖q + ‖V2‖∞ ‖ψ‖2
≤ CS ‖V1‖p ‖ψ‖H1 + ‖V2‖∞ ‖ψ‖2

where, in the last inequality, we used Sobolev’s embeddingH1(Rd) ↪→Lq(Rd) and, accord-
ing to (2.2), q satisfies 

2 ≤ q ≤ +∞ if d = 1 ,

2 ≤ q < +∞ if d = 2 ,

2 ≤ q ≤ 2 d
d−2 if d ≥ 3 .

We choose R large enough so that CS ‖V1‖p < 1 and conclude with the Kato-Rellich
theorem (see [47, Theorem X.12]) that /Dm − V is self-adjoint with domain H1(Rd,CN ).
Since any self-adjoint operator only admits trivial self-adjoint extensions, we can conclude
that H1(Rd,CN ) = Dom(/Dm − V ).

Regularity for d = 1. Let us focus on (ii) and assume that d = 1 and 1 < p ≤ 2. Let us
prove that Dom(/Dm− V ) is also included in H

3
2−

1
p (R,C2). For any ψ ∈Dom(/Dm− V ),

we have
(/Dm − V )ψ =: f ∈ L2(R,C2) ,

hence /Dm ψ = f + V ψ. We recall the following negative Sobolev embeddings: for all
1 < r ≤ 2, we have Lr(R) ↪→ H−s(R) for all s ≥ 2−r

2 r and L2(R) ↪→ H−s(R) for all
s ≥ 0, while

∀ s ≥ 1
2 p , V ψ =

√
V
(√
V ψ

)︸ ︷︷ ︸
∈L2(R,C2)

∈ L
2 p
p+1 (R,C2) ↪→ H−s(R,C2) .

We deduce that /Dmψ ∈ H−
1
2 p (R,C2), hence that ψ ∈ H1− 1

2 p (R,C2). We now bootstrap
the argument. For p> 1, we have 1− 1

2 p >
1
2 , so ψ ∈L∞(R,C2) by Sobolev’s embedding.

This gives V ψ ∈ Lp(R,C2) ↪→ H
p−2
2 p (R,C2). So /Dmψ = f − V ψ ∈ H

p−2
2 p (R,C2) as

well, and we obtain ψ ∈ H1+ p−2
2 p (R,C2) with 1 + p−2

2 p = 3
2 −

1
p , as wanted.
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Proof of Proposition 2.4. Since R0(z)
√
V is compact, then R(z) is a compact perturb-

ation of the free resolvent R0(z). The result on σess(/Dm − V ) follows from [52, The-
orem 4.5] (also see [48, Theorem XIII.14 and Corollary 1]). Such a result is known in the
literature as Weyl’s theorem.

Moreover, by construction, the Birman-Schwinger principle holds for the distinguished
self-adjoint extension defined as in Proposition 2.1: λ ∈ (−m,m) is an eigenvalue of
/Dm − V if and only if 1 is an eigenvalue of KV (λ). See [2, Theorem 1.3] for a similar
application of the Birman-Schwinger principle in a non-relativistic setting.

3. The variational problem

In this section, we consider the minimization problem (2.5) and prove Theorem 1.1 in
a reformulation which relies on the Birman-Schwinger operator associated to /Dm − V ,
as introduced in Section 2.2. The proof of Theorem 1.1 is given below, right after the
statement of Corollary 3.2, as a simple consequence of previous results in the Birman-
Schwinger framework.

3.1. An auxiliary maximization problem

First, we notice that, for all t > 0, we have KtV (λ) = t KV (λ), hence µ1

(
KtV (λ)

)
=

t µ1

(
KV (λ)

)
. So, introducing the auxiliary problem

(3.1) N (λ, p) := sup
{
µ1

(
KW (λ)

)
: W ∈ Lp(Rd,R+) , ‖W‖p = 1

}
,

we deduce that

(3.2) αD(λ, p) =
1

N (λ, p)
.

If W is a maximizer for N (λ, p), then V = W/N (λ, p) is a minimizer for αD(λ, p). In
what follows, we study the maximization problem (3.1). We perform several changes of
variables to study this problem. First, the min-max principle shows that N (λ, p) equals

N (λ, p) = sup
W ∈ Lp(Rd,R+)
‖W‖p = 1

sup
φ ∈ L2(Rd,CN )
‖φ‖2 = 1

〈
φ,
√
W R0(λ)

√
Wφ

〉
.

We make the change of variable
w :=

√
Wφ

so that, by Hölder’s inequality, w ∈ L
2 p
p+1 (Rd,CN ), and, with the convention that ‖w‖r =

‖|w|CN ‖r,
‖w‖ 2 p

p+1
≤ ‖W‖

1
2
p ‖φ‖2 = 1 .

In addition, there is equality if and only if Wp is proportional to |φ|2, both proportional to
|w|

2 p
p+1 . With

q :=
2 p

p+ 1
∈ (1, 2) ,
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this shows that N (λ, p) is also solution to the optimization problem

(3.3) N (λ, p) = sup
{〈
w,R0(λ)w

〉
: w ∈ Lq(Rd,CN ) , ‖w‖q = 1

}
.

In addition, ifw ∈ Lq(Rd,R+) is an optimizer of (3.3), then the corresponding optimalW
and φ are given by

W = |w|
q
p = |w|

2
p+1 and φ = |w|

q
2−1 w = |w|−

1
p+1 w .

Thus, by showing the existence of an optimizer for (3.3), we solve problem (3.1), and by
definition of the Birman-Schwinger operator, find an optimal potential and eigenfunction
for our original problem (1.7).

Since α 7→ ΛD(α, p) is the inverse map of λ 7→ αD(λ, p) according to (3.2), and since
αD(λ, p) = 1/N (λ, p), it is enough to focus on the properties of N (·, p).

Theorem 3.1. Let us considerN defined by (3.3). For all λ ∈ (−m,m) and all p > d, we
have N (λ, p) > 0. All maximizing sequences for (3.3) are precompact up to translations,
hence (3.3) has maximizers. If w is such an optimizer, then w satisfies the Euler-Lagrange
equation

(3.4) R0(λ)w = τ |w|−
2
p+1w with τ = N (λ, p) .

Finally, the map λ 7→ N (λ, p) is continuous, strictly increasing, and satisfies

lim
λ→−m

N (λ, p) =: Nc(p) > 0 and lim
λ→+m

N (λ, p) =∞.

The proof of the first part relies on the profile decomposition method (concentration-
compactness) used by Lions [42], and is given in the next section. Theorem 3.1 implies
the existence of an optimal potential and an optimal spinor.

Corollary 3.2. Under the assumptions of Theorem 1.1, the infimum (2.5) is attained for
any λ ∈ (−m,m) by a potential V = |Ψ|2/(p−1) where Ψ ∈ L2(Rd,RN ) solves the non-
linear Dirac equation

(3.5) /DmΨ− |Ψ|
2
p−1 Ψ = λΨ .

such that λD(V ) = λ and
( ´

Rd |Ψ|
2 p/(p−1) dx

)1/p
= ‖V ‖p = αD(λ, p) = 1/N (λ, p).

Proof of Theorem 1.1. Our main Theorem 1.1 is a direct consequence of Theorem 3.1 and
Corollary 3.2. Since Nc(p) > 0, we have indeed αc(p) := 1/Nc(p) <∞.

Proof of Corollary 3.2. First, we translate the Euler-Lagrange equation forw into an equa-
tion for the potential V and an eigenfunction Ψ. We set

Ψ = τ
1−p
2 |w|−

2
p+1 w so that w = τ

p+1
2 |Ψ|

2
p−1 Ψ .

Applying /Dm − λ to (3.4) shows that Ψ satisfies the nonlinear Dirac equation (3.5). The
optimal potential W for the N (λ, p) problem in (3.1) is W = |w|

2
p+1 = τ |Ψ|

2
p−1 , and

finally, the optimal potential V for the αD(λ, p) problem is, as wanted,

V =
W

N (λ, p)
= |Ψ|

2
p−1 .
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We recover the value of N (λ, p) and αD(λ, p) from the solution Ψ becauseˆ
Rd
|Ψ|

2 p
p−1 dx = τ−p

ˆ
Rd
|w|

2 p
p+1 dx = τ−p = N (λ, p)−p = αD(λ, p)p .

Among all solutions of (3.5), Ψ is the one with the highest L
2 p
p−1 (Rd,CN ) norm so that

λ = ΛD(α, p) and Ψ actually solves (1.6).

3.2. Proof of Theorem 3.1

We now prove Theorem 3.1. We consider a more general case, and study a general optim-
ization problem. In what follows, we use the notation〈

w,K ∗ w
〉

:=

¨
Rd×Rd

〈
w(x),K(x− y)w(y)

〉
CN dxdy

and define for any λ > 0 the maximization problem

(3.6) J(λ) := sup

{〈
w,K ∗ w

〉
: w ∈ Lq(Rd,CN ) ,

ˆ
Rd
|w|q dx = λ

}
.

Here, K is a convolution operator, or equivalently a multiplication operator in Fourier
space. In our case,K(x− y) = R0(λ)(x− y) is the kernel of the Dirac resolvent, but we
state a more general result.

Lemma 3.3. Let q ∈ (1, 2), set q′ := q/(q − 1) ∈ (2,+∞) and r := q′/2 ∈ (1,+∞). Let
K : Rd →MN (C) be a matrix-valued function satisfying K(x) = K(−x)∗, and such
that one of the two properties holds:

(i) eitherK ∈ Lr(Rd,MN (C)),
(ii) orK = R0(λ) is a Dirac resolvent for some λ ∈ (−m,m).

Then the map w 7→
〈
w,K ∗w

〉
is well-defined on Lq(Rd,CN ) and real valued. Moreover,

if J(1) > 0, then (3.6) admits maximizers.

Before proving this result, we make several remarks.

Remark 3.4. Lemma 3.3 fails at the endpoint q = 2. Indeed, by applying the Fourier
transform we have 〈

w,K ∗ w
〉

=

ˆ
Rd

〈
ŵ(k), K̂(k) ŵ(k)

〉
CN

dk .

This means that all optimizing sequences must concentrate on Dirac mass in Fourier space
at locations where k 7→ sup spec

(
K̂(k)

)
has maxima. Since the Fourier transform is

an isometry on L2(Rd), we deduce that the maximization problem has no maximum in
general. The same argument shows that the existence of optimizers is closely related to the
fact that the Fourier transform in not a bijection between Lq(Rd) and Lq

′
(Rd) if 1< q < 2.

Remark 3.5. In the case of the Dirac operator, one has an explicit expression for K =
R0(λ), the fundamental solution of /Dm − λ. Using that(

/Dm − λ
)−1

=
(
/Dm + λ

) 1

−∆ +m2 − λ2
,
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we first deduce that R0(λ)(·) is the Fourier transform of

gλ(k) =

 d∑
j=1

αj kj +mβ + λ IN

 1

k2 +m2 − λ2
.

The function k 7→ gλ(k) is analytic on Rd because there is no singularity in the denomin-
ator since |λ| < m, so its Fourier transform is exponentially decaying in x. Actually, we
have

R0(λ)(x) =
cd,λ
|x|d/2−1

(
i

d∑
j=1

αj
xj
|x|
√
m2 − λ2K d

2

(√
m2 − λ2 |x|

)

+ (mβ + λ IN )K d
2−1

(√
m2 − λ2 |x|

))

where cd,λ = 1
2π

(√
m2−λ2

2π

)d/2−1 and Kν is the modified Bessel function of the second
kind. In particular, there is C ≥ 0 so that

∣∣R0(λ)(x)
∣∣ ≤ {C |x|1−d as |x| → 0 ,

C e−
√
m2−λ2 |x| as |x| → +∞ .

So, in the Dirac case, we have R0(λ) ∈ Lr(Rd) for all r < d
d−1 and R0(λ) ∈ L

d
d−1
w (Rd).

In particular, the case (ii) is not covered by (i) only in the case where r = d
d−1 , which

corresponds to the critical exponent case p = d ≥ 2, that is, q = 2 d
d+2 in (3.3).

Remark 3.6. Let us consider the case λ = 1 in (3.6). In order to see that J(1) > 0 in
the Dirac case with λ ∈ (−m,m), let f ∈ Lq(Rd,C) be a normalized function and let
φ+ ∈ CN be a normalized vector such that β φ+ = φ+. We find that

(/Dm + λ) f φ+ = (m+ λ) fφ+ + (− i∇f) · αφ+ .

Moreover, by (1.4), we have that
〈
φ+, αj φ+

〉
CN = 0. Thus:

J(1) ≥
〈
f φ+, R0(λ) f φ+

〉
=
〈
f φ+,

(
−∆ +m2 − λ2

)−1
(/Dm + λ) f φ+

〉
= (m+ λ)

〈
f,
(
−∆ +m2 − λ2

)−1
f
〉
L2(Rd,C) > 0 .

(3.7)

Proof of Lemma 3.3. First, we note that the condition K(x) = K(−x)∗ reads K̂(k) =

K̂(k)∗, so the operatorK is symmetric.
In the first part of the proof, we cover both cases (i) and (ii) by assuming

(3.8) K ∈ Lrw
(
Rd,MN (C)

)
∩ Lr

(
Bc1,MN (C)

)
with BR := {x ∈ Rd : |x| < R}

with 2
q + 1

r = 2. From the Hardy-Littlewood-Sobolev inequality, and sinceK ∈ Lrw(Rd),
we have

(3.9) ∀w1 , w2 ∈ Lq(Rd) ,
∣∣〈w1,K ∗ w2

〉∣∣ ≤ C ‖w1‖q ‖w2‖q ‖K‖r,w .



Keller estimates and Dirac operators 17

In particular, w 7→
〈
w,K ∗ w

〉
is well-defined and real valued on Lq(Rd).

Using the scaling wλ = λ1/q w1, we obtain that

(3.10) J(λ) = λ2/q J(1) .

Since J(1) > 0, we deduce first that J(λ) is increasing. Also, since 2/q > 1, we have the
strong binding inequality

(3.11) ∀λ , λ′ > 0 , J(λ+ λ′) > J(λ) + J(λ′) .

Let (wn)n∈N be a maximizing sequence for J(1). Our argument relies on the concentra-
tion-compactness method for the sequence (wn)n∈N, following the approach of Lions [42]
and using Levy’s functional. We set

Q(ρ) := lim inf
n→+∞

Qn(ρ) with Qn(ρ) := sup
x∈Rd

ˆ
|x|<ρ

|wn|q dx .

It is clear from the definition that ρ 7→ Q(ρ) is non-decreasing, and that Q(ρ) ≤ 1 for
all ρ > 0. We set

µ := lim
ρ→+∞

Q(ρ) ∈ [0, 1] .

We divide the proof in the classical steps of the concentration-compactness method and
start by discarding the cases µ = 0 (vanishing) and µ < 1 (dichotomy).

• Vanishing. Fix ε := J(1)/4> 0. SinceK ∈ Lr(Bc1), there isR > 1 large enough so that

‖K‖Lr(BcR) ≤ ε .

By Young’s inequality, since 2
q + 1

r = 2, we get that for all w ∈ Lq(Rd) with ‖w‖q = 1,〈
w, (1BcRK) ∗ w

〉
≤ ε ‖w‖2q ≤ ε .

We now estimate the contribution of 1BR K. For z ∈ Zd, let Cz be the cube z + [0, 1]d,
so that {Cz}z∈Zd covers Rd. For a function w : Rd → CN , we have

〈
w, (1BR K) ∗ w

〉
=

∑
z,z′∈Zd

¨
Cz×Cz′

〈
w(x), (1BR K)(x− y)w(y)

〉
CN dxdy

≤ ‖K‖Lrw(Rd)
∑

z,z′∈Zd
‖w‖Lq(Cz) ‖w‖Lq(Cz′ ) 1{|z−z′|≤R+2

√
d}

using again the Hardy-Littlewood-Sobolev inequality. The double sum can be seen as a
discrete convolution, and we apply Young’s inequality with z 7→ ‖w‖Lq(Cz) ∈ `2(Zd) and
z 7→ 1{|z|≤R+2

√
d} ∈ `

1(Zd) to bound

〈
w, (1BR K) ∗ w

〉
≤ CR

∑
z∈Zd

‖w‖2Lq(Cz) ≤ CR sup
z∈Zd

‖w‖2−qLq(Cz)
‖w‖qq
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where CR is a positive constant which is independent of w: for all w ∈ Lq(Rd) with
‖w‖q = 1, we have 〈

w,K ∗ w
〉
≤ ε+ CR sup

z∈Zd
‖w‖2−qLq(Cz)

.

Applying this estimate to a maximizing sequence (wn)n∈N for J(1) = 4 ε, we obtain that,
up to a subsequence,

1
2 J(1) ≤ 〈wn,K ∗ wn〉 ≤ 1

4 J(1) + CR sup
z∈Zd

‖wn‖2−qLq(Cz)
.

This implies

Qn

(√
d
)
≥ sup
z∈Zd

‖wn‖qLq(Cz) ≥
J(1)

(4CR))
q

2−q
> 0

and finally µ > 0, which discards the vanishing case of the concentration-compactness
method.

•Dichotomy. By definition ofQn, there are sequences of centers xn ∈Rd and radii ρn > 0
going to infinity so that

lim
n→+∞

ˆ
|xn|≤ρn

|wn|q dx = µ .

Without loss of generality, by translating the functions wn, we may assume xn = 0. In
addition, up to a non-displayed subsequence, we have that for all ε > 0, there is n0 large
enough so that, for all n ≥ n0, we have

ˆ
ρn<|x|<2 ρn

|wn|q dx < ε and

∣∣∣∣∣1− µ−
ˆ
|x|>2 ρn

|wn|q dx

∣∣∣∣∣ < ε .

We set 
w

(1)
n := wn 1{|x|≤ρn} ,

w
(2)
n := wn 1{ρn≤|x|≤2 ρn} ,

w
(3)
n := wn 1{|x|>2 ρn} .

Introducing E(w1, w2) := 〈w1,K ∗ w2〉 and E(w) := E(w,w), we have

E(wn) = E
(
w(1)
n

)
+ E

(
w(2)
n

)
+ E

(
w(3)
n

)
+ 2 Re

(
E
(
w(1)
n , w(2)

n

)
+ E

(
w(1)
n , w(3)

n

)
+ E

(
w(2)
n , w(3)

n

))
≤ J(µ) + J(ε) + J(1− µ+ ε)

+ 2 Re
(
E
(
w(1)
n , w(2)

n

)
+ E

(
w(1)
n , w(3)

n

)
+ E

(
w(2)
n , w(3)

n

))
.

From (3.9), and the fact that ‖w(2)
n ‖q ≤ ε1/q , we get that

E
(
w(1)
n , w(2)

n

)
≤ C µε1/q and E

(
w(2)
n , w(3)

n

)
≤ C (1− µ) ε1/q .
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Finally, we have∣∣∣E (w(1)
n , w(3)

n

)∣∣∣ ≤ ˆ
|x|≤ρn

ˆ
|y|≥2ρn

∣∣〈wn(x),K(x− y)wn(y)
〉
CN
∣∣dxdy

≤
¨

Rd×Rd
|wn(x)| |wn(y)| (K 1Bcρn )(x− y) dx dy

≤
∥∥∥K 1Bcρn

∥∥∥
r
≤ C ε

for n large enough, where in the last line we used the dominated convergence theorem,
and the fact that ρn → +∞. Thanks to these facts, we can conclude that

J(1) ≤ J(µ) + J(1− µ+ ε) + J(ε) + C ε1/q .

In the limit as ε → 0, we obtain J(1) ≤ J(µ) + J(1 − µ), which contradicts (3.11) if
µ 6= 1. So µ = 1, which discards the dichotomy case of the concentration-compactness
method.

• Convergence for tight sequences. At this point, we proved that for all ε > 0 there is
ρ > 0 and n0 large enough so that, for all n > n0, and after appropriate translations and
subsequences,

(3.12) ‖1Bcρ wn‖q ≤ ε .

In other words, the sequence (wn)n∈N is tight in Lq(Rd,CN ). The sequence (wn)n∈N is
bounded in the reflexive Banach space Lq(Rd,CN ). Hence, up to a non-displayed sub-
sequence, (wn)n∈N converges weakly to some w ∈ Lq(Rd,CN ), and we have ‖w‖q ≤ 1.

Let us prove that E(w) = J(1). Let ε > 0, and let ρ > 0 be large enough so that (3.12)
holds. In particular, by Hardy-Littlewood-Sobolev, we have∣∣∣〈wn 1Bcρ ,K ∗ wn〉∣∣∣ ≤ C ‖wn‖q ‖wn 1Bcρ‖q ≤ C ε ,
and we have a similar inequality with w instead of wn. On the other hand, we have

〈wn 1Bρ ,K ∗ wn
〉

= 〈wn, Twn
〉
Lq,Lq′

,

where T is the operator from Lq(Rd) to Lq
′
(Rd) with kernel T (x, y) = 1Bρ(x)K(x− y).

The operator T : Lq(Rd,CN )→ Lq
′
(Rd,CN ) is bounded. We claim that T is a compact

operator. In the Dirac case (ii), this comes from the fact that K ∗ wn ∈W1,q with ‖K ∗
wn‖W1,q (Rd,CN )≤C ‖wn‖q together with the Rellich-Kondrachov compact embedding
theorem. In the case (i), whereK ∈ Lr(Rd), setting τh f(x) := f(x− h), we have∥∥τh(K ∗ w)−K ∗ w

∥∥
Lq′ (Bρ)

=
∥∥ (τhK −K) ∗ w

∥∥
q′
≤ ‖τhK −K‖r ‖w‖q .

Since K ∈ Lr(Rd), we have ‖τh K − K‖r → 0 as h → 0, and we conclude with the
Kolmogorov-Riesz-Fréchet theorem (see for instance [9, Theorem 4.26]).

As a consequence, (Twn)n∈N converges strongly to Tw in Lq
′
(Rd,CN ). In particular,

we obtain that
lim

n→+∞

〈
wn 1Bρ ,K ∗ wn

〉
=
〈
w 1Bρ ,K ∗ w

〉
.
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Gathering the two inequalities gives∣∣〈wn,K ∗ wn〉− 〈w,K ∗ w〉∣∣
≤
∣∣〈wn 1Bρ ,K ∗ wn〉− 〈w1Bρ ,K ∗ w〉∣∣+

∣∣∣〈wn 1cBρ ,K ∗ wn〉∣∣∣+
∣∣∣〈w 1cBρ ,K ∗ w〉∣∣∣

≤
∣∣〈wn 1Bρ ,K ∗ wn〉− 〈w1Bρ ,K ∗ w〉∣∣+ 2C ε.

Sending first n to +∞, and then ε to 0 shows that 〈w, K ∗ w〉 = J(1). Finally, since
‖w‖q ≤ 1, by (3.10) we deduce that ‖w‖q = 1. This proves that (wn)n∈N converges
strongly to w in Lq(Rd,CN ) and that w is an optimizer.

It is an open question to decide whether T is compact or not under the condition (3.8).

Proof of Theorem 3.1. In the setting of Theorem 3.1, we takeK =R0(λ). We have J(1)>
0 in this case, as noticed in Remark 3.6, so by Lemma 3.3, the problem (3.3) admits max-
imizers. By standard arguments, optimizers satisfy the Euler-Lagrange equation (3.4).

The fact that λ 7→ N (λ, p) is strictly increasing comes from the fact that λ 7→R0(λ) is
operator strictly increasing: for instance, we have ∂λR0(λ) = (R0(λ))2 > 0. Let us prove
the continuity. Let −m < λ′ < λ < m, and let wλ be the optimizer for N (λ, p). Using
that N (·) is strictly increasing and the resolvent identity

R0(λ′) = R0(λ)− (λ− λ′)R0(λ′)R0(λ) ,

we obtain

0 < N (λ, p)−N (λ′, p) ≤ (λ− λ′)
〈
wλ, R0(λ′)R0(λ)wλ

〉
.

Using that R0 is a bounded operator from Lq(Rd) to Lq
′
(Rd), and from Lq

′
(Rd) into

itself, with uniform bounds in a neighborhood of λ, we deduce that there is C > 0 so that∣∣〈wλ, R0(λ′)R0(λ)wλ
〉∣∣ ≤ C ‖wλ‖2q = C ,

This proves that N (·, p) is locally Lipschitz, hence continuous.
We now prove the bounds on limλ→±m N (λ, p). To prove that limλ→m N (λ, p) =

+∞, we go back to (3.7) and take a function f = L−d/q g(·/L), where g is an arbitrary
test function that is normalized in Lq(Rd). This gives

N (λ, p) ≥ L−2 d/q (m+ λ)
〈
g(·/L),

(
−∆ +m2 − λ2

)−1
g(·/L)

〉
.

We bound the resolvent as(
−∆ +m2 − λ2

)−1 ≥ (m2 − λ2
)−1 (

1 +
(
m2 − λ2

)−1
∆
)

and change variables to obtain

N (λ, p) ≥ Ld (1−
2
q ) (m− λ)−1

(
‖g‖2 − L−2

(
m2 − λ2

)−1 ‖∇g‖2) .
Since 1− 2

q = p, we may take L = (m− λ)−α for any α ∈ (1/2, p/d) and conclude that
limλ→mN (λ, p) = +∞.



Keller estimates and Dirac operators 21

Finally, to prove that limλ→−mN (λ, p) > 0, we claim that

(3.13) there exists a function w ∈ L2 ∩ Lq(Rd,CN ) such that ‖w‖q = 1 and P w = w,

whereP :=1m</Dm<2m is the spectral projection of the free Dirac operator onto (m,2m).
This would give

N (λ, p) ≥ 〈w,R0(λ)w〉 =

〈
w,

P

/Dm − λ
w

〉
+

〈
w,

P⊥

/Dm − λ
w

〉
.

The second term is null since P⊥ w = 0. For the first term, we have m < /Dm < 2m on
the range of P , and in particular P (/Dm − λ)−1 P ≥ P (2m− λ)−1 P , henceN (λ, p) ≥
(2m− λ)−1 ‖w‖2. Taking λ→−m shows that limλ→−mN (λ, p) ≥ (3m)−1 ‖w‖2 > 0.

It remains to prove (3.13). Recall that /Dm = FM(k)F∗, where F denotes the Fourier
transform andM(k) is the d × d matrixM(k) := α · k + mβ, which satisfiesM(k) =
M(k)∗,M(k)2 = (|k|2 +m2) Id, and σ(M(k)) =

{
± (|k|2 +m2)1/2

}
. Let v 7→ v(k)

be a smooth family of spinors from some open ball B(k = 0, ε) to Cd, with 0 < ε < m, so
that M(k) v(k) = (|k|2 + m2)1/2 v(k). Let also χ(k) : Rd → R+ be a non null smooth
compactly supported function, with χ(k) = 0 for |k| > ε. We consider the function

w :=
w̃

‖w̃‖q
with w̃ := F

(
χ(k) v(k)

)
.

By construction, we have w̃ 6= 0, and since w̃ has a Fourier transform which is smooth
and compactly supported, it belongs to the Schwartz class S(Rd,CN ). Finally, since on
the support of χ, we haveM(k) v(k) = (|k|2 +m2)1/2 v(k) withm < (|k|2 +m2)1/2 <√

2m2, we deduce that

P w̃ = F
(
1m<M(k)<2m χ(k) v(k)

)
= F

(
χ(k) v(k)

)
= w̃ ,

which concludes the proof of (3.13).

3.3. Regularity of the solutions of the non-linear Dirac equation

Under Condition (2.2), /Dm − V is essentially self-adjoint and solutions of (3.5) with
Ψ ∈ L2(Rd,CN ) are in Dommax(/Dm − V ) ⊂ H1(Rd,CN ). Let us consider the other
cases of Proposition 2.1. If d = 1 and 1 < p ≤ 2, any optimal function for (3.3) obtained
in Theorem 3.1 gives rise to a solution Ψ ∈W1,q(R,C2) of (3.5) with q = 2 p/(p + 1).
We conclude that Ψ is continuous. If p = d = 2 and q = 4/3, the corresponding solution
Ψ of (3.5) is in W1,q(R,C2) ↪→ H1/2(R,C2), hence V |Ψ|2 = |Ψ|2 p/(p−1) is integrable
and Ψ ∈ Dom(/Dm − V ) of the distinguished extension of Proposition 2.1 but we do not
know whether Ψ ∈ H1(R2,C2) or not.

In dimension d = 1, an explicit expression of the solutions of (3.5) such that

lim
x→±∞

Ψ(x) = (0, 0)>

is given in Theorem 1.3. In the case p= d= 2, it is unclear how to obtain Ψ∈H1(Rd,CN )
by general arguments, as pointed out in [5]. However, any solution to (3.5) (and not
only the ones found in Theorem 3.1) have additional regularity properties under Con-
dition (2.2).



22 J. Dolbeault, D. Gontier, F. Pizzichillo and H. Van Den Bosch

Proposition 3.7. Let λ ∈ [−m,m) and either p≥ d if d≥ 3, or p > d in dimension d= 1
and 2. If Ψ ∈ H1(Rd,CN ) solves (3.5), then Ψ ∈ C∞(Rd,CN ).

Proof. Let us first prove that Ψ ∈ L∞(Rd,CN ) with a usual bootstrap argument. If Ψ ∈
Lq(Rd,CN ), then |Ψ|

2
p−1 Ψ ∈ L

p−1
p+1 q(Rd,CN ). Also, if q > 2 p+1

p−1 , then 2< p−1
p+1 q < q, so

if Ψ ∈ L2(Rd,CN )∩ Lq(Rd,CN ), then λΨ + |Ψ|
2
p−1 Ψ ∈ L

p−1
p+1 q(Rd,CN ). In particular,

/DmΨ ∈ L
p−1
p+1 q(Rd,CN ), hence Ψ ∈W1, p−1

p+1 q(Rd,CN ) ↪→ Lq̃(Rd,CN ), with q̃ = +∞
if p−1p+1 q > d and

1

q̃
=
p+ 1

p− 1

1

q
− 1

d

otherwise. As a first step of an iteration scheme, we proved that if Ψ ∈ Lq(Rd,CN ), then
Ψ ∈ Lq̃(Rd,CN ) as well. For the initialization, we note that H1(Rd,CN ) ↪→ Lq(Rd,CN )
for all q such that 2 ≤ q ≤ 2 d

d−2 =: 2∗ if d ≥ 3 and 2 ≤ q < +∞ =: 2∗ if d = 2. Hence
with 2 p+1

p−1 < 2∗, there is q0 > 2 p+1
p−1 so that Ψ ∈ L2(Rd,CN ) ∩ Lq0(Rd,CN ). The map

F : x 7→ p+1
p−1 x−

1
d satisfies F (x) < x for x ∈ [0, x∗] with x∗ = p−1

2 d < 1
2
p−1
p+1 . We easily

deduce that there is n∈N so thatF (n)( 1
q0

)< 0, which provesΨ∈L∞(Rd,CN ) as wanted.
Since /DmΨ ∈ L∞(Rd,CN ), we have Ψ ∈W1,∞(Rd,CN ) ↪→ C0,α(Rd,CN ) for all

0 ≤ α < 1, by bootstrapping again, we obtain Ψ ∈ C∞(Rd,CN ).

4. Explicit computations

4.1. The case d = 1: proof of Theorem 1.3

In this section, we prove the uniqueness and the symmetry up to translations of the solution
of the nonlinear Dirac equation (3.5). We also compute the map αD(λ, p).

Proof of Theorem 1.3. In the one-dimensional case, Equation (3.5) can be rewritten for
the components of Ψ =: (ϕ, χ)> as

(4.1)

ϕ′ = −
(
λ+m+

(
|χ|2 + |ϕ|2

) 1
p−1

)
χ ,

χ′ =
(
λ−m+

(
|χ|2 + |ϕ|2

) 1
p−1

)
ϕ .

The corresponding potential is V =
(
|χ|2 + |ϕ|2

) 1
p−1 . This system conserves

H(ϕ, χ) := m
(
|χ|2 − |ϕ|2

)
+ λ

(
|χ|2 + |ϕ|2

)
+ p−1

p

(
|χ|2 + |ϕ|2

) p
p−1 ,

G(ϕ, χ) := χ̄ ϕ− ϕ̄ χ .

Since we are looking for solutions vanishing at ±∞, they satisfy H
(
ϕ(x), χ(x)

)
= 0,

G(ϕ(x),χ(x)) = 0 for all x∈R. This second condition shows that solutions can be chosen
real valued. For real valued variables in the (ϕ, χ)-plane, the level set H(ϕ, χ) = 0 has
the shape of an infinity sign. Among real valued functions, uniqueness up to translations
follows from the phase plane analysis. We can choose the unique solution with χ(0) = 0,
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ϕ(0) > 0, given. For this solution, ϕ is even and χ is odd and positive on R+. Hence
symmetry and uniqueness, up to translations and multiplication by a phase, are granted by
elementary considerations. Next, we have

V ′ = 1
p−1

(χ2 + ϕ2)′

(χ2 + ϕ2)
p
p−1

with
(
χ2 + ϕ2

)′
= − 4mχϕ ,

which proves that V is increasing in the quadrant {χ < 0, ϕ > 0} and decreasing in the
quadrant {χ > 0, ϕ > 0}. Hence V is even and decreasing on R+, while on R+ both χ
and ϕ are positive valued.

Now let us compute ‖V ‖p. It is enough to do the computation on R+. First, the equa-
tion H(ϕ, χ) = 0 can be rewritten as

2mϕ2 = (m+ λ)V p−1 + p−1
p V p ,

and so

ϕ =

√
1

2m V p−1
(
m+ λ+ p−1

p V
)
.

Next, from the equation V p−1 = χ2 + ϕ2, we deduce that

χ =
√
V p−1 − ϕ2 =

√
1

2m V p−1
(
m− λ− p−1

p V
)
.

Finally, we have

(p− 1)V p−2 V ′ =
(
V p−1

)′
=
(
χ2 + ϕ2

)′
= − 4mχϕ .

Collecting the three last equalities shows that V solves the autonomous differential equa-
tion

V ′ = − 2
p−1 V

√(
m− λ− p−1

p V
)(

m+ λ+ p−1
p V

)
.

At x = 0, we have V ′(0) = 0, which implies

V (0) = p
p−1 (m− λ) .

• Subcritical regime λ > −m. The function

Z(x) := p−1
p (m+λ) V

(
p−1

2 (m+λ) x
)

satisfies

(4.2) Z ′ = −Z
√

(z0 − Z) (1 + Z) , Z(0) = z0 = m−λ
m+λ .

One can directly check that the solution of (4.2) is

Z(x) =
2 z0

(1 + z0) cosh
(√
z0 x

)
+ 1− z0

.
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This gives (1.10). The Lp(R) norm of V is computed as

‖V ‖pp =
pp (m+ λ)p−1

2 (p− 1)p−1
‖Z‖pp .

Using that Z is even, monotone decreasing on R+, with the change of variable z = Z(x)
and t = z/z0, we obtain, using (4.2),

‖Z‖pp = 2

ˆ +∞

0

Zp(x) dx

= 2

ˆ z0

0

zp−1√
(z0 − z) (1 + z)

dz = 2 z
p− 1

2
0

ˆ 1

0

tp−1√
(1− t)

(
1− (−z0)t

) dt

= 2 z
p− 1

2
0 B

(
1
2 , p
)

2F1

(
1
2 , p; p+ 1

2 ;−z0
)
.

See [1, 15.3.1 p. 558] for the last equality. This completes the computation of αD(λ, p).

• Critical case λ = −m. The function

Z(x) := p−1
2mp V

(
p−1
2m x

)
solves

Z ′ = − 2Z3/2
√

1− Z , Z(0) = 1

on R+. The solution is
∀x ∈ R , Z(x) =

1

1 + x2
.

This gives (1.11), and the expression of α?(p) follows from

‖V ‖pp =
pp (2m)p−1

(p− 1)p−1
‖Z‖pp

with
‖Z‖pp =

ˆ
R

dx

(1 + x2)
p = B

(
1
2 , p−

1
2

)
according to [34, 8.380.3 p. 917]. This concludes the proof of Theorem 1.3.

Notice that limz0→+∞
√
z0 B

(
1
2 , p
)

2F1

(
1
2 , p; p+ 1

2 ;−z0
)

= B
(
1
2 , p−

1
2

)
, so that

limλ→(−1)+ αD(λ, p) = α?(p).

4.2. The radial case in dimension d = 2

We now provide some numerical simulations to obtain upper bounds for the mapsΛD(α,p).
First, we restrict the minimization problem (1.5) to radial potentials, that is, we com-

pute

Λrad
D (α, p) := inf

{
λD(V ) : V ∈ Lp(Rd,R+), V radial and ‖V ‖p = α

}
.
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Below in Appendix B, we provide some numerical evidences that the optimal potentials
are radial. We abusively write V (x) = V (r) with r = |x|, x ∈ R2, use polar coordinates
(x, y) = (r cos θ, r sin θ), and write

∂x = cos θ ∂r −
1

r
sin θ ∂θ and ∂y = sin θ ∂r +

1

r
cos θ ∂θ .

In these coordinates, the Dirac operator becomes

/Dm =

(
m − i ∂x − ∂y

− i ∂x + ∂y −m

)
=

(
m e− i θ

(
− i ∂r − 1

r ∂θ
)

ei θ
(
− i ∂r + 1

r ∂θ
)

−m

)
.

This suggests to decompose a spinor Ψ in Fourier modes with the convention

Ψ(r, θ) =
∑
n∈Z

(
ϕn(r) ein θ

iχn(r) ei (n+1) θ

)
.

If Φ := (/Dm − V ) Ψ with corresponding Fourier modes
(
(ϕ̃n, χ̃n)>

)
n∈Z, then we have(

ϕ̃n
χ̃n

)
= (/D(n)

m − V )

(
ϕn
χn

)
with /D(n)

m =

(
m ∂r + n+1

r
− ∂r + n

r −m

)
.

The operator /D(n)
m is self-adjoint in the Hilbert space L2

(
R+ × (0, 2π), r dr dθ

)
because

(∂r)
∗ = − ∂r − 1

r . Let λ
(n)
D (V ) denote the lowest eigenvalue of /D(n)

m − V in the gap
(−m,m), and let

Λ
rad,(n)
D (α, p) := inf

{
λ
(n)
D (V ) : V ∈ Lp(R2,R+), V radial and ‖V ‖p = α

}
and

Λrad
D (α, p) := inf

n∈Z
Λ
rad,(n)
D (α, p) .

We have the estimates

(4.3) ΛD(α, p) ≤ Λrad
D (α, p) ≤ Λ

rad,(0)
D (α, p) .

Awavefunction Ψ(r, θ) =
(
ϕ(r) ein θ, iχ(r) ei (n+1) θ

)> solves the non-linear Dirac equa-
tion (3.5) if and only ifϕ′ − n

r ϕ = −
(
λ+m+

(
|χ|2 + |ϕ|2

) 1
p−1

)
χ ,

χ′ + n+1
r χ =

(
λ−m+

(
|χ|2 + |ϕ|2

) 1
p−1

)
ϕ .

This system with n = 0 is studied by W. Borrelli in [4]. It is an open question to decide
whether Λrad

D (α, p) is attained by Λ
rad,(n)
D (α, p) with n = 0 or not, and if equality holds

in (4.3) so that ΛD(α, p) = Λ
rad,(0)
D (α, p). See Fig. 3 for some numerical results.
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Figure 3. Radial case with d = 2 and m = 1. (Left) The function p 7→ α
rad,(n=0)
? (p) is an upper

bound for α?(p) and reaches its maximum for p ≈ 2.66. (Right) The maps α 7→ Λ
rad,(n=0)
D (α, p)

for values of p corresponding either to p < 2.66 (top) or p > 2.66 (bottom). Numerically the case
n = −1 gives worse estimates.

4.3. The radial case in dimension d = 3

As in the two dimensional case, we restrict the minimization problem (1.5) to radially
symmetric decreasing potentials. The corresponding Dirac operator decomposes as a dir-
ect sum in eigenspaces of the spin-orbit operator

K = β (2S · L+ 1) = β (J2 − L2 + 1/4) , spec(K) = ±1,±2, · · ·

and the total angular momentum in the z-direction J3, with spec(J3) = 1
2{1, 2, 3, · · · }.

See [52, Section 4.6.4] for details. For any κ ∈ spec(K), we introduce the operator

/D(κ)
m :=

(
m− V ∂r + κ+1

r
− ∂r + κ−1

r −m− V

)
as a self-adjoint operator acting on L2(R+, r2 dr). Ifλ(κ)D (V ) denotes the lowest eigenvalue
of /D(κ)

m − V in the gap (−m,m), let us define

Λ
rad,(κ)
D (α, p) := inf

{
λ
(κ)
D (V ) : V ∈ Lp(R3,R+), V radial and ‖V ‖p = α

}
.

We have Λrad
D (α, p) = infκ∈Z\{0} Λ

rad,(κ)
D (α, p) and

ΛD(α, p) ≤ Λrad
D (α, p) ≤ Λ

rad,(κ=1)
D (α, p) .
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It is an open question to decide whether the above inequalities are in fact equalities or not.
If κ = 1, we look for an eigenstate of /Dm − V in the Wakano form of [53], that is,

Ψ(r, θ, φ) =


ϕ(r)

0
iχ(r) cos θ

i e iφ χ(r) sin θ


so that the nonlinear equation becomes

(4.4)

ϕ′ = −
(

(λ+m) +
(
|χ|2 + |ϕ|2

) 1
p−1

)
χ ,

χ′ + 2
r χ =

(
(λ−m) +

(
|χ|2 + |ϕ|2

) 1
p−1

)
ϕ .

System (4.4) provides us with numerical upper estimates of ΛD(α, p): see Fig. 4.

Figure 4. Radial case with d = 3 and m = 1. (Left) The function p 7→ α
rad,(κ=0)
? (p) reaches its

maximum at p≈ 3.86. (Right) The maps α 7→ Λ
rad,(κ=0)
D (α,p) for values of p corresponding either

to p < 3.86 (top) or p > 3.86 (bottom).

Appendices

A. Open questions

In this article, we study the ground state defined the lowest eigenvalue in the gap λD(V )
of a general Dirac operator /Dm − V with V ∈ Lp(Rd,R+) using Birman-Schwinger tech-
niques, and prove that this quantity always makes sense if the Lp(Rd) norm of V is small
enough. To our knowledge, there are several open questions concerning this lowest eigen-
value, which we recall here.
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• Is the map V 7→ λD(V ) concave?
• Is λD(V ) always a simple eigenvalue, or equivalently, is µ1(KV ) always simple?

Assuming that the answer of the last question is positive, we denote by Ψ the corres-
ponding eigenfunction for the Dirac operator. We decompose it as Ψ = Ψ+ + Ψ− with
βΨ+ = Ψ+ (upper component) and βΨ− = −Ψ− (lower component).

• If V is radial (decreasing), is Ψ+ also radial (decreasing)?
Concerning the variational problem associated with (1.5), we recall two questions that
were already raised earlier:

• Is the optimal potential V radial (decreasing) if d ≥ 2?
• If so, is the corresponding ground stateΨ the solution with lowest angular momentum
and smallest number of oscillations, as it is suggested in Sections 4.2 and 4.3?

Finally, we ask under which condition there is a Lieb-Thirring type inequality like∑
j≥0

(
m− λj(V )

)κ
+
≤ C(m, c, ‖V ‖p) ,

which would be consistent with the usual Lieb-Thirring inequality for Schrödinger oper-
ators, in the non-relativistic limit c→∞. Here we can for instance assume that (λj(V ))j
denotes the (possibly finite) sequence of eigenvalues in the gap of /Dm − V for some non-
negative V ∈ Lp(Rd). Results in this direction can be found in [15, 32].

B. Is the optimal potential radial? A numerical answer

In dimension d = 2, we investigate numerically whether the optimal potential V for (1.5)
is radial, or equivalently whether the optimal potentialW for (3.1) is radial. In order to do
so, we run the following self-consistent algorithm1. Recall that KW :=

√
W R0(λ)

√
W

whereR0 denotes the resolvent of the free Dirac operator. For p > d= 2 and λ∈ [−m,m),
we choose an initial potentialW0 at random, and set{

φk := normalized eigenvector corresponding to µ1 (KWk
) ,

Wk+1 := |φk|2/p .

In practice, the potentialWk+1 is also translated so that its maximum is at the origin. We
can check that the quantity µ1(KWk

) is increasing, and that the sequence (Wk)k∈N con-
verges to some limit potentialW∗ in Lp(R2). A typical run of the algorithm is displayed
in Fig 5. In order to check whetherW∗ is radial or not, we compute the Lp(R2) norm of
its angular derivative. For λ ∈ [−0.9,0.9],m= 1 and p ∈ (2,8), this norm is always much
smaller than 1 and usually of the order of 10−2 or 10−3, after less than 100 iterations,
depending on the parameters we chose. These numerical results suggest that the optimal
potentials might be radial, up to translations.

1The code is available upon request to the authors.
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Figure 5. Contour lines of the potential Wk during the iterations, for p = 3 and λ = 1/2, for
some W0 chosen at random. The quantities Wk and φk are computed on a square [−a, a]2 with
a = 6, L = 100 discretization points per direction and periodic boundary conditions. The Dirac
operator and its inverse are computed in Fourier space and the Lp(R2) integrals in direct space.

C. A nonlinear interpolation inequality for the Dirac operator

C.1. Non-relativistic limit and Keller-Lieb-Thirring inequalities

In order to consider the non-relativistic limit c→ +∞, it is interesting to reintroduce the
parameters ~,m and c. The eigenvalue problem(

/D~,c
m −W

)
ψ = µψ where /D~,c

m := − i ~ cα · ∇+mc2β

is reduced to the eigenvalue problem corresponding to ~ = c = m = 1 by the change of
variables

ψ(x) = Ψ
(mc

~
x
)
, W (x) = mc2 V

(mc

~
x
)
, µ = mc2 λ .

As a consequence, the ground state λ~,cD (W ) of /D~,c
m −W defined as its lowest eigenvalue

in the gap
(
−mc2,m c2

)
and estimated by λD(V ) ≥ Λ

(m=1)
D (‖V ‖p, p) according to the

Keller-Lieb-Thirring inequality for the Dirac operator (1.8) becomes

(C.1) λ~,cD (W ) ≥ mc2 Λ
(m=1)
D

(
~−

d
p m

d
p−1 c

d
p−2 ‖W‖p, p

)
using the above change of variables. Here Λ

(m=1)
D stands for ΛD when we assumem = 1

in notations of Theorem 1.1.
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Proposition C.1. Let either d≥ 1 and p > 1 if d= 1, or p≥ d if d≥ 2. With Λ
(m=1)
D (α,p)

defined by (1.5), η = 2 p/(2 p− d) and Kp as in (1.2), we have

1− Λ
(m=1)
D (α, p) = 2

d
2 p−d Kp α

η
(
1 + o(1)

)
as α→ 0+ .

If d = 1, we obtain that

Kp =
(
pp (p− 1)−(p−1)B( 1

2 , p)
)− 2

2 p−1

by expanding the expression of αD(λ, p) given in Theorem 1.3 as λ→ 1−. This is con-
sistent with Kp = C−ηq and the expression of the explicit, optimal value of the constant Cq
in (1.1) if the dimension is d = 1: we refer to [19] and references therein for details.

Proof. Let us consider the general case d ≥ 1. The non-relativistic limit of the ground
state λ~,cD (W ) of the Dirac operator /D~,c

m −W is, up to the mass energy mc2, given by
the ground state of the Schrödinger operator

− ~2

2m ∆−W

by standard results: see for instance [25, Section 2.4]. Hence

lim
c→+∞

(
mc2 − λ~,cD (W )

)
= λ−S (Wµ) where Wµ(x) := W (µx) and µ =

~√
2m

.

Here−λ−S (Wµ) denotes, if it exists, the negative ground state of the Schrödinger operator
−∆−Wµ. The factor µ = ~/

√
2m arises from a scaling argument. By definition (1.5),

we obtain

lim
c→+∞

mc2
(

1− Λ
(m=1)
D

(
~−

d
p m

d
p−1 c

d
p−2 ‖W‖p, p

))
≤ Kp ‖Wµ‖ηp = Kp µ

− d ηp ‖W‖ηp

but there is in fact equality if we use as test function an optimal function W for (1.2).
Taking α = ~−

d
p m

d
p−1 c

d
p−2 ‖W‖p in the limit as c→ +∞ concludes the proof.

Proposition C.1 is in fact equivalent to

(C.2) lim
c→+∞

(
mc2 − λ~,cD (W )

)
≤ Kp

(
2m
~2

) d
2 p−d ‖W‖ηp

written with the physical constants. In other words, we recover a standard Keller-Lieb-
Thirring inequality for the Schrödinger operator (1.2) in the non-relativistic limit. In
dimension d = 1, a tedious but elementary computation directly shows that the con-
stant obtained by taking the non-relativistic limit in the Keller-Lieb-Thirring inequality
for the Dirac operator written with optimal constant is the optimal constant in the Keller-
Lieb-Thirring inequality for the Schrödinger operator, as it can be deduced for instance
from [19,37].

The definition (1.7) can be generalized to the case (~, c) 6= (1, 1) using the monoton-
icity of α 7→ Λ

(m=1)
D (α, p) stated in Theorem 1.1 and (C.1). If α(m=1)

D denotes the inverse
of α 7→ Λ

(m=1)
D (α, p), the condition

(C.3) ‖W‖p ≤ α~,c
D (λ, p) := ~

d
p m1− dp c2−

d
p α

(m=1)
D

(
λ

mc2 , p
)
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guarantees that λ~,cD (W ) ≥ λ. Notice that p ≥ d implies that

lim
c→∞

‖W‖p ≤ α~,c
D (λ, p) =∞ .

C.2. An interpolation inequality for the Dirac operator

Using a min-max principle as in [22], it is possible to write an optimal interpolation
inequality of Gagliardo-Nirenberg-Sobolev type which plays for the free Dirac operator
the same role as (1.1). The inequality is somewhat involved, but Inequality (1.1) is reco-
vered in the non-relativistic limit as c→ +∞. For sake of simplicity, we consider only the
case d = 1.

Let us start by a short and formal summary of the min-max principle applied to the
determination of the ground state of the Dirac operator. If (ϕ,χ)> is an eigenspinor of the
operator /D~,c

m − V with eigenvalue λ ∈ (−mc2, m c2), then, as in (4.1) we have{
~ c ϕ′ = − (λ+mc2 + V )χ ,

~ c χ′ = (λ−mc2 + V )ϕ .

The first line gives

χ = − ~ c
ϕ′

λ+mc2 + V

so that the problem amounts to solving

− (~ c)2
(

ϕ′

λ+mc2 + V

)′
+
(
mc2 − λ− V

)
ϕ = 0 .

Multiplying by ϕ and integrating suggests to introduce the functional

E [µ, V, φ] := (~ c)2
ˆ
R

|φ′|2

µ+mc2 + V
dx+

ˆ
R

(
mc2 − µ− V

)
|φ|2 dx .

Clearly, we have E [λ,V,ϕ] = 0. In addition, for all fixed V and φ, the map µ 7→ E [µ,V,φ] is
decreasing. It is proved in [50, Lemma 2.4], that for all−m< µ < λ~,cD (V ), the quadratic
map φ 7→ E [µ, V, φ] is positive definite, and that, for µ = λD(V ), we have E [µ, V, φ] = 0
if and only if φ = ϕ, up to a multiplicative constant. In particular, we have

∀φ ∈ C∞0 (R) , ∀V ∈ Lp(R) , ‖V ‖p ≤ α~,c
D (λ, p) =⇒ E [λ, V, φ] ≥ 0 .

Minimizing E [λ,W,φ] inW such that ‖W‖p = α ≤ α~,c
D (λ, p) shows that the optimalW

solves the Euler-Lagrange equation of the implicit form

(C.4) ν W p−1 = |φ|2 +
(~ c)2 |φ′|2

(λ+mc2 +W )2
,

where ν ≥ 0 is now the Lagrange multiplier for the constraint ‖W‖p = α. Note that for
all fixed a, b, c ≥ 0, the equation

ν Xp−1 = a+
b

(c+X)2
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has a unique solution in Xν ≥ 0, as the left-hand side is an increasing function of X ,
while the right-hand side is decreasing, and that ν 7→Xν is increasing. So for fixed ν ≥ 0,
there is a uniqueW = Vν [φ] satisfying (C.4) and the map ν 7→ Vν is pointwise decreasing,
hence so is the map ν 7→ ‖Vν‖Lp . With α~,c

D (λ, p) given by (C.3), we define

ν∗(λ, p, φ) := inf
{
ν > 0 : ‖Vν [φ]‖Lp ≤ α~,c

D (λ, p)
}
.

Summarizing, we proved that for all φ ∈ C∞0 (R) and all ν ≥ ν∗(λ, p, φ),

(C.5) (~ c)2
ˆ
R

|φ′|2

λ+mc2 + Vν [φ]
dx+

ˆ
R

(
mc2 − λ− Vν [φ]

)
|φ|2 dx ≥ 0 ,

which can be interpreted as a Gagliardo–Nirenberg type inequality for φ alone.
While the form (C.5) is non-explicit, it allows to recover the usual Gagliardo–Niren-

berg inequality in the non-relativistic limit as c→∞. By writing λ = mc2 +E for some
E < 0, (C.5) becomes

(~ c)2
ˆ
R

|φ′|2

2mc2 + E + Vν [φ]
dx−

ˆ
R

(
E + Vν [φ]

)
|φ|2 dx ≥ 0 .

Let us choose ν = ‖φ‖22 p/(p−1). As c → ∞, we get from (C.4) that Vν [φ] converges to

‖φ‖−2/(p−1)2 p/(p−1) |φ|
2/(p−1). Together with (C.2), we get that ν ≥ ν∗(λ,p,φ) in the limit c→∞

whenever |E| ≥ Kp (2m/~2)d/(2 p−d). We obtain

~2

2m

ˆ
R
|φ′|2 dx− ‖φ‖22 p

p−1

≥ E
ˆ
R
|φ|2 dx .

This inequality is the Gagliardo–Nirenberg inequality (1.1) written in non-scale invariant
form, for an appropriate choice of the parameter λ in (1.1).
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