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ABSTRACT
3D point clouds have emerged as a preferred format for recent im-
mersive communication systems, due to the six degrees of freedom
they offer. The huge data size of point clouds, which consists of both
geometry and color information, has motivated the development
of efficient compression schemes recently. To support the optimiza-
tion of these algorithms, adequate and efficient perceptual quality
metrics are needed. In this paper we propose a novel end-to-end
deep full-reference framework for 3D point cloud quality assess-
ment, considering both the geometry and color information. We
use two identical neural networks, based on a residual permutation-
invariant architecture, for extracting local features from a sparse
set of patches extracted from the point cloud. Afterwards, we mea-
sure the cross-correlation between the embedding of pristine and
distorted point clouds to quantify the global shift in the features
due to visual distortion. The proposed scheme achieves comparable
results to state-of-the-art metrics even when a small number of
centroids are used, reducing the computational complexity.

CCS CONCEPTS
• Computing methodologies → Machine learning.
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1 INTRODUCTION
Recently, with the abundant availability of low-cost 3D acquisition
devices, and the increased interest in immersive technologies, mul-
tiple formats have been proposed to represent three-dimensional
content, offering sufficient flexibility to interact with the geometri-
cal representation from any point of view [10][13]. In this context,
3D point clouds have become a successful representation, thanks to
their ability to provide six degrees of freedom interaction in applica-
tions such as mixed reality, autonomous driving, cultural heritage,
etc. A point cloud is as a set of unordered points, determined by
their Cartesian’s 3D coordinates and associated attributes such as
color, reflectance, or normal vectors.

A drawback of point clouds is the sheer amount of data they
require to be transmitted and stored. This has motivated in recent
years the development of point cloud coding (PCC) tools, notably
in standardization committees [3]. However, lossy compression
methods may introduce significant visual distortion, which calls
for effective methods to quantify the quality of experience of com-
pressed point clouds. A number of point cloud quality metrics have
been thus developed in the past few years. They can be classified
into three main groups: Point-based, Feature-based and Projection-
based metrics.

Point-based metrics such as Point-to-Point (Po2Po)[24], Point-
to-Plane (Po2Pl)[11], Plane-to-Plane (Pl2Pl)[1] and Point-to-Mesh
(Po2Mesh)[21], predict the quality through point-wise geometric
and/or features distance between the reference PC and its distorted
version. Po2Po measures the relative distance between point pairs
to estimate the final quality, Po2Pl extends Po2Po by projecting
the error vector along the local normal, and Pl2Pl quantify the
quality through measuring the angular similarity between surfaces
associated to the points from the reference and degraded contents.
Po2Mesh creates a polygonal mesh from the reference sample and
then compute the distance between each distorted point and the
corresponding surface. Currently, MPEG is adopting Po2Po MSE
and Po2Pl MSE with the associated PSNRs as the standard point
cloud geometry quality metrics.

Feature-based PC quality metrics extract the geometry with the
associated attributes from point-wise level in a global or local way.
Among those metrics, we can cite PC-MSDM [17] that extends the
2D SSIM metric [25] to PC by considering local curvature statistics,
the Geotex [8] metric that exploits the Local Binary Pattern (LBP)
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[22] descriptors, and PCQM [18] that combines the geometry and
color features.

In projection-based PC Quality Metrics, the 3D points or their
associated features are projected into 2D regular grids, and later,
2D methods are applied on these views [2], or 2D grid of features
[6][5].

All the aforementioned point based metrics or projection based
metrics take long time for pre-processing. In particular, point based
metrics do the computing with each point independently the near-
est neighbor search is applied as many times as the number of
points in the PC, in order to find the corresponding couples of
points from the reference and distorted images. Thus, the compu-
tational complexity of metric computation is a critical aspect to
improve. In this paper, we propose a novel deep quality metric that
operates directly on a set of points. Unlike the point-wise distance
mechanism adopted in previous methods, our approach compares
the embedding of a sparse set of points (centroids) and their cor-
responding neighborhoods. This results in an important gain in
terms of computational cost and efficiency. Also, to the best of our
knowledge, for full-reference point cloud quality assessment, we
are the first who consider operating on point cloud directly without
any prior projection or voxelization.

The main contribution of this paper are detailed in what follow:
• We propose an efficient end-to-end full-reference method
for point cloud quality assessment. The proposed method
considers both local and global features on the native point
cloud, without the need for voxelization or 2D projections.
As an advantage regarding the state of the art, our method
operates only on a small number of non-overlapped patches,
which leads to important gains in computational complexity.

• To quantify the global feature shift due to visual distortion,
we computed the cross-correlation on the embedding of pairs
of 3D point patches. We interpret the cross-correlation as a
measure of the relative representation displacement between
a pair of reference-distorted point cloud regions.

Two publicly available datasets are used to show the effectiveness
of the proposed method compared to state-of-the-art methods.

2 PROPOSED FRAMEWORK
The proposed quality assessment method consists in extracting rele-
vant local features from a pair of compressed (distorted) and pristine
point clouds, in such a way that the shift between the features en-
ables the accurate prediction of the PC visual impairment. A general
scheme of the proposed quality assessment method is shown in
Figure 1. We extract features from a sparse set of corresponding
point regions (from the original and distorted point clouds), using
a shallow permutation invariant network, similar to the PointNet
architecture [23]. The number of these regions is identified by lo-
cal centroids, i.e., sampled points in the original point cloud. We
consider both the geometry and color information as input to the
embedding network. Next, we compute the cross-correlation on
the embedding and measure their distance from the identity matrix,
which would correspond to the case where the distorted points
are the same as the original, i.e., no distortion and perfect quality.
In other terms, the distance of the cross-correlation matrix from
the target identity matrix is a proxy to the perceptual distortion

of the compressed point cloud. The distance is computed to cover
the global shift of 3D point sets, determined by their centroids, ex-
tracted from the original and compressed point clouds. In practice,
to map the distance vector into target global mean opinion scores,
the vector of distance is fed to a shallow regressor to estimate the
final quality score.

2.1 Pre-Processing
The pristine and distorted PCs are firstly divided into set of local
3D patches by considering the (𝑥,𝑦, 𝑧) coordinates and the RGB
color information. To do so, we employ the farthest point sampling
[23] and 𝐾 nearest neighbor algorithms as follows:

• From a given distorted PC 𝑋𝑑 , we first apply the farthest
point sampling algorithm to select 𝑀 centroids (i.e. C =

{𝑃𝑑1, 𝑃𝑑2, 𝑃𝑑3, .., 𝑃𝑑𝑚}) from the distorted image.
• In order to form a patch around each centroid, we then em-
ploy the 𝐾 nearest neighboring clustering method. The sub-
set of points of the 𝑖𝑡ℎ centroid, denoted as { 𝑃1𝑑𝑖 , 𝑃

2
𝑑𝑖
, 𝑃3
𝑑𝑖
, .., 𝑃𝐾

𝑑𝑖
}, represents the 𝑖𝑡ℎ patch. 𝐾 was fixed here to 512.

• We use the same set of centroids C for the pristine PC 𝑋𝑟 as
well, to form corresponding patches in the reference PC, we
opted to select the set of centroids from the distorted version
since it usually contains less number of points, so for each
point from 𝑋𝑑 there is a corresponding or a close point from
𝑋𝑟 .

• Finally, we compute the position and color differences be-
tween each sub-set of points and its corresponding centroid
from both of𝑋𝑑 and𝑋𝑟 . We obtain the final sub-set of points,
denoted here 𝑆𝑑𝑖 and 𝑆𝑟𝑖 respectively, that are fed as inputs
to the parallel identical network model.

It is worth noting that the use of patches allows for decreasing the
computational time and increases the model efficiency, where the
information is extracted to sufficiently cover the intrinsic features
from the local level in a parallelized way; and simultaneously allows
the model to effectively compute the empirical cross-correlation to
assess feature embedding shift globally.

2.2 Model Architecture
Figure 2, represents the architecture of the model encoder, which is
based on PointNet [23]. Essentially, we extend the features extractor
by a series of residual 1D convolution and remove the symmetry
transformation network.

To sum up, the architecture of our model is composed of a fea-
ture embedding network including a residual symmetric invariant
features extractor (i.e. series of 1D convolutions followed by a max
pooling operation over point representation). In order to capture
the global shift between the patches of the reference and distorted
images, we compute the cross-correlation between the represen-
tation extracted from the set of patches 𝑆𝑑𝑖 and 𝑆𝑟𝑖 respectively.
We measure the relative entropy as distance between the empirical
cross-correlation matrix and the identity matrix, which represents
here the perfect correlation (i.e., zero distortion). The measured
distance vector is lastly fed to a shallow regressor to interpolate
the final quality score.
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Figure 1: Overview of the proposed framework. A set of𝑀 random centroids are extracted from the original and distorted point
cloud. An encoder neural network with point-wise convolutions is used to extract local features from the 3D patches around
the selected centroids. The features extracted from the original and the distorted PC are then cross-correlated, yielding the
cross-correlation matrix 𝐶. The distance between 𝐶 and the identity matrix is then used to predict the final quality score. The
regularization regressor forces the learned embedding to carry information about the target quality scores.𝑀 is the number of
centroids. 𝐻 is the feature dimension which is equal to 1024.

2.3 Empirical Cross Correlation
The main motivation of our model is inspired from recent advances
in joint embedding methods [26][4][14]. Our method operates to
measure the representation shift or relative displacement between
the embedding of two identical networks fed with a set of corre-
sponding patches from reference and distorted point clouds.

More specifically, the set of corresponding patches from the
reference and distorted PCs, 𝑆𝑑 and 𝑆𝑟 respectively, are fed to 𝑓\ ,
a deep neural network with learnable parameters \ . This yields a
set of embedding 𝑍𝑟 and 𝑍𝑑 respectively. 𝑍𝑟 and 𝑍𝑑 are matrices
of size 𝑀 × 𝐻 , where 𝐻 = 1024 in this paper is the size of the
feature vectors, and 𝑀 is the number of centroids. Without loss
of generality, we remove the mean from each line of the matrices,
such that each unit 𝑍𝑟

𝑖
or 𝑍𝑑

𝑖
has mean output 0 over the set of

patches. We compute then the cross-correlation matrix 𝐶 between
the features of the distorted and original patches:

𝐶 𝑗𝑘 ≜

∑
𝑖 𝑧
𝑟
𝑖, 𝑗
𝑧𝑑
𝑖,𝑘√︃∑

𝑖 (𝑧𝑟𝑖, 𝑗 )
2
√︃∑

𝑖 (𝑧𝑑𝑖,𝑘 )
2

(1)

where 𝑖 indexes patches samples, and 𝑗 and 𝑘 are indexes over the
feature vector components. 𝐶 is a square matrix of size 𝐻 × 𝐻 ,
values varying in [−1, 1], representing the anti-correlation, and the
perfect correlation, respectively.

A cross-correlation matrix equal is equal to the identity if: a) the
feature vectors of the original and distorted patches are the same
or they are perfectly correlated; b) features elements in different
positions of the feature vectors are uncorrelated. Condition a) is
satisfied when the input distorted point cloud is the same to the
reference, i.e., the distortion is zero. On the other hand, condition

b) enforces the features to contain as much information as possi-
ble, and has been shown to avoid feature collapse and learn better
representations [26]. We show in the ablation studies that com-
puting the cross-correlation matrix and comparing it to identity
leads in general to better results than simply optimizing condition
a) alone, e.g., by computing the distance between the embedding of
the original and compressed PCs.

2.4 Regularization network
Our architecture is completed with a shallow regularization regres-
sor network whose target is the groun-truth MOS. The goal of this
additional module is keeping the produced embedded vector 𝑍𝑑

𝑖
aligned with the downstream task of PC quality assessment.

But also, the additional task oriented feedback from this small
regressor help to decorrelate the different vector components of
the embedding, which in turn, reduces the redundancy between
output units.

2.5 Quality Estimation
To efficiently estimate the perceptual quality, we computed the
distance between the empirical cross-correlation matrix 𝐶 and the
identity matrix 𝐼 , denoted here as the target-correlation. To this
end, we consider each row of 𝐶 as a probability mass function, and
we compute the Kullback-Leibler divergence with respect to the
corresponding row of the identity matrix. This yields a vector of 𝐻
divergences:

D𝑗 = KLD(𝐶 𝑗 | |𝐼 𝑗 ) (2)

where 𝐶 𝑗 and 𝐼 𝑗 denote the 𝑗-th row of the cross-correlation and
identity matrix, respectively.
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As last step, D is fed to a shallow regressor composed of three
layer of 1D convolution, in order to produce one value that estimate
the final quality score of the input PC.

2.6 Training Protocol
We trained our model in an end-to-end manner, using the mean
square error as a loss function. The main regressor network ( de-
noted in the equations as Main ) is trained to create a mapping
function between D and the mean opinion quality score 𝑌 , where
the regularisation regressor ( denoted in the equations as Regular-
ization ) is trained to create a mapping function between each 𝑍𝑑

𝑖
and the mean opinion quality score 𝑌 .

Thus, the global loss function is defined as the sum of the two
fallowing losses:

L1 = MSE (Main(D),Y) , (3)

L2 = mean

(∑︁
𝑖

MSE(Regularization(𝑍𝑑𝑖 ),Y)
)
. (4)

2.7 Implementation details
We implemented our model in PyTorch, initializing the parameters
from scratch using Xavier initialization [19]. Since the initial PC
is divided into patches we set the batch size to one. The model
is trained using Adam optimizer [20] with initial learning rate of
0.000001, the number of epoch is varied based on the training folds.

3 EXPERIMENTS
We evaluate the effectiveness of our model on two publicly avail-
able benchmark datasets with subjective scores, which adopt differ-
ent compression schemes with multiple encoding levels: ICIP20
[15] and PointXR [9]. First, we provide a short description about
the used datasets for evaluation, then we discuss the performance
achieved by our model comparing to state of the art quality metrics,
using different validation protocols.

ICIP20 is composed of 6 reference PCs from which 90 degraded
versions were derived through three types of compression: V-PCC,
G-PCC with triangle soup coding and G-PCC with octree coding
[16][7][12]. Each reference PC was compressed using five different
levels.

PointXR is composed of 5 PCs from which 45 degraded versions
were derived through G-PCC with octree coding for geometry
compression and, Lifting and RAHT for color compression.

Lastly, to farther emphasize the effectiveness and demonstrate
the generalization ability of our network we carried out a cross
dataset validation.

3.1 k-fold Cross Validation
To fairly study the performance and for the sake of providing a
solid validation baseline protocol to future works, we randomly
select 128 centroids for validation as we do during the training. We
adopt a 6-fold cross validation protocol on ICIP20 dataset through
splitting the dataset into training validation 6 times, where 6 refers
to the number of reference point cloud samples. More precisely,
at each iteration 5 reference point cloud samples and their com-
pressed versions are used for training, and one reference point cloud
sample and its compressed versions are used for testing. Lastly, to

emphasize the effectiveness and validate the generalization ability
of our model on unseen compression, we apply a cross-dataset
validation protocol by training our model on ICIP20 and testing
it on PointXR. Pearson Correlation Coefficient (PCC) and Spear-
man Rank-Order Coefficient Correlation (SROCC) are computed to
evaluate the quality prediction ability of our method.

The outcomes of these measures varies in the range [0, 1] as
absolute values, where one corresponds to the best correlation, and
zero means the total absence of correlation. The reported correla-
tions are computed regarding each fold independently during the
validation, and finally averaging the results over the different folds.

Table 1. shows the performance of our method on ICIP20 dataset
compared to a well representative set of state-of-the-art methods.
As can be seen, our model is quite competitive with state-of-the-
art methods, especially in terms of ranking (i.e. SROCC) of the
compression degradation effects. It is also worth to note that unlike
our method, all of listed state-of-the-art methods require heavy
pre-processing which result in expensive computation.

Table 1: Results obtained on ICIP20 dataset

Model PLCC ↑ SROCC ↑
po2point MSE 0.946 0.934
po2plane MSE 0.959 0.951

PSNR po2point MSE 0.868 0.855
PSNR po2point HAU 0.548 0.456
PSNR po2plane HAU 0.580 0.547

color Y MSE 0.876 0.892
color Cb MSE 0.683 0.694
color Cr MSE 0.594 0.616
color Y PSNR 0.887 0.892
color Cb PSNR 0.693 0.694
color Cr PSNR 0.626 0.617
pl2plane AVG 0.922 0.910
pl2plane MSE 0.925 0.912

PCQM 0.796 0.832
Our 0.947 0.973

3.2 Cross-dataset evaluation
Table 2. shows the results obtained for the cross-dataset evalua-
tion. As can be seen, high correlations are reached by our method,
outperforming some of the compared ones. This results shows the
generalization ability of our method to predict the quality of unseen
PCs. It is remarkable that our method is the most consistent one
comparing to the performance achieved on ICIP20.

Table 2: Results obtained by training the model on ICIP20
and testing it on PointXR

Model PLCC ↑ SROCC ↑
po2pointMSE 0.887 0.978
po2planeMSE 0.855 0.942

PSNRpo2pointMSE 0.983 0.978
PSNRpo2planeMSE 0.972 0.950

Our 0.981 0.964
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Figure 2: Model Encoder, 𝑓 (𝑋 : \ )

Figure 3: Effect of the number of centroids on the quality prediction performance and the computation time. Left: PLCC.
Middle: SROCC. Right: computation time (seconds).

3.3 Ablation study
In this section, we study the impact of the number of centroids
on the performance and the computational complexity. We also
compare the KLD-based quality estimation with component-wise
MSE to verify the importance of using the whole cross-correlation
matrix to assess distances.

3.3.1 Impact of the number of centroids. The number of cen-
troids is one of the key points of our method. Using a sparse set of
centroids considerably reduces the complexity of our method since
only certain parts of the PCs are considered. However, it can be
expected that by decreasing the number of centroids also the preci-
sion of quality estimation decreases. In order to study the impact
of the number of centroids on performance, we varied it from 32 to
512 and calculated the correlations reached for each of them. We
also show the corresponding computation time.

Fig. 3 shows the Pearson and Spearman correlations obtained
on one fold of the ICIP20 dataset. As can be seen, the correlations
increase with the number of selected centroids. Even using only 64
centroids, we can achieve correlations which are competitive with
state-of-the-art point-based methods, but using a fraction of their
complexity. As can be seen, setting the number of centroids to 128
leads to a calibrated balance between correlations and the required
time for processing. It is worth noting that the performance can
further increase by adding more centroids.

3.3.2 Impact of using KLD tomeasure cross-correlation shift.
In this experiment, we aim to prove the effectiveness of using the
full cross-correlation matrix as a proxy to the perceptual quality,
and in particular the use of KLD as distance with respect to the
identity matrix. To this end, we compared the correlations obtained
by computing the proposed KLD-based quality estimation with

Table 3: Comparison of KLD andMSE on feature vectors (con-
sidering the whole and only the diagonal of cross-correlation
matrix), as a proxy to predicted quality scores.

Distance PLCC ↑ SROCC ↑
MSE Cross-Correlation Diagonal Shift 0.859 0.929
MSE Whole Cross-Correlation Shift 0.865 0.887
KLD Cross-Correlation Diagonal Shift 0.829 0.884
KLD Whole Cross-Correlation Shift 0.947 0.973

those obtained by computing simply the Mean Square Error (MSE)
distance between feature vectors of distorted and original patches.

This experiment was carried out of ICIP20 dataset, over all folds
using k-fold cross validation. We retrained the network to use MSE
to measure the shift between embedding of distorted and original
patches, in two options considering the whole cross-correlation
matrix 𝐶 and only the diagonal elements of 𝐶 , instead of KLD.

Moreover, to prove the importance of attending to the whole
cross-correlation matrix𝐶 elements in estimating the shift between
the embedding using the KLD as a distribution displacement metric,
we retrained the network from scratch on the whole folds using
the KLD only on diagonal elements. Table 3. shows the correlations
achieved for the four strategies. As can be seen, the proposed KLD-
based quality estimation approach on the whole cross-correlation
matrix𝐶 outperformed all the rest of options by a significant gain in
terms of performance, demonstrating the usefulness of considering
the relation between feature elements, and confirming the finding
in [26] that enforcing independence among feature components
can help learning more discriminative representations.



QoEVMA ’22, October 14, 2022, Lisboa, Portugal. Marouane Tliba, Aladine Chetouani, Giuseppe Valenzise, & Frederic Dufaux University

4 CONCLUSION
In this paper we were set out to build, implement and test a novel
end-to-end deep learning based method for perceptual quality as-
sessment of 3D point cloud data. Unlike previous deep learning-
based methods, ours works directly on the native point cloud repre-
sentation without requiring any projection or transformation step
as voxelization. A main element of our method is the computation
of feature cross-correlation and its distance with respect to the iden-
tity cross-correlation matrix as a way to capture the global shift in
the feature domain induced by compression affects. To the best of
our knowledge, our method is the first deep full-reference point
cloud quality metric that operates directly on point cloud data and
considers geometry and color information. In addition, a highlight
of our method is the reduced computational complexity compared
to point-based methods, which require computing k-nearest neigh-
bors for each point. Instead, we only compute nearest neighbors for
a set of sparse centroids, without significant losses in performances.
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