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Abstract— Field-programmable gate array (FPGA)-based 

time-to-digital converters (TDCs) suffer from large bin width 

variations. This issue imposes performing a calibration process 

to compensate the nonlinearity of the TDC. The most commonly 

used calibration technique is the bin–by-bin calibration that can 

improve the differential nonlinearity (DNL) of the TDC up to 10 

times. In this paper, we propose a new robust calibration 

method for asynchronous TDCs and compare it with the bin-by-

bin method. The simulation results showed that the proposed 

method is less sensitive to the nonlinearity of the TDC, and an 

improvement of more than 100 times can be achieved in regard 

to the DNL of the non-calibrated TDC. These results have been 

confirmed by experimental measurements made on an 

asynchronous TDC implemented on a Cyclone V SoC-FPGA kit. 

Density code tests were performed to measure the root mean 

square (RMS) DNL of the TDC and those of the calibrated 

histograms for the two methods. For a TDC with a DNL of 0.71 

least significant bit (LSB), the DNL of the calibrated histogram 

is 0.053 LSB for the classical bin-by-bin method and 0.005 LSB, 

i.e., 10 times better, for the proposed method.  

Keywords—field-programmable gate array (FPGA), time-to-

digital converter (TDC), calibration techniques, differential 

nonlinearity (DNL), integral nonlinearity (INL). 

I. INTRODUCTION  

Time-to-digital converters (TDCs) are used for a wide 

range of applications to measure precise time intervals [1-4]. 

In general, application-specific integrated circuits (ASICs) are 

high-performance solutions to build high-resolution TDCs. 

However, field-programmable gate array (FPGA) can be a 

better choice for many applications because of their flexibility 

and short development time [5-7]. Furthermore, system-on-

chip FPGA (SoC-FPGA) kits integrate a hard processor 

system with FPGA fabric which enables the efficient 

integration of a downstream processing such as a post 

calibration process [6]. 

The Coarse-Fine architecture is widely adopted in FPGA-

based TDCs to increase the full-scale range (FSR) and to 

improve the resolution [8]. Usually, the coarse TDC is a 

simple counter running at the system clock frequency, 

whereas the fine TDC is commonly based on the time 

interpolation technique [9].  The most used architecture to 

build the fine TDC is based on the tapped delay line (TDL) 

technique. However, this architecture suffers from large 

variations in the delay of the TDL cells which induce time 

nonlinearity of the TDC [10].  To overcome this problem, 

many research works have presented calibration methods to 

improve the linearity of the FPGA-based TDCs. Most of these 

works addressed synchronous TDCs, in which the start signal 

is synchronous to the system clock and have a coarse and only 

one fine TDC, but they didn’t cover the asynchronous ones, 

that include two fine TDCs. This paper presents a robust 

method for the calibration of asynchronous TDCs. This 

method is a post-processing on the raw data of FPGA-based 

or ASIC TDCs. To evaluate this method, it will be compared 

with the bin-by-bin calibration method which is the most used 

method [1][3][4][8] [11]. 

This paper is organized as follows: Section II is a 

background about the general functional principle of Coarse-

Fine asynchronous TDCs and the bin-by-bin calibration 

method. Section III presents the proposed calibration method 

“Matrix calibration”, starting by introducing the average-bin-

width calibration method that is used for synchronous TDCs. 

The simulation and experimental results are presented in 

sections IV and V respectively. Finally, section VI is a 

conclusion of this paper. 

II. BACKGROUND: ASYNCHRONOUS TDCS AND BIN-BY-BIN 

CALIBRATION  

A. Asynchronous TDC 

For the Coarse-Fine asynchronous TDCs, the start and the 
stop signals are both asynchronous to the TDC clock. The time 
interval between the start and stop signals can be calculated 
by the following equation as illustrated in Figure 1: 

 Tm= Tcoarse + Tfine2 – Tfine1 (1) 

Where Tfine1 is the interval between the start signal and the 

system previous clock rising edge, Tfine2 is the interval 

between the stop signal and the previous clock rising edge 

and Tcoarse is the number of system clock cycles between the 

two signals multiplied by the clock period. 

 
Figure 1 Time interval measurement using an asynchronous TDC. 

Two fine interval measurements are required for the Start and the 

Stop signals in addition to the coarse measurement. 

 Thus, A Coarse-Fine asynchronous TDC should contain 
two fine TDCs, the start fine TDC for the measurement of 
Tfine1 and the stop fine TDC for the measurement of Tfine2, and 
a coarse counter that measures Tcoarse. 

B. Bin-by-bin calibration method 

In this method, a code density test, detailed in the next 
section, is performed to determine the widths of the TDC bins 
and then to calculate the calibrated time of each bin, which 
corresponds to the center of this bin, as following: 
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Where τ(i) is the calibrated time of the bin i, N(i) is the number 
of counts in the bin i, N(k) is the number of counts in the bin k 
and N is the total number of counts and T is the total delay of 
the TDC.  

 The calibrated time of the bins are stored in a lookup table 
(LUT) that will be used to convert the raw bin number, i.e., 
the output of the TDC’s encoder, to the calibrated bin number. 

III. MATRIX CALIBRAION  

A. Average-bin-width calibration 

This method can be used to calibrate synchronous TDCs. 
A code density test is executed to determine the delays of the 
bins along the delay line. The number of counts in each bin of 
the code density histogram is related to the width of this bin. 
If the total number of counts is N, the delay of the bin b will 
be: 

 T(b) = 
𝑁(𝑏)

𝑁
 * T  (3) 

Where N(b) is the number of counts of the bin b and T is the 
total delay of the TDC, i.e., its FSR. 

 The aim of this calibration is to have M calibrated bins 
with a uniform time width Tc that can be calculated as follows: 

 Tc = 
𝑇

𝑀
   (4) 

Hence, the number of counts in the calibrated bin Nc will be: 

 Nc = 
𝑁

𝑀
     (5) 

 To simplify the explanation of this calibration technique, 
we consider a simple code density histogram, shown in 
Figure 2(a), with 5 non-identical bins called the raw bins. To 
create a calibrated histogram with 5 identical calibrated bins, 
the total counts of the code density histogram should be 
uniformly redistributed on the 5 calibrated bins. The 
percentage share of each raw bin in the calibrated ones is 
calculated and saved in a table called the calibration table, as 
illustrated in Figure 2(b). Thereafter, when performing a 
measurement, this table will be used to create the calibrated 
histogram from the measurement raw histogram. 

 
(a) 

 

(b) 

Figure 2 Average-bin-width calibration, (a) Code density raw 

histogram, (b) Calibration table, that describes the share 

percentages of the raw bins in the calibrated bins. 

 Furthermore, the number of calibrated bins is configurable 
and the time resolution of the TDC can be adjusted according 
to the selected number of calibrated bins. For L calibrated bins 
the time resolution will be: 

 Tc = 
𝑇

𝐿
     (6) 

And the number of counts in the calibrated bin: 

 Nc = 
𝑁

𝐿
    (7)  

B. Matrix calibration  

 This method is based on the Average-bin-width calibration 
method and used to calibrate Coarse-Fine asynchronous 
TDCs. As explained in II-A, each event is described by three 
factors: Tfine1, Tfine2 and Tcoarse. Thus, for this type of TDCs the 
raw histogram can be built as a 3-d array, cf. Figure 3. 

 

Figure 3 Three-dimension raw histogram for asynchronous TDCs, 

x and y dimensions represent the Stop and Start fine bins 

respectively, and z dimension represents the Coarse value. 

 If the coarse value is ignored when performing a code 
density test, all the counts will be accumulated in a 2-d 
histogram, as represented in Figure 4. Each cell of this 
histogram saves the number of counts for which the start and 
the stop signals arrive in certain start and stop fine bins. For 
example, the cell (2,3) holds the number of counts for which 
the start signal arrives in the third bin of the start fine TDC and 
the stop signal arrives in the second bin of the stop fine TDC. 
Since the fine start and fine stop TDCs have nonuniform raw 
bins, the size of the cell, that represents its number of counts, 
is different from one cell to another according to the width of 
its corresponding start and stop raw bins.  

 

Figure 4 Two-dimension Code density histogram, the Start and 

Stop fine bins are accumulated for all the coarse values. 



 The matrix calibration method can be summarized by the 
even distribution of the counts of this histogram on calibrated 
cells in a way that all the cells have a uniform size. This can 
be achieved in three steps: 

1) Individual calibration of Start and Stop fine TDCs: 
From the 2-d code density histogram, all the counts are 
accumulated in two 1-d code density histograms, one for each 
fine TDC. These histograms are used to build the calibration 
tables of the start and stop fine TDCs, as explained for the 
Average-bin-width calibration 

2) Columns calibration: 
 In fact, each column in the 2-d code density histogram 
represents a 1-d code density histogram of the start fine TDC. 
This histogram contains the start counts related to the events 
for which the stop signal arrives in the stop bin that has the 
same number as the considered column. Considered as a 1-d 
histogram, each column is separately calibrated using the 
calibration table of the start fine TDC. As a result of this step, 
all the cells will have an identical row height whereas the 
columns width is still nonuniform, as shown in Figure 5, and 
this will be corrected in the next step. 

 

Figure 5 Columns calibration, the average-bin-width calibration is 

applied to the columns. 

3) Rows calibration: 
 In this step, each row of the 2-d histogram resulted from 
the first step can be consider as a 1-d histogram of the stop 
fine TDC. Each row histogram is calibrated using the 
calibration table of the stop fine TDC. The output of this step 
is the calibrated 2-d histogram in which all the cells have the 
same width and height. This leads to a global uniform size of 
the calibrated histogram cells as shown in Figure 6. 

 

Figure 6 Calibrated two-dimension histogram, the average-bin-

width calibration is applied to the rows resulting in identical cells 

sizes. 

The previous two steps are applied to the 2-d code density 
histogram to prove the efficiency of the calibration method 
and show that all the bins in the 2-d calibrated histogram have 
the same size. Later on, when performing a measurement, the 
3-d raw histogram, shown in figure 3 above, will be calibrated 
by the columns and rows Calibration for all the coarse values 
(0, 1, 2 ... coarse_max) to have a 3-d calibrated histogram.  

4) Bulding 1-d calibrated histogram: 
Each cell of the 3-d calibrated histogram is a part of a bin 

in the final 1-d calibrated histogram, the number of this bin is 
calculated by the following equation: 

Bin_number = C_fine2 + (Coarse * M) – C_fine1  (8) 

Where C_fine1, C_fine2 are the row and column numbers of 
the calibrated cell, that represent the start and the stop 
corrected bin number, Coarse is the coarse number of the 
calibrated cell and M is the total number of calibrated bins in 
the stop fine TDC. For example, with M = 5, the number of 
counts of the cell (C_fine1 = 2, C_fine2 = 4, coarse = 3) should 
be added to the bin number (4 + (3*5) - 2 = 17) of the final 
calibrated 1-d histogram. 

Consequently, after performing the matrix calibration, the 
calibrated 1-d histogram is built by scanning all the cells of 
the 3-d calibrated histogram and adding the counts of each cell 
to its corresponding bin in the 1-d calibrated histogram. 

IV. SIMULATION RESULTS 

To test our calibration method, simulations are carried out 
by constructing start and stop fine TDCs in MATLAB. Each 
simulated TDC has 256 delay elements and a total delay of 5 
ns. Furthermore, the time distribution profile of the simulated 
TDCs is similar to that of a real TDC implemented on a 
Cyclone V FPGA kit following the methodology explained in 
[6]. Firstly, in order to build the LUTs of the bin-by-bin 
calibration and the calibration tables of the matrix calibration, 
a code density test is performed by simulating 107 random 
events, with a start and stop arrival times uniformly distributed 
over the FSR of the start and stop TDCs. Next, to evaluate and 
compare the calibration methods, a new code density test is 
simulated with the same number of events. The start signal of 
these simulated events uniformly covers the FSR of the start 
fine TDC, whereas the stop signal arrives after the start signal 
with a random delay from 0 to 5 ns. Thus, the stop signal 
covers the FSR of the stop fine TDC with a maximum coarse 
value of 1. 

1) For the bin-by-bin calibration method:  
The time interval for each event is firstly calculated from 

the LUTs of the start and stop fine TDCs and the coarse 
counter. Then, a calibrated histogram is built by adding the 
counts to the bin that corresponds to their time interval. 

2) For the matrix calibration method: 
 A 3-d raw histogram is built by adding the counts to their 
corresponding cells according to the start fine, stop fine and 
coarse values of each event. After that, the last three steps of 
the matrix calibration are applied to have a 1-d calibrated 
histogram. 

These simulation steps are repeated for 10 pairs of 
simulated TDC with different RMS DNL, that varies from 0 
to 1 LSB, and the RMS DNL of the calibrated histogram is 
measured for each method. The results, illustrated in Figure 7, 
show that for the bin-by-bin calibration method, the DNL of 
the calibrated histogram is improved by factor 10 and 



increases linearly with the DNL of the TDC. Whereas the 
proposed method is much less sensitive to the noise of the raw 
TDC with an almost flat response. The first simulated TDC is 
an ideal one with a DNL of 0 LSB. It is obvious that, in this 
case, the DNL of the calibrated histogram should also be 0 
LSB. Nevertheless, the DNL of the calibrated histogram 
obtained by the simulation results is not NULL. The reason 
for this is that the code density test is limited by the shot noise 
which can be calculated as follows: 

 Shot noise = √
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐵𝑖𝑛𝑠

𝐶𝑜𝑢𝑛𝑡𝑠 𝑛𝑢𝑚𝑏𝑒𝑟
  LSB            () 

In our case, this equation gives about 0.005 LSB. 

 

Figure 7 Simulation and experimental results of the calibrated 

histogram DNL versus the raw TDC DNL. 

In the next simulation, start and stop fine TDCs of 256 

delay elements is simulated using the time distribution of a 

real asynchronous TDC implemented on a Cyclone V SoC-

FPGA [6]. A code density test is simulated to build the LUTs 

and the calibration tables in the same way as in the previous 

simulation. Another code density test is simulated to apply 

and evaluate the two calibration methods. Figure 8 illustrates 

the DNL and INL values of the calibrated histograms 

obtained for the two methods. These results show that the 

proposed method is up to 10 time better than the classical bin-

by-bin calibration. 

 

 

 
Figure 8 DNL and INL values of the calibrated histograms for the 

two calibration methods. 

V. EXPERIMENTAL RESULTS 

To experimentally verify our proposed calibration 

method and compare it with the bin-by-bin method, we 

implemented an asynchronous double-TDL TDC on a 

cyclone V SoC-FPGA kit. Each TDL consists of 256 delay 

elements, and the system clock frequency is 200 MHz. The 

start signal is generated from asynchronous source using a 

separated on-chip PLL whereas the stop signal is provided by 

a single-photon avalanche diode (SPAD). For the calibration, 

a code density test is performed by connecting both the start 

and the stop signal to the SPAD which is exposed to ambient 

light. Thus, the start and stop signals arrive randomly and 

cover all the FSR of the TDCs. With the same number of 

events as in the simulation, i.e.,107 events, we built the LUTs 

for the bin-by-bin calibration and the calibration tables for the 

matrix calibration. We also calculated the RMS DNL of the 

start and stop TDCs which was 0.71 LSB. Thereafter, we 

performed another test with the start signal connected to the 

asynchronous source and the stop signal provided by the 

SPAD. After applying the two calibration methods, the RMS 

DNL of the calibrated histograms was calculated. For the bin-

by-bin calibration, the RMS DNL of the calibrated histogram 

is 0.053 LSB, whereas it is 0.005 LSB for the matrix 

calibration, as indicated in Figure 7. 

VI. CONCLUSION 

In this work, a new calibration method for asynchronous 
TDCs is presented and compared with the most commonly 
used method which is the bin-by-bin calibration. Simulation 
results showed that the proposed method is less sensitive to 
the DNL of the raw TDC and up to 10 time better than the 
classical bin-by-bin calibration. This improvement is done at 
the cost of about 10 times more complex signal processing due 
to more multiplication and memory access instructions. The 
simulation results were confirmed by experiments made to 
calibrate a real TDC implemented on a Cyclone V SoC-
FPGA.  
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