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MOTIVIC VITUSHKIN INVARIANTS

GEORGES COMTE AND IMMANUEL HALUPCZOK

Abstract. We prove the nonarchimedean counterpart of a real
inequality involving the metric entropy and measure geometric in-
variants Vi, called Vitushkin’s variations. Our inequality is based
on a new convenient partial preorder on the set of constructible mo-
tivic functions, extending the one considered in [7]. We introduce,
using motivic integration theory and the notion of riso-triviality,
nonarchimedean substitutes of the Vitushkin variations Vi, and in
particular of the number V0 of connected components. We also
prove the nonarchimedean global Cauchy-Crofton formula for de-
finable sets of dimension d, relating Vd and the motivic measure in
dimension d.
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Introduction

In singularity theory, invariants defined through a deformation pro-
cess and additive invariants (or maps) are ubiquitous. Archetypical in-
stances of such constructions are the Milnor fibre in singularity theory
and the Lipschitz Killing curvatures in differential or integral geometry.

The Milnor number of a polynomial function germ f : (Cn, 0) →
(C, 0) having an isolated singularity at 0 may be defined as (up to sign
and shift by 1) the Euler characteristic χ of the nearby fibre {f =
ε} ∩ B(0, η), for 0 < ε � η � 1. Here, the nearby fibre {f = ε} is
viewed as a deformation of the singular fibre {f = 0}. The Milnor
number counts the cycles of real dimension n+ 1 in {f = ε} ∩B(0, η)
that vanish at the singular fibre f = 0.

For X a compact subset of Rn definable in a given o-minimal struc-
ture expanding the real field, the Lipschitz-Killing curvatures of X
are defined through the deformation of X by the family (Tε)ε>0 of its
tubular neighbourhoods

Tε(X) := {x ∈ Rn; dist(x,X) ≤ ε},
and through the modified volume Vε(X) of Tε(X), defined by

(1) Vε(X) =

∫
x∈Tε(X)

χ(B(x, ε) ∩X) dx.

Note that in case X is smooth and compact, for ε small enough,
Vε(X) = Voln(Tε(X)), since χ(B(x, ε) ∩ X) = 1 for any ε > 0 small
enough. Strikingly, it turns out that Vε(X) is a polynomial in ε, i.e.,

(2) Vε(X) =
n∑
i=0

αiΛn−i(X)εi

with universal coefficients αi depending only on i, and coefficients
Λi(X) depending only on X. Those Λi(X) are called the Lipschitz-
Killing curvatures of X (see for instance [1, 13] for the definable case,
and [22] for the smooth case). On the other hand, the Λi(X)’s are also
defined by the following integral formulas

(3) ∀i = 0, . . . , n, Λi(X) = β(i, n)

∫
P̄∈Ḡn−in

χ(X ∩ P̄ ) dP̄ ,

where Ḡn−i
n is the Grassmannian of (n−i)-dimensional affine subspaces

of Rn and β(i, n) is a universal constant depending only on i and n (see
[10] for a survey on this question).

A way to modify the Lipschitz-Killing curvature is to replace in for-
mula (3) the additive Euler characteristic χ by the sub-additive number
of connected components V0. In this way, one obtains a new sequence
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of invariants V0(X), . . . , Vn(X) attached to X, called the Vitushin vari-
ations (see for instance [17, 21], [23, Chapter 3])

(4) ∀i = 0, . . . , n, Vi(X) = β(i, n)

∫
P̄∈Ḡn−in

V0(X ∩ P̄ ) dP̄ .

Note that directly from equality (4), one obtains Vn(X) = Voln(X). It
is a remarkable fact that when Λi is replaced by Vi, (using V0 instead of
χ in (3)), the sequence V0(X), . . . , Vn(X) is still related to the volume
of Tε(X) by the notion of metric entropy M(ε,X) of X, defined as the
minimal number of balls of radius ε > 0 needed to cover X. Indeed,
a relation between the metric entropy and the variations of X, com-
parable to (2) holds, but here, instead of having an equality, we only
have a bound from above for M(ε,X), due to the fact that χ has been
replaced by the looser invariant V0:

(5) ∀ε > 0, M(ε,X) ≤ C(n)
n∑
i=0

1

εi
Vi(X),

where C(n) is a constant only depending on n (see [17], [23, Theorem
3.5]).

To prove (5), one introduces relative variations Vi(X,B) of X, where
B is some ball. For this, one first defines V0(X,B) as the number
of connected components of X strictly lying in B and then defines
V1(X,B), . . . , Vn(X,B) by

(6) ∀i = 0, . . . , n, Vi(X,B) = β(i, n)

∫
P̄∈Ḡn−in

V0(X ∩ P̄ , B) dP̄ .

With this notation, inequality (5) is a consequence of the following one:

(7)
n∑
i=0

Vi(X,B1) ≥ c(n),

for a constant c(n) depending only on n and for any unit ball B1 cen-
tred at a point of X (see [17, Theorem II.5.1], [23, Theorem 3.4], [24,
Theorem 2] for a proof of (7)).

Inequality (7) says that the relative Vitushkin variations of X in
the unit ball B1 cannot be too small all simultaneously. If X has a
connected component strictly included in B1, then indeed, the sum
of the Vi(X,B1)’s is at least 1 since V0(X,B1) ≥ 1. Otherwise, the
connected component of X containing the centre of B1 reaches the
boundary of B1, and this then yields that at least one relative variation
Vi(X,B1), i ≥ 1, is big. For instance, in the situation dim(X) = 1, a
curve connecting the centre of B1 and its boundary certainly lies in X,
and V1(X,B1) ≥ V1(R,B1) = 1, where R is a radius of B1.
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In the definable nonarchimedean setting, the notion of deformation is
also central. For instance, the notion of motivic Milnor fibre is defined
using the rationality of a formal Poincaré series whose coefficients are
based on a deformation of the singular fibre. The fact that such a
Poincaré series is a rational function shows that in this deformation
process, some periodicity phenomenon and therefore some regularity
is involved. Note the analogy to the polynomial formulas (2) and (5),
which also attest a moderation of the deformation process, viewed from
the invariants Λi(X) and Vi(X). Moreover, in the rational form of the
Poincaré series series, one can read some geometric data of the germ
from which we start, namely (at least) its Milnor number.

This general principle may be illustrated in the specific framework
of this article, where the question of the existence of invariants related
to the family of tubular neighbourhoods is addressed. For this, let us
fix a complete equi-characteristic 0 valued field K with value group
Z, and let us consider the definable family of tubular neighbourhoods
(Tr(X))r∈N of a definable subset X of the unit ball of Kn, namely

Tr(X) := {y ∈ Kn ∃x ∈ X, val(y − x) ≥ r)}.

By Theorem 14.4.1 of [7], the formal Poincaré series of the motivic
volumes of this family is rational (see Section 3 for notation):∑

r∈N

µn(Tr(X))T r ∈ C({pt})JT KM ,

where C({pt})JT KM is the algebra of polynomials in T with coefficients
in Q({pt})⊗Z[L−1] A (see Notation 3.1) localized by the multiplicative
set M generated by polynomials 1−LαT β, α ∈ Z, β ∈ N \ {0}. In par-

ticular, considering a generator
Pk(T )

(1− LαkT βk)k
of C{pt}JT KM , its Taylor

formula shows that it contributes to the series only for coefficients of
order r = p + mβk, m ∈ N, where p runs over the degrees of the
monomials appearing in Pk. Moreover, this contribution has the form
LmαkQk(m) withQk a polynomial with coefficients inQ({pt})⊗Z[L−1]A.
In conclusion, there exists a finite number of functions of r, R1, . . . , R`

such that

(8) µ(Tr(X)) ∈ {R1(r), . . . , R`(r)},

each Ri being a linear combination with coefficients inQ({pt})⊗Z[L−1]A
of elements of the form

Ck(
r − pk,j
βk

)Lαk
r−pk,j
βk ,
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where Ck are polynomials, pk,j range in a finite subset of N, αk ∈ Z,
βk ∈ N, with the condition that r = pk,j mod βk.

The functions R1, . . . , R` encode the arithmetico-logical complexity
of the set X, but it does not seem that one can easily extract from them
some geometrical meaning, in contrast to the case of the Poincaré se-
ries defining the motivic Milnor fibre, and in contrast to the smooth or
convex real case, where ` = 1 and R1 is a polynomial function of the
radius of the tubular neighbourhood, from which the Lipschitz Killing
curvatures appear as coefficients (see (2)). In the tubular deforma-
tion family no motivic version of the Λi’s may clearly be identified,
except maybe in the trivial case where X is a smooth variety of di-
mension d: In this case only the d-volume of X appears since one has
µn(Tr(X)) = µd(X)L−r(n−d). Note finally that since in the Hrushovski–
Kazhdan version of motivic integration [16] a notion of motivic Euler-
characteristic appears, one may think that defining with the latter a
motivic modified volume modelled on formula (1) could make it pos-
sible to relate it to a motivic version of the Λi’s, also defined in this
context by (3), for instance by a formula comparable to (2). But so far
all attempts in this direction failed.

Nevertheless, in spite of this apparent lack of geometric information
in the deformation of X via the family of tubular neighbourhoods, we
show in Section 5 that one can transfer to the nonarchimedean setting
the notion of Vitushkin variations, and in Section 7 that these motivic
Vitushkin variations are this time deeply related to the motivic metric
entropy. Indeed, the main result of this article is Theorem 7.9, the
nonarchimedean counterpart of inequality (5).

By definition, the motivic metric entropy M(X, r) of X is the mo-
tivic measure (instead of the number in the real situation) of balls one
needs to cover X (see Definition 7.8). But it turns out in the nonar-
chimedean setting that M(X, r) is also µ(Tr(X)), and thus the family
(M(X, r))r∈N is in general expressed in the form given by (8), from
which there is a priori no obvious way to identify some convenient
geometrical invariants attached to X.

The principal obstruction we have to overcome when one aims at
finding nonarchimedean substitutes of the variations Vi(X), is finding
an sensible notion of (number of) connected components. For this, we
use the notion of riso-triviality introduced in [3] by Bradley-Williams
and the second author (see Section 2). Intuitively, V0 will be the 0-
dimensional motivic measure of the 0-dimensional stratum of a (cer-
tain kind of) minimal stratification of X. While one can think of
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a t-stratification in the sense of [15], those may be inherently non-
canonical; to obtain a well-defined V0, we use the more abstract ap-
proach from [3] instead.

To define a nonarchimedean version of the relative variation V0(X,B)
we also need a replacement for the notion of no connected component
of X lying strictly in B. It turns out that as a replacement for this, we
can use the condition that X can be stratified in such a way that B is
disjoint from the 0-dimensional stratum. For the accurate definition of
the nonarchimedean version V0, see Definitions 5.1 and 7.2.

An other technical difficulty to establish the nonarchimedean version
of inequality (5) or (7), is the following. Since V0(X) is defined as the
0-dimensional motivic measure of some definable set in the valued field,
we have to introduce in Section 4 a notion of partial preorder allow-
ing us to compare for instance a class in Q+({pt}), the Grothendieck
semiring of definable sets in the residue field sort, and a constant func-
tion with value in Z (typically [x2 − 2 = 0] and the constant function
of C+({pt}) equal to 1 (see Section 3 for the notation). This crucial
need explicitly appears in this simple form in the proof of Theorem 7.6.
The partial preorder introduced in [7, 12.2], defined via the set of non-
negative constructible motivic functions (see Remark 3.2), is in general
not adapted to this goal. Our more flexible notion of partial preorder
on the set of integrable constructible motivic functions, extending the
one of [7, 12.2] is introduced in Definition 4.1 and Lemma 4.6, using
motivic integration and definable surjections.

With the invariants Vi defined through the nonarchimedean invariant
V0 as in the real case (see Defintion 5.7), as well as their relative version
Vi(·, B) in a ball B (see Definition 7.2), and with this partial preorder
relation on constructible motivic functions, we prove in Section 7 the
nonarchimedean version of inequality (7) (see Theorem 7.6) and finally
the nonarchimedean version of inequality (5) (see Theorem 7.9) relating
the motivic entropy defined in Definition 7.8 and the motivic Vitushkin
variations Vi.

It also turns out (see Theorem 6.1), in case X is a definable subset
of Kn of dimension d, that Vd(X) is the motivic d-dimensional volume
of X (up to some universal constant depending only on d and n). In
other words, the motivic Cauchy-Crofton formula involving V0 as the
nonarchimedean substitute of the real measure counting holds. This
shows, at least from the geometric motivic measure theory point of
view, that our V0 is a good substitute of the real number of points. Such
a formula in the nonarchimedean context has been obtained in the local
case by A. Forey in [12], on the model of the real local Cauchy-Crofton
formula previously obtained in [9] for the density by the first author.
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In this paper, we show the global motivic version of this formula, the
proof of which requires a different approach than in the local case.

Our Cauchy-Crofton formula may be viewed as a first step towards
motivic integral geometry formulas in the nonarchimedean context,
based on the 0-degree motivic invariant V0, such as classical kinematic
formulas for homogeneous spaces. Note that in the framework of char-
acteristic zero local fields integral geometry tools have been recently
developed using p-adic integration in [4, 18].

While motivic integration has been used very successfully for quite
some time to study singularities in the nonarchimedean world, our
nonarchimedean Vitushkin variations seem to provide a rather new in-
put. We hope that this is a first step towards a systematical study of
nonarchimedean singularities with tools coming from real and complex
integral geometry. In this direction, our preorder will maybe continue
to play a role, since the absence of a suitable nonarchimedean sub-
stitute of the Euler characteristic might make it necessary to replace
equalities in classical real formulas involving the Euler characteristic
by inequalities involving V0.

1. Language, Theory, Structure, definable sets

Definition 1.1. In the entire paper, k is a field of characteristic 0 and
K := k((t)) is the field of formal Laurent series. We write OK = k[[t]] for
the valuation ring of K, res : OK → k for the residue map, ac : K → k
for the (natural) angular component map and val : K → Z ∪ {∞} for
the valuation map,MK = {x ∈ K, val(x) > 0}, the maximal ideal. We
extend the valuation to Kn, by setting val((a1, . . . , an)) := mini val(ai).

Notation 1.2. We sometimes also use a more intuitive, multiplicative
notation for the valuation:

K → LZ ∪ {0}, a 7→ |a| := L−val(a),

and the multiplicative value group LZ is equipped with the order sat-
isfying Lr ≤ Ls if and only if r ≤ s. Note that this notation suggests
a natural map from LZ into the set of constructible motivic functions
C({pt}) on the point (see Notation 3.1).

Notation 1.3. For x ∈ Kn and λ ∈ LZ, we write

B(x, λ) = {y ∈ Kn | |y − x| ≤ λ}

for the closed ball of radius λ around x. By a ball, we mean such a
closed valuative ball. We denote the radius λ of B(x, λ) by radB(x, λ).
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For the entire paper, we also fix a language L and consider K as an
L-structure. One possibility is to take L to be the language LDP of
Denef–Pas.

Definition 1.4. The language LDP of Denef–Pas consists of one sort
for K with the ring language, one sort for k with the ring language,
one sort for Z (the value group) with the language {0,+, <} of ordered
abelian groups, the valuation map and the angular component map.

However, all our results also hold for various other language L. Here
are the assumptions we really need:

Definition 1.5. Let L be an expansion of the language LDP on K with
the following properties

(1) The theory ThL(K) is 1-h-minimal in the sense of [6].
(2) The value group and the residue field are orthogonal (i.e. every

definable set X ⊆ km × Zn is a finite union of sets of the form
Y × Z, for Y ⊆ km and Z ⊆ Zn).

(3) The induced structure on Z is the pure ordered abelian group
structure.

Remark 1.6. All conditions of Definition 1.5 are preserved under
adding constants from K, k or Z, so anything which we prove about ∅-
definable sets and/or maps also holds for A-definable sets/maps, when
A is a subset of K ∪ k ∪ Z. We will use this implicitly various times.

Instead of imposing K = k((t)), one could have allowed K to be a
Henselian valued field with residue field k and value group Z. The
reasons not to do that are that (a) if K is not spherically complete,
the definition of V0 becomes more technical and (b) the case K = k((t))
implies the more general case, as follows.

First note that any such more general K can be embedded into its
maximal immediate extension, which is isomorphic to k((t)), and by [2],
the L-structure on K can be extended to k((t)) in such a way that k((t))
is an elementary extension of K. For that reason, assuming K = k((t))
is not a restriction, provided that the results we are proving are first
order statements. This is indeed the case for our results, in the following
sense.

Our definition of V0 (Definition 5.1) uses the notion of riso-triviality
(Definition 2.3) which, as formulated, is not a first order condition.
Moreover, if K is not spherically complete, defined like this, the notion
of riso-triviality would loose many of its good properties, making it
useless for our purposes (see Remark 2.2). We do not know a direct
way to fix this, but there is a simple indirect fix. By Theorem 2.7, there
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exists a formula expressing riso-triviality in every spherically complete
field. We simply take that formula as the definition of riso-triviality in
non-spherically complete fields, thus making that notion first order by
definition.

With this definition of V0, all our results (in particular Theorem 6.1
and Theorems 7.6 and 7.9) also hold in any K ≺ k((t)). Indeed, those
are equalities and inequalities between constructible motivic functions.
Any such (in)equality is witnessed by finitely many formulas (e.g. defin-
ing some bijections or ingredients of other constructible motivic func-
tions); the witnesses that work in k((t)) then also work in K.

Remark 1.7. [6, Proposition 2.6.12] states that under the assumption
of 1-h-minimality, the RV-sort (which, in our setting, is just k × Z) is
stably embedded in a strong sense. Combining this with orthogonality
of the value group and the residue field, one deduces that also the
residue field is stably embedded in that strong sense. One way to
formulate this is the following: If X ⊂ Kn× km×Zr and Z ⊆ X × km′

are ∅-definable, for some n,m, r,m′ ∈ N, then there exists an m′′ ∈ N,
an ∅-definable map ρ : X → km

′′ and a ∅-definable set Ẑ ⊆ km
′′ × km′

such that for every x ∈ X, the fibre Zx is equal to the fibre Ẑρ(x) (to get
from the version of stable embeddedness of [6, Proposition 2.6.12] to
the one given here, one uses a standard compactness argument: First,
one applies stable embeddedness to each fibre Zx individually, and then
compactness shows that the resulting ρ(x) and Ẑρ(x) can be taken to
be definable uniformly in x).

2. Riso-triviality

In this section we present the notion of riso-triviality defined and
studied in [3], a notion that we use in the rest of the paper. A set
X ⊆ Kn is said riso-trivial on some ball B ⊆ Kn if it is roughly
translation invariant on B, in some directions specified by a sub-vector
space V ⊆ kn. Note that many definitions and statements in [3] speak
about riso-triviality of maps χ defined on Kn. If one is interested in a
set X ⊆ Kn, one should take χ to be the indicator function of X.

Definition 2.1. A map Φ: X → Y between sets X, Y ⊆ Kn is called
a risometry if for every x, x′ ∈ X with x 6= x′, we have

val((Φ(x′)− Φ(x))− (x′ − x)) > val(x′ − x).

Remark 2.2. Clearly, risometries are always injective. In our setting,
a risometry from a ball B ⊆ Kn to itself is moreover always surjective.
Indeed, since K = k((t)) is spherically complete (meaning that any
descending chains of balls has non-empty intersection), surjectivity can
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be deduced using a version of the Banach Fixed Point Theorem in
such fields (see [3, Lemma 3.3.4]). That surjectivity is crucial for the
existence of rtspB in Definition 2.3 below.

Definition 2.3 (Riso-triviality on a ball). Suppose that X ⊆ Kn is an
arbitary set and that B ⊆ Kn is a ball.

(1) Given a sub-vector space V of kn, we say that X is V -riso-
trivial on B if there exists a lift Ṽ ⊆ Kn of V (i.e. satisfying
res(Ṽ ) = V ) and a risometry Φ: B → B such that Φ−1(X ∩B)
is Ṽ -translation invariant, i.e. for every pair of points x, y ∈ B
satisfying y − x ∈ Ṽ , we have

x ∈ Φ−1(X ∩B)⇐⇒ y ∈ Φ−1(X ∩B).

yx

Φ
−1

V
~

Φ  (    )X

V
~Φ(    )

X

Figure 1. 1-riso-triviality on a ball

(2) The riso-triviality space of X on B is the maximal (with respect
to inclusion) subspace V ⊆ kn such that X is V -riso-trivial on
B; we denote it by rtspB(X). Such a maximal subspace exists
by [3, Proposition 2.3.12].

(3) We say that X is d-riso-trivial on B if dim rtspB(X) ≥ d, and
we say that it is not riso-trivial if X is not even 1-riso-trivial.
If it is clear which set X we are talking about, we may also say
that B is d-riso-trivial, meaning that X is d-riso-trivial on B.

Note that even though the above notions will be applied to definable
sets X, we do not require the risometry Φ to be definable.

We will apply the above notions also for X and B living in an affine
subspace P̄ ⊆ Kn, by identifying P̄ with Kdim P̄ .

Various good properties of these notions are proved in [3]. We now
recall a few of them.
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Remark 2.4. One easily sees that if a set X ⊆ Kn is V -riso-trivial on
a ball B ⊆ Kn, for some V ⊆ kn, then X is also V ′-riso-trivial on any
sub-ball B′ ⊆ B for any sub-vector space V ′ ⊆ V .

Remark 2.5. In Definition 2.3 (1), the choice of the lift Ṽ does not
matter, i.e. if there exists a lift and a risometry Φ witnessing V -riso-
triviality, then for any other lift Ṽ ′ of V , there exists a risometry Φ′

such that (Ṽ ′,Φ′) also witness V -riso-triviality.

Proposition 2.6 (see [3, Lemma 3.3.14]). Let X ⊆ Kn be a set, let
B ⊆ Kn be a ball, and set ` := n − dim rtspB(X). Fix P̄ in the
Grassmannian manifold Ḡ

`
n of `-dimensional affine subspaces of Kn,

such that P̄ ∩ B 6= ∅ and such that, if we denote by P ⊆ Kn the
direction of P̄ , res(P ) ∩ rtspB(X) = {0}. Then X ∩ P̄ is not riso-
trivial on B ∩ P̄ .

The idea of the proof of this proposition is that if X would be V -riso-
trivial on B ∩ P̄ , this would also imply V -riso-triviality on B ∩ P̄ ′ for
all P̄ ′ parallel to P̄ and we could deduce (V ⊕ rtspB(X))-riso-triviality
of X on B.

One of the central results of [3] is that rtspB(X) depends definably
on X and B. More precisely, we have the following statement.

Theorem 2.7 ([3, Corollary 3.1.3]). Suppose we are given a ∅-definable
family (Bz)z∈Z of balls Bz ⊆ Kn, and a ∅-definable family (Xz)z∈Z of
subsets Xz ⊆ Kn, all parametrized by a ∅-definable set Z. Then the
map

Z →
⋃
d

Gd
n(k), z 7→ rtspBz(Xz)

is ∅-definable. Moreover, a formula defining that map in K also works
in any other spherically complete K ′ ≡ K.

Another important ingredient we will need is that one can control
precisely on which balls a definable set is not riso-trivial.

Theorem 2.8. Given a definable set X ⊆ Kn, there exist finitely many
disjoint sets B1, . . . , B` ⊆ Kn each of which is either a singleton or a
ball such that for every ball B ⊆ Kn, X is not riso-trivial on B if and
only if Bi ⊆ B for some 1 ≤ i ≤ `.

Proof. By [3, Lemma 3.4.3], the “rigid core” CrigX is a finite set of
pairwise disjoint singletons and balls. By the definition of CrigX (just
before that lemma), we have CrigX = {B1, . . . , B`}. �

Note that if B is a proper sub-ball of some of the Bi, then necessarily
X is 1-riso-trivial on B, since then, B contains no Bj.
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Remark 2.9. The sets B1, . . . B` are uniquely determined by X, up to
permutation, namely these are

(1) those balls B for which X is not riso-trivial on B but 1-riso-
trivial on any proper subball of B; and

(2) those singletons {b} such that X is not riso-trivial on every ball
containing b.

Remark 2.10. By Theorem 2.7, the characterization of the Bi given
in Remark 2.9 is definable: If (Xz)z∈Z is a ∅-definable familiy of sets
Xz ⊆ Kn and Cz is the union of the points and balls Bz,1, . . . , Bz,`z cor-
responding to Xz, then (Cz)z is also a ∅-definable family. In addition,
for any such family, there exists N ∈ N bounding the cardinalities `z
for all z ∈ Z. (This follows by applying [3, Lemma 3.4.3] in a language
with a constant symbol for z added.)

Example 2.11. Set X := OK × {0} ⊂ K2. Then clearly X is 1-riso-
trivial on OK×OK but not on B := t−1OK×t−1OK (recall that t ∈ OK
is a generator of the maximal ideal of K). In this way, one obtains that
the finitely many sets Bi’s provided for X by Theorem 2.8 consist only
in B.

Example 2.12. Let X ⊂ K2 be the graph of the function x 7→ x2.
Then one can verify that X is not riso-trivial on OK ×OK but 1-riso-
trivial on each proper subball of OK × OK . This shows that B :=
OK ×OK is among the balls provided by Theorem 2.8. One then also
checks that X is 1-riso-trivial on every ball disjoint from B, so B is the
only ball given by Theorem 2.8 for X.

B

{0}  Kx

X

B’

K  {0}x

B’

not riso−trivial on B
1−riso−trivial on B

1−riso−trivial on B’

Figure 2. Applying Theorem 2.8 in Example 2.13
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Example 2.13. Let X ⊂ K2 be the union of the lines K × {0} and
{(x, tx) | x ∈ K} (see Figure 2). Then X is not riso-trivial on every
ball B containing the origin. If B′ ⊂ K2 is a ball not containing the
origin, then X is clearly 1-riso-trivial on B′ if B′ meets only one of the
two lines, but even if B′ meets both lines, X is 1-riso-trivial on B′,
since the two lines can be made parallel using a risometry. Overall, we
obtain that Theorem 2.8 yields only the set {(0, 0)}.

3. Motivic integrals

In this section, we give a brief review on motivic integration, in or-
der to fix notation and conventions (for all the details concerning this
theory see [7] or [8]). In addition, we introduce the notion of lim-
its of constructible motivic functions and prove some basic properties,
adapting ideas from [11, Section 3.1].

In [8] motivic integration is introduced under axiomatic assumptions
stated as [8, Definition 3.9]. By [6, Theorem 5.8.2], those assumptions
are satisfied for L and K are as in Definition 1.5.

Notation 3.1. For a valued field K with residual field k and value
group Z as in Section 1, let us first recall the definition given in [7]
of the ring of constructible motivic functions on some ∅-definable set
X ⊆ Kn × km × Zr. For this consider RDefX the set of ∅-definable
subsets of X×kp, for p ∈ N, equipped with their natural projection on
X. One denotes by Q+(X) the Grothendieck semiring of ∅-definable
isomorphism classes [Y ] (more accurately classes of projections from
Y to X), Y ∈ RDefX , with the following relations for any ∅-definable
sets Y, Z ∈ RDefX

- [∅] = 0,
- [Y ∪ Z] + [Y ∩ Z] = [Y ] + [Z],
- [Y × Z] = [Y ] · [Z].

We denote by the formal symbol L, the same symbol as the one used in
Nototation 1.2 to define the norm, the class [X×k] ∈ Q+(X) (actually
the class of the projection of X×k on X), and by Q(X) the associated
abelian Grothendieck ring.

Still with the same symbol L we consider on the other hand the ring

A := Z[L,L−1, (
1

1− Li
)i>0],

and A+ its semigroup of nonnegative elements, where positivity is de-
fined by evaluations L 7→ r at r, for any real number r > 1. One
defines the ring P(X) of Presburger functions, as a subring of the ring
of functions X → A, as generated by constant functions, ∅-definable
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functions X → Z and functions Lβ, with β : X → Z ∅-definable. The
semiring of functions of P(X) with nonnegative values (that is with
values in A+) is denoted P+(X).

We denote by P0
+(X) (resp. P0(X)) the sub-semiring (resp. sub-

ring) of P+(X) (resp. P(X)) generated by all characteristic functions
1Y , with Y ⊆ X, and the constant function L−1. We can send P0

+(X)
(resp. P(X)) in Q+(X) (resp. Q(X)) by 1Y 7→ [Y ] and L − 1 7→
L−1, to form the semiring C+(X) of nonnegative constructible motivic
functions on X in the following way

C+(X) := Q+(X)⊗P0
+(X) P+(X),

and likewise the ring C(X) of constructible motivic functions on X in
the following way

C(X) := Q(X)⊗P0(X) P(X).

Remark 3.2. One can define (see [7, Sections 4.2, 12.2]) a partial order
on P(X), denoted ≤, defined by

∀ϕ, ψ ∈ P(X), ϕ ≤ ψ ⇐⇒ ψ − ϕ ∈ P+(X).

Similarly, one can define a partial preorder on C(X), still denoted ≤, by
replacing P(X) by C(X) and P+(X) by C+(X) in the above definition.
In both situation, when ϕ ≤ ψ, one says that ϕ is bounded by ψ.

With this notation, in [7, Theorem 10.1.1] the functor of motivic
integration is defined as a functor from the category of ∅-definable
sets (equipped with their projection on X) to the category of abelian
semigroups, sending a ∅-definable set Y that projects on X to the
semigroup IXC+(Y ) ⊆ C+(Y ) of nonnegative integrable functions on Y
over X. To any ∅-definable map f : Y → Z between ∅-definable sets
of Kn × km × Zr, it associates a morphism

f! : IXC+(Y )→ IXC+(Z),

corresponding to integration in the fibres of f twisted by jacobian, in
the sense that for f : Y → Z and g : Z → W , and ϕ ∈ IXC+(Y ),
(g ◦ f)!(ϕ) = g!(f!(ϕ)).

Remark 3.3 ([7, Theorem 10.1.1 A0 (c)]). One has ϕ ∈ IXC+(Y ) if
and only if ϕ ∈ IZC+(Y ) and f!(ϕ) ∈ IXC+(Z).

In case X = Z = {pt}, we have

IXC+(Z) = I{pt}C+({pt}) = C+({pt}) = Q+({pt})⊗N[L−1] A+.

where Q+({pt}) is the Grothendieck semiring of ∅-definable subsets of
km, form ∈ N. In this situation, f!(ϕ), denoted µn(ϕ) or µ(ϕ) when the
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context is clear, is the motivic integral of ϕ on Y , ϕ is said integrable
on Y and we denote IC+(Y ) instead of I{pt}C+(Y ). In case moreover
ϕ = 1Y , µn(ϕ) is simply denoted µn(Y ), or µ(Y ), and is called the
motivic volume of Y .

Remark 3.4. A normalisation of the volume is made in order to obtain
uniqueness of the functor of motivic integration, leading in particular
to µ1(OK) = 1 and µ1(MK) = L−1 (see [7, Theorem 10.1.1, A7]).

We mention without details that one can build motivic measures in
all dimensions, that is to say measures µd adapted to functions with
support a ∅-definable set of Kn of dimension d, with d ∈ N (see [7,
Section 6], [8, Section 11]).

Remark 3.5. Let X, Y be ∅-definable subsets of Kn× km×Zr, of di-
mension d, say, such thatX ⊂ Y . Then, according to Remark 3.2, 1X is
bounded by 1Y in P+(Y ) (or in C+(Y )), since 1Y−1X = 1Y \X ∈ P+(Y ),
and thus integrating, by linearity of the integral and preservation of
nonnegativity, one gets µd(X) ≤ µd(Y ).

In what follows we mainly consider the family version of this con-
struction (see [7, Section 14], or [8] for a specific construction of integra-
tion in fibres in the more general context of residue fields of all charac-
teristics), that is, for some integers r, s, t, we consider Λ ∈ Kr×ks×Zt,
a ∅-definable set, and ∅-definable families Y = (Yλ)λ∈Λ, Z = (Zλ)λ∈Λ

compatible with the projection on X, in the sense that Y and Z are
given by maps Y → X → Λ and Z → X → Λ. For a ∅-definable
morphism f , given by a commutative diagram

Y

��

f // Z

��
X

��
Λ

we denote λ ∈ Λ the restriction fλ : Yλ → Zλ of f . One can then define
([7, Theorem 14.1.1]) a morphism

f!Λ : IXC+(Y → Λ)→ IXC+(Z → Λ),

that associates to any ϕ in the semigroup IXC+(Y → Λ) of integrable
nonnegative constructible motivic functions, graduated with respect to
relative dimension (relative to the map Y → X), the element f!Λ(ϕ) of
IXC+(Z → Λ).
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Remark 3.6. By [7, Proposition 14.2.1] one has for any λ ∈ Λ,

i∗λ(f!Λ(ϕ)) = fλ!(i
∗
λ(ϕ)),

This is why we will often denote f!Λ(ϕ) by (fλ!(ϕλ))λ∈Λ, that is to say
that we will consider the constructible motivic function f!Λ(ϕ) as a
family of measures over Λ.

In the particular case f : Y → Λ, that is Z = X = Λ and the
map f is the map defining the family Y , we have fλ : Yλ → {λ}, and
consequently f!Λ(ϕ) = (µ(ϕλ))λ∈Λ ∈ C+(Λ). In this situation f!Λ(ϕ) is
the integration of ϕ in the fibres of Y → Λ, and we denote f!Λ by µΛ,
or in a more intuitive way by

(∫
y∈Yλ

ϕλ(y) dy
)
λ∈Λ

. When furthermore
ϕ = 1Y , µΛ(ϕ) = (µ(Yλ))λ∈Λ.

Remark 3.7. In the situation where π : X × Y → X is the stan-
dard projection, and X × Y projects on X by π, then π! = π!X ,
and thus π!(ϕ) ∈ IXC+(X) = C+(X) is the family (µ(ϕx))x∈X =(∫

Y
ϕ(x, y) dy

)
x∈X of motivic integral of ϕ in the fibres {x} × Y , for

x ∈ X (see [19, Remarque 5.3.4.6.1]).

Notation 3.8. For n,m, r ∈ N, Y, Z ⊆ Kn × km × Zr ∅-definable
sets, f : Z → Y a ∅-definable map and ϕ ∈ C(Y ) we denote by
f ∗(ϕ) ∈ C(Z) the pull-back of ϕ along f , which should be understood
as the composition ϕ ◦ f .

We now introduce a notion of convergence of nonnegative construc-
tible motivic functions and measures. A variant of this has already
considered in [11, Section 3.1], the difference here being that we do not
take mean values in the notion of convergence.

One can uniquely extend the degree (in L) on Z[L] to a degree deg
on A+ (resp. on A). We then define a topology on A+ such that
the convergence to 0 of a sequence (an)n∈N with elements in A+ is
the convergence to −∞ of the sequence (deg(an))n∈N. This yields a
notion of convergence of functions in P+(N), and also in a variant with
additional parameters.

Definition 3.9. Let X, Y ⊂ Kn × km × Zr be ∅-definable, and let
ψ ∈ P+(X × Y ) and ψ′ ∈ P+(X) be nonnegative Presburger function.

(1) In the case Y = N, we say that ψ(·, r) converges to ψ′, for
r → +∞, if for each x ∈ X, we have limr→+∞ ψ(x, r) = ψ′(x),
in the sense of convergence in A+ described above.

(2) In the case Y = N, we say that ψ(·, r) is increasing for r → +∞
if for each (x, r) ∈ X × N, we have ψ(x, r + 1)− ψ(x, r) ∈ A+.
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(3) We say that ψ(x, y) is bounded by ψ′ (uniformly in y), if for
each (x, y) ∈ X × Y , we have ψ′(x) − ψ(x, y) ∈ A+ (see also
Remark 3.2).

We now extend those notions to constructible motivic functions. By
orthogonality of the residue field and the value group, any function
ψ ∈ C+(X × N) may be written as a finite sum

(9) ψ =
∑̀
i=1

ci ⊗ ψi,

where ci ∈ Q+(X) and ψi ∈ P+(X × N) (see [7, Section 5.3] or [8,
Proposition 7.5] for details).

Definition 3.10. Let X ⊂ Kn × km × Zr be ∅-definable and let
ψ ∈ C+(X × N) and ψ′ ∈ C+(X) be nonnegative constructible mo-
tivic functions. We say that ψ(·, r) converges to ψ′ (resp. is increasing,
resp. is bounded by ψ′) if there exist ci and ψi as in (9) and ψ′i ∈ P+(X)
such that ψ′ =

∑
i ci⊗ψ′i such that for each i, ψi converges to ψ′i (resp.

is increasing resp. is bounded by ψ′i). For the notion of bounded, we
also allow arbitrary definable set Y ∈ Kn × km × Zr instead of N.

Remark 3.11. The notions of bounded and increasing can equivalently
be defined directly using C+, that is without passing through P+ (see
also Remark 3.2): ψ ∈ C+(X × Y ) is bounded by ψ′ ∈ C+(X) if there
exists φ ∈ C+(X × Y ) such that ψ + φ = ψ′, and ψ ∈ C+(X × N) is
increasing if there exists φ ∈ C+(X × N) such that ψ + φ = ψ′, where
ψ′(x, r) = ψ(x, r + 1).

Notation 3.12. For n,m, r ∈ N, X ⊆ Kn × km × Zr an ∅-definable
set and φ, ψ ∈ C+(X) we write φ ≤ ψ if φ is bounded by ψ in the sense
of Definition 3.10.

Remark 3.13. The limit ψ′, if it exists, is well-defined, that is does
not depend on the choice of the representation of ψ in the form (9).
To see this denote by P lim

+ (X × N) ⊂ P+(X × N) and Clim
+ (X × N) ⊂

C+(X × N) the sub-semirings of converging nonnegative Presburger
and constructible motivic functions, where the convergence is defined
in Definition 3.10. By definition of Clim

+ (X × N), we have

Clim
+ (X × N) = Q+(X)⊗P0

+(X) P lim
+ (X × N),

where we use again the same isomorphism as in (9), provided by [7,
Section 5.3] or [8, Proposition 7.5], to omit the N from the left side of
the tensor product and from the P0

+.
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The map h : P lim
+ (X × N) → P+(X) sending a function to its limit

induces the identity on P0
+(X), so we can apply the functor S 7→

Q+(X)⊗P0
+(X) S to that map h to define the limit on Clim

+ (X ×N) in a
way which is independent of how we write a function ψ ∈ Clim

+ (X ×N)
as in (9).

The following Lemma 3.14 and Remarks 3.15, 3.16 give the properties
of this notion of convergence that we need. The proof of Lemma 3.14
needs a detailed understanding of the tensor product Q+(X) ⊗P0

+(X)

P+(X × N). We give those details in an appendix (Section 8); more
precisely, we use Lemma 8.4 from the appendix in the proof of Lemma
3.14.

Lemma 3.14. Suppose that we have ψ1, ψ2 ∈ C+(X × N) such that
ψ1(·, r) +ψ2(·, r) tends to 0 ∈ C+(X) (for r → +∞). Then ψ1(·, r) and
ψ2(·, r) also tend to 0 for r → +∞.

Note that most likely, this lemma would be false if, instead of working
with C+(X × N) and C+(X), we would work with the image of these
semirings in the rings C(X × N) and in C(X), respectively. Indeed,
it seems plausible that for sufficiently bad residue fields, one can find
some φ ∈ C(X) \ {0} satisfying 2φ = 0 and which lies in the image of
C+(X). In that case, taking ψ1 and ψ2 both to be constant equal to φ
would yield a counter-example to the modified version of the lemma.

Proof of Lemma 3.14. We first collect some facts that will serve as pre-
requisites to apply Lemma 8.4. All those facts follow directly from the
definitions of the corresponding semirings. Given ψ ∈ P+(X × N), we
write ψ → 0 to say that ψ(·, r) converges to 0 when r goes to +∞ (in
the sense of Definition 3.10).

(1) For every ∅-definable set Y and every φ, φ′ ∈ Q+(Y ), we have
the following two implications:
(1.a) φ+ φ′ = 0 implies φ = φ′ = 0,
(1.b) φ · φ′ = 0 implies φ = 0 or φ′ = 0.

(2) For every ∅-definable set Y and every φ, φ′ ∈ P+(Y ), we have
the following two implications:
(2.a) φ+ φ′ = 0 implies φ = φ′ = 0,
(2.b) φ · φ′ = 0 implies φ = 0 or φ′ = 0.

(3) For every φ1, φ2 ∈ P+(X × N) and every φ0 ∈ P0
+(X), we have

the following two implications:
(3.a) φ1 + φ2 → 0 implies φ1 → 0 and φ2 → 0,
(3.b) φ0 · φ1 → 0 implies φ1 → 0.
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Suppose now that ψ1, ψ2 are given as in the lemma. Write both of them
as sums as in (9):

(10) ψ1 =

`1∑
i=1

c1,i ⊗ ψ1,i, ψ2 =

`2∑
i=1

c2,i ⊗ ψ2,i,

for some cj,i ∈ Q+(X) and ψj,i ∈ P+(X × N). By assumption, ψ3 :=
ψ1 + ψ2 converges to 0, i.e. it can also be written as such a sum

(11) ψ3 =

`3∑
i=1

c3,i ⊗ ψ3,i,

where each ψ3,i converges, say to some φ3,i ∈ P+(X), and such that
the sum

(12)
`3∑
i=1

c3,i ⊗ φ3,i

is equal to 0 in C+(X) = Q+(X)⊗P0
+(X) P+(X). We may without loss

assume c3,i 6= 0 for each i.
Apply Lemma 8.4 to S := P0

+(X), U1 := {0} ⊂ Q+(X) and U2 :=
{0} ⊂ P+(X). Note that the assumptions of Lemma 8.4 concerning S,
U1 and U2 are satisfied by (2), (1) and (2), respectively. Since the sum
(12) lies in the sub-semimodule U ⊂ Q+(X)⊗P0

+(X) P+(X) defined in
Lemma 8.4, we obtain φ3,i = 0 for each i (since we assumed c3,i 6= 0).
In other words, for each i, we have ψ3,i → 0.

Now apply Lemma 8.4 once more, this time to S := P0
+(X), U1 :=

{0} ⊂ Q+(X) and U2 := {φ ∈ P+(X × N) | φ→ 0}. The assumptions
of Lemma 8.4 concerning S, U1 and U2 are satisfied by (2), (1) and
(3). Since in (11), ψ3,i → 0 for each i, ψ3 lies in the sub-semimodule
U ⊂ Q+(X) ⊗P0

+(X) P+(X × N) defined in Lemma 8.4, so the lemma
implies that ψ1 and ψ2 lie in U . By definition of U , elements of U
converge to 0, so we are done. �

Remark 3.15 (Monotone convergence). A ∅-definable subset X of
Kn × N with projection π : X 7→ N, and fibres π−1(p) = Xp, such
that (Xp)p∈N is uniformly bounded with respect to p ∈ N, and which
is an increasing sequence with respect to the inclusion relation, gives
rise to the bounded increasing function ϕ = π!N(1X) = (µ(Xp))p∈N ∈
C+(N). It follows that this function converges as p goes to +∞, and by
definition of the motivic integral, that its limit is µ

(⋃+∞
i=0 Xi

)
(see [11,

Lemma 5.1] for more details).

Remark 3.16. Let X ⊂ Kn be a bounded ∅-definable set of dimension
d and for r ∈ Z, let Tr(X) = {x ∈ Kn, ∃y ∈ X, val(y − x) ≥ r} be
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the corresponding tubular neighbourhood. Then, for r ≥ 0, µn(Tr(X))
is bounded by (L−r)n−d ·C for some constant C ∈ C+({pt}) depending
only on X (i.e. (L−r)n−d · C − µn(Tr(X)) ∈ C+(N)). Indeed, by cell
decomposition with 1-Lipschitz centres, X can be partitioned into a
finite ∅-definable family of setsXξ each of which is, up to a permutation
of coordinates, the graph of a 1-Lipschitz function fξ on a subset X̄ξ of
Kd (for more details about this kind of cell decomposition, see Step 1
of the proof of Theorem 6.1). This implies that µn(Tr(Xξ)) is bounded
by µd(T0(X̄ξ)) · (L−r)n−d. Finally note that, applying Remark 3.5, the
volume of the tubular neighbourhood of X is bounded by the sum of
the volume of the tubular neighbourhoods of the Xξ’s.

4. A partial preorder for constructible motivic
functions

In this section we define and study a partial preorder 4 on the set
of integrable constructible motivic functions. We show that 4 has the
required properties with respect to our proof strategy of the nonar-
chimedean version of inequality (5) relating the motivic Vitushkin in-
variants and the motivic metric entropy. In particular 4 is compatible
with integration (Lemma 4.10). We first start defining the set IC<0(X)
of constructible motivic functions that are nonnegative with respect to
our new relation, and observe that nonnegative constructible motivic
functions in the sense of Section 3 (that is to say when nonnegativ-
ity is defined through the ring A+) are also nonnegative regarding our
definition of 4. Note that with respect to our preorder 4, there are
strictly more nonnegative functions than with respect to the preorder
≤ defined by IC+(X) (see Example 4.4).

Definition 4.1. Let m,n, r ∈ N and X ⊆ Kn × km × Zr be a ∅-
definable set. We denote by IC<0(X) the subset of IC(X) consisting
of the constructible motivic functions F ∈ IC(X) for which there exist
∅-definable sets Y, Z ⊆ km

′ for some m′ ∈ N, a ∅-definable surjection
f : Z � Y with finite fibres and a constructible motivic function ϕ ∈
IC+(Y ×X) such that the following equality holds in IC(X)

(13) F = πX!f
∗
Xϕ− πX!ϕ,
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where fX : Z×X � Y ×X, (z, x) 7→ (f(z), x), and πX is the standard
projection onto X.

Z ×X

πX $$ $$

fX // // Y ×X

πXzzzz
X

����
{pt}

Remark 4.2. Note that in (13), ϕ and f ∗Xϕ are indeed integrable along
πX : For ϕ, this follows from the assumption ϕ ∈ IC+(Y × X) (which
implies ϕ ∈ IXC+(Y ×X) by Remark 3.3. For f ∗Xϕ, note that since f
has finite fibres, ϕ ∈ IXC+(Y ×X) implies f ∗Xϕ ∈ IXC+(Z ×X).

In view of Remark 3.7, we have the more intuitive writing for F ∈
IC<0(X).

F (x) = µX(f ∗Xϕx)− µX(ϕx) =

∫
Z

ϕ ◦ fX(z, x) dz −
∫
Y

ϕ(y, x) dy.

One could imagine various variants of Definition 4.1; we will see in
Lemma 4.11 and Remark 4.12 below that some variants lead to an
equivalent definition.

Lemma 4.3. For m,n, r ∈ N and X ⊆ Kn×km×Zr a ∅-definable set
one has that the image of IC+(X) in IC(X) is contained in IC<0(X).

Proof. Let F ∈ IC+(X) be given. Set Y := {0} ⊆ k, Z = {0, 1} ⊆ k,
f(0) = f(1) = 0 and ϕ(0, ·) = F . Then πX!(f

∗
Xϕ)−πX!(ϕ) = 2F −F =

F . �

Example 4.4. In case k = C for instance, one can give an example
of a constructible motivic function in IC<0(X) but not in the image
of IC+(X) in IC(X). Indeed, let us consider the constructible motivic
function ϕ = [Z] − 1 for Z = {±

√
2} ⊂ C. In view of Lemma 4.11,

since there is a ∅-definable surjection form the ∅-definable set Z to the
point, we have ϕ ∈ IC<0(X).

Let us now show that ϕ does not lie in the image of IC+(X). This
amounts to showing that there is no ∅-definable set Y ⊂ Cm (for some
m) and injective ∅-definable map f : {pt} t Y → Z t Y . Suppose Y
and f would exist. Without loss, they are defined by quantifier free
formulas, so that we also obtain a ∅-definable injection between the
restrictions of those sets to any subfield F ⊂ C. We pick F to be a
pseudo-finite field not containing the square roots of 2. Then f further
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induces a bijection in some sufficiently big finite field not containing the
square roots of 2. This however is not possible for cardinality reasons.

We typically need this kind of comparison allowed by our preorder
in equation (24) of the proof of Theorem 7.6.

Note that in case the residue field has definable Skolem functions,
the inclusion of Lemma 4.3 is an equality, as shown by the following
lemma.

Lemma 4.5. If the residue field k of K has definable Skolem functions,
then for any m,n, p, r ∈ N and any ∅-definable set X ⊆ Kn× km×Zr,
we have IC<0(X) = IC+(X).

Proof. The inclusion IC+(X) ⊆ IC<0(X) is Lemma 4.3. Let now F ∈
IC<0(X) be given, witnessed by Z

f
� Y , with Y, Z ⊂ km

′ for m′ ∈ N,
and ϕ ∈ IC+(Y ×X). That is to say F = πX!(f

∗
Xϕ)− πX!(ϕ).

By the assumption that the residue field has definable Skolem func-
tions (and using that the value group Z also has definable Skolem
functions) we find a ∅-definable map g : Y → Z such that f ◦ g is the
identity on Y . Set Z ′ := Z \g(Y ), and let f ′ : Z ′ → Y be the restriction
of f to Z ′. Then F = πX!(f

′∗
Xϕ), and πX!(f

′∗
Xϕ) lies in IC+(X), since ϕ

lies in IC+(Y ×X) (using in particular Remark 3.3). �

Lemma 4.6. For m,n, r ∈ N and X ⊆ Kn × km × Zr a ∅-definable
set, let F1, F2 ∈ IC<0(X). Then F1 + F2 ∈ IC<0(X).

In particular, we obtain a partial preorder on C(X) by setting

F 4 G⇐⇒ G− F ∈ IC<0(X).

Proof. Suppose that F1, F2 ∈ IC<0(X) are witnessed by Zi
fi−� Yi and

ϕi ∈ IC+(Yi × X), that is to say Fi = πX!(f
∗
iXϕi) − πX!(ϕi). Without

loss, we can assume that Y1 and Y2 are disjoint subsets in km, for some
m ∈ N and similarly for Z1 and Z2. Set Y = Y1 t Y2, Z = Z1 t Z2,
define f : Z → Y such that f�Zi = fi and ϕ ∈ IC+(Y × X) such that
ϕ�Yi×X = ϕi. Then F1 + F2 = πX!(f

∗
Xϕ)− πX!(ϕ). �

Remark 4.7. For m,n, r ∈ N and X ⊆ Kn × km × Zr a ∅-definable
set, when F ∈ IC<0(X) and G ∈ C+(X), then F · G ∈ IC<0(X), since
in Definition 4.1, we can replace ϕ by ϕ ·G.

Question 4.8. However, we do not know whether F,G ∈ IC<0(X)
implies F ·G ∈ IC<0(X).

The partial preorder on IC(X) is compatible with pull-back.
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Lemma 4.9. For m,n, r ∈ N and ∅-definable sets X, X̃ ⊆ Kn × km ×
Zr, if g : X̃ → X, 1X̃ is in IXC+(X̃

g→ X) and F ∈ IC<0(X), then
g∗F ∈ IC<0(X̃).

Proof. Let F ∈ IC<0(X) be witnessed by Z
f
−� Y , and ϕ ∈ IC+(Y ×

X). That is to say F = πX!(f
∗
Xϕ) − πX!(ϕ). Set ϕ̃ := g∗Y ϕ, where

gY : Y × X̃ → Y × X, (y, x̃) 7→ (y, g(x̃)). Then ϕ̃ ∈ IC(Y × X̃), and

g∗F ∈ IC<0(X) is witnessed by Z
f
−� Y and ϕ̃ (see [7, Theorem 10.1.1

A3] for ϕ̃ ∈ IC+(Y × X̃)). �

The partial order is compatible with integration, in the following
sense.

Lemma 4.10. Let m,n, r ∈ N, U, V ⊆ Kn × km × Zr be ∅-definable
sets, F1, F2 ∈ IV C(U×V ) and πV : U×V → V the standard projection.
If F1 4 F2, then πV !F1 4 πV !F2. This may be written, using the integral
notation ∫

U

F1(u, ·) du 4
∫
U

F2(u, ·) du.

Proof. By additivity of the integral, it suffices to prove that for F ∈
IC<0(U × V ), we have F̃ := πV !F ∈ IC<0(V ).

Let Z
f
−� Y , ϕ ∈ IC+(Y × U × V ) witness that F < 0. That is to

say F = πU×V !(f
∗
U×V ϕ)− πU×V !(ϕ).

By Remark 3.3 ϕ ∈ IY×V C+(Y × U × V ). We can therefore define
ϕ̃ := πY×V !ϕ, and again by Remark 3.3, we have ϕ̃ ∈ IC+(Y × V ).

Then Z
f
−� Y and ϕ̃ witness F̃ ≥ 0. Indeed, we have

F̃ = πV !πU×V !f
∗
U×V ϕ− πV !πU×V !ϕ

= πV !πZ×V !f
∗
U×V ϕ− πV !πY×V !ϕ

= πV !f
∗
V πY×V !ϕ− πV !πY×V !ϕ

= πV !f
∗
V ϕ̃− πV !ϕ̃.

Note that in the comptation above πV does not always represents the
same projection on V , but nevertheless no confusion is possible. �

For our partial preorder to work nicely in families, one might want,
in Definition 4.1, to replace Y ×X by some set V ⊂ X×km′ where the
fibre Vx may depend on x, and similarly for Z and f . The following
lemma says that this is indeed possible.

Lemma 4.11. Let X ⊆ Kn × km × Zr, V ⊂ X × km′, W ⊂ X × km′′

be ∅-definable sets, for some m,n, r,m′,m′′ ∈ N, let g : W → V be
a surjective ∅-definable map, and let ψ ∈ IC+(V ) be a constructible
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motivic function. We denote by πVX : V → X and πWX : W → X the
standard projections, and for x ∈ X, by Vx and Wx their fibre over x.
We assume that g is fibrewise (over X), that is, the following diagram
is commutative,

W

πWX
    

g // // V

πVX
~~~~

X

and we assume moreover that g has finite fibres. Then

F := πWX!(g
∗ψ)− πVX!(ψ) ∈ IC<0(X).

Proof. By Remark 1.7, applied to V , W and to the graph of g, there
exist m̂ ∈ N, a definable map ρ : X → km̂, and ∅-definable Y ⊂ km̂ ×
km
′ , Z ⊂ km̂ × km

′′ , f : Z � Y such that for every x ∈ X, we have
Vx = Yρ(x), Wx = Zρ(x) and g|Wx = f |Zρ(x) . Define h : V → X × Y

by h(x, v) = (x, ρ(x), v) (where x ∈ X and v ∈ km′) and ϕ := h!ψ ∈
IC<0(X × Y ). We claim that f : Z � Y and ϕ witness that F lies in
IC<0(X), i.e. that F = πX!f

∗
Xϕ− πX!ϕ. More precisely, we claim that

(a) πX!f
∗
Xϕ = πWX!(g

∗ψ), and
(b) πX!ϕ = πVX!(ψ).
(b) follows directly from πX ◦ h = πVX (namely, πX!ϕ = πX!h!ψ =

πVX!(ψ)).
For (a), define h̃ : W → X × Z by h̃(x,w) = (x, ρ(x), w) (where

x ∈ X and w ∈ km′′), and note that we have f ◦ h̃ = h ◦ g. Then we
have

πX!f
∗
Xϕ = πX!f

∗
Xh!ψ = πX!h̃!g

∗ψ = πWX!(g
∗ψ),

where the middle equality becomes clear if we use h and h̃ to identify
V with h(V ) ⊂ X × Y and W with h̃(W ) ⊂ X × W : With this
identification, we have that g is the restriction of fX to h(W )→ h(V ),
h!ψ is the extension by 0 of ψ ∈ IC<0(h(V )) to X×Y , and h̃!g

∗ψ is the
extension by 0 of g∗ψ ∈ IC<0(h̃(W )) to X × Z.

�

Remark 4.12. In Lemma 4.11, one could more generally allow V ⊂
X×km′×Zr′ (and similarly forW ), and even V ⊂ X×Kn′×km′×Zr′ if
we use the 0-dimensional motivic measure on Kn′ . Indeed, one can still
find ρ : X → km̂ as in the proof of the lemma, using orthogonality of
k and Z, and using that finite subsets of Kn′ are in definable bijection
with definable subsets of km′′′ .



MOTIVIC VITUSHKIN INVARIANTS 25

5. Motivic Vitushkin invariants

In the following, X is always a bounded ∅-definable subset of Kn.
For the moment, we assume n ≥ 1.

Definition 5.1. Let B1, . . . , B` ⊆ Kn be the balls and singletons pro-
vided by Theorem 2.8, i.e. such that X is not riso-trivial on a ball
B if and only if B contains one of the Bi, and let S0 be a finite ∅-
definable subset of km, for some integer m, definably parameterizing
the Bi, i = 1, . . . , `, i.e. such that there exists a ∅-definable surjection⋃
iBi → S0 whose fibres are exactly the Bi. Note that S0 is uniquely

determined up to ∅-definable bijection.
We then define the 0-dimensional motivic Vitushkin variation, cor-

responding to the number of connected components in the real setting,
as

V0(X) := µ0(S0) ∈ C+({pt}),
where µ0 denotes the 0-dimensional motivic measure (or motivic car-
dinality) of Section 3.

For subsets of K0, we set V0(∅) := 0 and V0(K0) := 1.

Remark 5.2. For finite sets X ⊆ Kn, we simply have V0(X) = µ0(X).
Indeed, in this case, B1, . . . , B` are just the singletons of X and thus
S0 is in ∅-definable bijection with X, provided that n ≥ 1. In the case
n = 0, we intentionally defined V0 to make this remark holds.

If, instead of a single ∅-definable set X, we have a ∅-definable fam-
ily (Xz)z∈Z , then one can naturally adapt Definition 5.1 to yield a
constructible motivic function (V0(Xz))z∈Z ∈ C+(Z). The same also
applies to the definition of Vi(X) below, and also to the relative versions
Vi(X,B), where both, X and B can vary in families.

Remark 5.3. For any ∅-definable family (Xz)z∈Z of sets Xz ⊂ Kn,
the constructible motivic function (V0(Xz))z is uniformly bounded by
a constant function in the sense of Definition 3.10. Indeed, by Re-
mark 2.10, the number ` of balls Bi is uniformly bounded, which implies
that they can be parametrized by a subset of km for m not depending
on z. Thus, applying Remark 3.5, the constructible motivic function
on Z which is constant equal to [km] = Lm is a possible bound.

Notation 5.4. We denote by dg the GLn(OK)-invariant motivic mea-
sure on GLn(OK) (see [7, Section 15] for the notion of motivic measure
on manifold), normalized such that the total measure of GLn(OK) is
equal to [GLn(k)] · L− dim(GLn).
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Fix i ∈ {0, . . . , n}. There is a natural Kn o GLn(OK)-invariant mo-
tivic measure on the Grassmanian manifold Ḡn−i

n of (n−i)-dimensional
affine subspaces of Kn. Formally, it can be defined using affine charts,
but computations become more natural with the following definition,
which is equivalent (up to scaling).

Notation 5.5. Given an affine space P̄ ∈ Ḡn−i
n , we write P ∈ Gn−i

n for
the direction of P̄ .

We then define a measure on Ḡn−i
n . To this end, we fix once and for

all a ∅-definable element g0 ∈ GLn(OK) (e.g. the identity matrix) and
set P0 := g0 · (Kn−i × {0}i).

Those choices yield a surjective map γ : GLn(OK) → Gn−i
n sending

g to g · P0, and a surjective map γ̄ : GLn(OK) ×Ki → Ḡn−i
n , sending

(g, y) to gg0 ·(Kn−i×{y}). Clearly, those two maps are compatible with
respect to taking the direction of an affine subspace of dimension n− i
of Kn, and note that once we fix g ∈ GLn(OK), γ̄ allows us to identify
Ki with Kn/(g · P0). We denote by πg : Kn → Ki the projection from
Kn to Kn/(g · P0) using that identification. More accurately, we have
for x ∈ Kn (or for any element of Kn in the same class as x modulo
g · P0), πg(x) = y, where (gg0)−1(x) = a+ y with a ∈ Kn−i × {0}i and
y ∈ {0}n−i ×Ki. In particular, for y ∈ Ki and g ∈ GLn(OK), we have
π−1
g (y) = γ̄(g, y).
We use γ to push forward the measure on GLn(OK) to Gn−i

n , i.e. for
any ϕ ∈ C+(Gn−i

n ), we say that ϕ is integrable if ϕ◦γ ∈ IC+(GLn(OK))
with respect to the motivic measure dg, and we define the integral of
ϕ by ∫

P∈Gn−in

ϕ(P ) dP :=

∫
g∈GLn(OK)

ϕ ◦ γ(g) dg

In a similar way, we use γ̄ to push forward the motivic product measure
dg ⊗ dy on GLn(OK) ×Ki to Ḡn−i

n . In particular, for ϕ ∈ IC+(Ḡn−i
n ),

we set ∫
P̄∈Ḡn−in

ϕ(P̄ ) dP̄ :=

∫
g∈GLn(OK)

∫
y∈Ki

ϕ ◦ γ̄(g, y) dy dg

=

∫
y∈Ki

∫
g∈GLn(OK)

ϕ ◦ γ̄(g, y) dg dy.

Remark 5.6. We note, with this definition of integration on Ḡn−i
n ,

that the choice of g0 ∈ GLn(OK) and P0 made to identify Kn/P and
Ki does not matter by the change of variable theorem. So let us, for
the remainder of this paper, set g0 = In (and thus P0 = Kn−i × {0}i).
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Definition 5.7 (Multidimensional motivic Vitushkin’s variations). For
X a ∅-definable subset of Kn and for i = 1, . . . , n, we define Vi(X) ∈
C+({pt}), the ith motivic Vitushkin variation of X, by

Vi(X) :=

∫
P̄∈Ḡ

n−i
n

V0(X ∩ P̄ ) dP̄ ,

Remark 5.8. For a ∅-definable bounded subset X of Kn and a general
P̄ ∈ Ḡ

n−i
n (k), the set X ∩ P̄ is not ∅-definable. Nevertheless the subset

Y := {(x, P̄ );x ∈ X ∩ P̄ , P̄ ∈ Ḡ
n−i
n } of X × Ḡ

n−i
n is ∅-definable, since

Ḡ
n−i
n is itself ∅-definable. Denoting π : Y → Ḡ

n−i
n the projection map

π(x, P̄ ) = P̄ , in view of Remark 3.6, the ∅-definable family (V0(X ∩
P̄ ))P̄∈Ḡ

n−i
n (k) stands for π!Ḡ

n−i
n

(1Y ) ∈ C+(Ḡ
n−i
n ), according to Remark

3.7. Consequently, Vi(X), the motivic integral of this constructible
motivic function on Ḡ

n−i
n , makes sense.

Note also that since X is bounded, P̄ 7→ V0(X ∩ P̄ ) is non-zero only
on a bounded subset of Ḡ

n−i
n , so that the integral Vi(X) is finite.

Remark 5.9. The following properties of Vi follow from the nature of
the measure considered on Ḡ

n−i
n .

(1) For any i = 1, . . . , n, for any r ∈ K×,

Vi(r ·X) = |r|iVi(X).

(2) For any i = 1, . . . , n and any j ≤ i,

Vi(X) =

∫
P̄∈Gn−jn

Vi−j(X ∩ P̄ ) dP̄ .

Remark 5.10. Note that in contrast to the real setting, our Vitushkin
invariants are not sub-additive. In the real case the sub-additivity
of the Vi’s comes from the sub-additivity of V0 itself. But in the
nonarchimedean case, V0 is not sub-additive. Intuitively, the reason
is that it rather counts singularities than connected components. As
an example, consider X1 := OK × {0}, and let X2 be the graph of
the function OK → OK , x 7→ t(x3 − x), where t ∈ OK has valua-
tion 1. Then for both, i = 1, 2, Theorem 2.8 yields only the ball
t−1OK × t−1OK , so we have V0(X1) = V0(X2) = 1. On the other
hand, (−1, 0), (0, 0), (1, 0) are singularities of X1 ∪X2, so that we ob-
tain V0(X1 ∪X2) = µ0({(−1, 0), (0, 0), (1, 0)}) = 3.

Note however that by the Cauchy-Crofton formula (Theorem 6.1),
we do have sub-additivity (even additivity of Vi(X) for sets X of di-
mension i.)
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6. Motivic Cauchy-Crofton formula

We now show that in case i = dim(X), Vi(X) is nothing else than
the motivic measure of X; this is the motivic version of the classical
Cauchy-Crofton formula, (a local version of the Cauchy-Crofton for-
mula involving the local density has been proved in the real case in
[9], in the p-adic case in [5], and in [12] in the general nonarchimedean
setting). This may be an indication of the relevance of our nonar-
chimedean definition of V0 in terms of riso-triviality as a substitute of
the real counting points measure involved in the real Cauchy-Crofton
formula.

Theorem 6.1 (Motivic Cauchy-Crofton formula). Let X a bounded
∅-definable subset of Kn. Then Vi(X) = 0 for i > d and if dimX = d,
then we have the equality

(14) Vd(X) = C(n, d)µ(X),

in C+({pt}), for some universal constant C(n, d) ∈ C+({pt}) depending
only on d and n, and explicitly given in Lemma 6.2.

Moreover, the same formula also holds in families, that is, given
a ∅-definable set Z ⊆ Km and a ∅-definable family (Xz)z∈Z of sets
Xz ⊆ Kn, with Xz uniformly bounded, we have

(Vd(Xz))z = (C(n, d)µ(Xz))z

in C+(Z).

We first give the proof of Theorem 6.1 in the simple case where X is
a ∅-definable subset of dimension d of a d-dimensional affine space of
Kn.

Lemma 6.2. The motivic Cauchy-Crofton formula

Vd(X) = C(n, d)µ(X),

of Theorem 6.1 holds for X a ∅-definable subset of dimension d of a
d-dimensional affine space of Kn, where

C(n, d) =

∫
g∈GLn(OK)

Lordjacπg�V dg,

and for g ∈ GL(OK), πg : Kn → Kd is the projection from Kn to
Kn/(g · P0), Kn/(g · P0) being identified to Kd (see Notation 5.5 and
Remark 5.6). In particular one can take C(n, d) = 1 using the conve-
nient normalisation of the measure dg on GL(OK).

As mentioned in Theorem 6.1, this formula also holds in families.
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Proof of Lemma 6.2. We have by definition of the measure dP̄

Vd(X) =

∫
P̄∈Ḡ

n−i
n

V0(X ∩ P̄ ) dP̄

=

∫
g∈GLn(OK)

∫
y∈Ki

V0(X ∩ π−1
g (y)) dy dg.

For almost all g ∈ GLn(OK), the restriction πg�V of πg to V is a bijection
from V to Kd. By the change of variable formula, we thus have∫

y∈Kd

V0(X ∩ π−1
g (y)) dy =

∫
v∈V

Lordjacπg�V (v)1X(v) dv.

Noting that ordjacπg�V (v) does not depend on v ∈ V , and denoting
ordjacπg�V this constant, we get

Vd(X) =

∫
g∈GLn(OK)

Lordjacπg�V

∫
v∈V

1X(v) dv dg

=µ(X)

∫
g∈GLn(OK)

Lordjacπg�V dg.

We denote by C(n, d) the constant
∫
g∈GLn(OK)

Lordjacπg�V dg and observe
that C(n, d) does not depend on the choice of V , since dg is GLn(OK)-
invariant. �

Before proving Theorem 6.1 for general X, we prove an additivity
result that will be needed in the proof.

Lemma 6.3. Suppose that X ⊂ Kn is an ∅-definable set of dimension
d and that X =

⋃
z∈Z Xz is a partition of X into subsets Xz such that

(Xz)z∈Z is a ∅-definable family, where Z ⊂ km×Zr for some m and r.
Then

Vd(X) =

∫
Z

Vd(Xz)

Proof. For generic P̄ , the set X∩ P̄ is a finite number of points, so that
V0(X ∩ P̄ ) = µ(X ∩ P̄ ) and V0(Xz ∩ P̄ ) = µ(Xz ∩ P̄ ) by Remark 5.2.
Thus, for generic P̄ , we have∫

z∈Z
V0(Xz ∩ P̄ ) dx = V0(X ∩ P̄ ),
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and hence, using Fubini theorem,

Vd(X) =

∫
P̄∈Ḡ

n−i
n

V0(X ∩ P̄ ) dP̄

=

∫
z∈Z

∫
P̄∈Ḡ

n−i
n

V0(Xz ∩ P̄ ) dP̄

=

∫
z∈Z

Vd(Xz). �

We now consider the general case where X is a ∅-definable bounded
subset of Kn of dimension d to prove Theorem 6.1. The proof of the
family version is a straight forward adaptation of the non-family ver-
sion, so for the sake of readability, we only treat the absolute case.

Proof of Theorem 6.1. If i > d, we have dim(πg(X)) ≤ d < i and
therefore for any y not in the set πg(X) of measure zero, P̄ = π−1

g (y)

does not encounter X. For such generic P̄ , V0(X ∩ P̄ ) = 0, which
proves that Vi(X) = 0. This also shows that in the case i = d, which
we prove now, we can freely remove (∅-definable) subsets of positive
codimension from X.

Step 1. We first apply [6, Theorem 5.7.3] together with Addendum 5
of [6, Theorem 5.2.4] to get a decomposition of X into sets which are,
up to permutation of coordinates, reparametrized cells with 1-Lipschitz
centres. More precisely (using also Remarks 5.3.2 and 5.7.2 of [6]), we
obtain a partition of X into sets Xξ, where ξ runs over km for some
integer m, such that (Xξ)ξ∈km is a ∅-definable family and each Xξ is,
up to a permutation of coordinates, the graph of a 1-Lipschitz map
fξ : X̄ξ ⊆ Kd → Kn−d (where X̄ξ is the projection of Xξ to Kd). Now
note that the theorem for X follows from the family version of the
theorem for (Xξ)ξ, since

µ(X) =

∫
µ(Xξ)dξ

and
Vd(X) =

∫
Vd(Xξ)dξ

by Lemma 6.3. We will therefore assume that X itself is the graph of
a 1-Lipschitz map f : X̄ ⊆ Kd → Kn−d (and let the reader adapt that
proof to a family version). We may moreover assume in this process
that the dimension of X did not drop, i.e. dimX = dim X̄ = d = i.

We now control how well f is approximated by its degree 1 Taylor
polynomial on balls B ⊂ X̄. To this end, we will remove various
∅-definable subsets of X̄ of positive co-dimension, namely as follows.
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Applying [6, Theorem 5.6.1] to each coordinate function of f (after
extending f trivially to all Kd) yields that, for every ball B ⊆ X̄, we
have the following

- f�B is C2,
- The norms |∂2f/∂xi∂xj|, 1 ≤ i, j ≤ d, are constant on B,
- For every x, x′ ∈ B, we have

(15) |f(x)− T≤1
f,x′(x)| ≤ max

i,j≤d
|∂2f/∂xi∂xj| · |xi − x′i| · |xj − x′j|,

where T≤1
f,x′(x) = f(x′) +Df(x′) · (x−x′) is the first order Taylor

polynomial in x of f at x′.
Next, for a ∈ B and j ∈ {1, . . . , n}, let

ga : xj 7→ ∂f/∂xi(a1, . . . , aj−1, xj, aj+1, . . . , an).

For each j and a, apply the proof of [6, Corollary 3.2.5] with r = 0 to
ga and remove the bad points from X̄, so that for B ⊆ X̄ and x0 ∈ B
we additionally have the inequality

(16) |g′a(x0)| · radB < |ga(x0)|

obtained in that proof. Note that the open radius of B used in [6]
is equal to L · radB (using our notation), which is why we obtain a
strict inequality in (16). Using that f is assumed to be 1-Lipschitz,
(16) implies

|∂2f/∂xi∂xj| = |g′a| < 1/ radB.

Plugging this bound into (15) yields

(17) |f(x)− T≤1
f,x′(x)| < |x− x′|2/ radB.

Step 2. Given any λ ∈ LZ, let X̄λ be the union of all ballsB of radius
λ contained in X̄, and let Xλ ⊆ X be the graph of the restriction of f
to X̄λ. Then X \

⋃
λ∈LZ Xλ has positive codimension and the sequence

(Xλ)λ∈LZ is increasing for λ→ 0.
For any fixed λ ∈ LZ, we shall prove the Cauchy-Crofton formula for

Xλ, and then let λ goes to 0 to obtain the formula for X. Accordingly,
from now on, we fix λ ∈ LZ (formally, in all of the following arguments,
we work in families, where λ is a family parameter).

Let ν ∈ LZ with ν ≤ λ and let B be a ball of radius ν such that
Xλ ∩ B 6= ∅. (The idea is to show that the Cauchy-Crofton formula
holds approximatively for Xλ ∩ B, and that we can get arbitrarily
good approximations by choosing ν small compared to λ). Up to some
harmless linear change of coordinates on Kn, we can assume that 0 ∈
Xλ ∩B and that T0X = Kd × {0}n−d.
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Consider an affine plane P̄ ∈ Ḡn−d
n intersecting Xλ ∩ B at some

point (a, b) ∈ T0X ⊕ ({0}×Kn−d) = Kn and intersecting T0X at some
point c.

Step 3. We now want to bound from above the measure of the
directions in Gn−d

n of those P̄ (intersecting Xλ∩B, as above), for which
c /∈ B ∩ T0X.

Let us denote by P the variety of vector planes P ∈ Gn−d
n not trans-

verse to T0X, that is the set of P ∈ Gn−d
n containing at least a line of

T0X. Since the flag variety of P ∈ Gn−d
n containing a fixed line is of

dimension d(n−d)−d, we have dim(P) = d(n−d)−1 = dim(Gn−d
n )−1.

Since (a, b) ∈ B and T≤1
f,0 = 0, by the Taylor approximation (17)

one has |b| ≤ ν2/λ. On the other hand, since we consider points c ∈
T0X \ B, we have |a − c| > ν. It follows that any line joining the
point (a, b) to a point c ∈ T0X \ B is in the ν/λ-neighbourhood of a
line of T0X. As a consequence, any affine plane P̄ ∈ Ḡn−d

n containing
(a, b) and c ∈ T0X \ B has its direction P in the ν/λ-neighbourhood
Pν/λ of P . By Remark 3.16, the measure µ(Pν/λ) is bounded by Cν/λ,
for some constant C ∈ C+({pt}). Note that even though Remark 3.16
is formulated for subsets of Kn, it can be applied to P̄ ∈ Ḡn−d

n by
partitioning Ḡn−d

n into finitely many pieces.
Finally, let P be the direction of P̄ and choose g ∈ GLn(OK) sat-

isfying P = gP0. Then, using Notation 5.5, the set of parameters
y ∈ Kn/P = Kd such that P̄ = π−1

g (y) and P̄ intersects Xλ ∩ B, lies
in πg(B), a set of measure νd. It follows that the set of affine (n− d)-
planes intersecting Xλ∩B but not intersecting T0X∩B lies in a subset
P̄ν/λ of Ḡn−d

n of measure at most Cνd+1/λ. Namely, P̄ν/λ is the set of
P̄ with direction in Pν/λ and πg(P̄ ) ⊆ πg(B).

More formally, by P̄ν/λ having measure at most Cνd+1/λ, we mean
that it is bounded by Cνd+1/λ in the sense of Definition 3.10, considered
as an element of C+(Z), for some ∅-definable set Z parametrizing our
choices from Step 2.

Step 4. We claim that for any P̄ ∈ Ḡn−d
n intersecting Xλ∩B and not

contained in P̄ν/λ, that is with direction P not in Pν/λ, the intersection
Xλ ∩ B ∩ P̄ is a single point. Indeed by (17) with x′ = 0 and x = a,
the line joining 0 to a point (a, b) of Xλ ∩ B is at distance < ν/λ of
T0X. By (17) with x′ = a and x = 0, this line is at distance < ν/λ of
the tangent line `a to Xλ ∩ B at (a, b) in the direction a. And finally
again by (17) with x′ = a and x = a′, a secant line at (a, b) ∈ Xλ ∩ B
and (a′, b′) ∈ Xλ ∩ B is at distance < ν/λ of `a. This shows that such
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a secant line is at distance < ν/λ of T0X, and therefore cannot lie in
P̄ ∈ Q̄ν/λ := Ḡn−d

n \ P̄ν/λ.

Step 5. By Step 3, for any P̄ ∈ Q̄ν/λ intersecting Xλ ∩ B at a
point (a, b), P̄ intersects B ∩ (Kd × {0}n−d) at a point c. By Step
4, this defines for any P̄ ∈ Q̄ν/λ intersecting Xλ ∩ B, a map Π from
B ∩ (Kd × {0}n−d) to B ∩ (Kd × {0}n−d) such that Π(a) = c. We now
claim that Π is a risometry (see Definition 2.1), that is to say

val ((Π(a)− Π(a′))− (a− a′)) > val(a−a′), ∀a, a′ ∈ B∩(Kd×{0}n−d).

Indeed, on one hand, by (17), |b− b′| < ν/λ · |a−a′|. And on the other
hand, we have c = a + Ab, with A ∈ Matd×(n−d)(K) with |A| ≤ 1

ν/λ
.

Therefore

|(Π(a)−Π(a′))− (a− a′)| = |A(b− b′)| < 1

ν/λ
· ν/λ · |a− a′| = |a− a′|.

By Remark 2.2, a risometry from a ball to itself is surjective. This
shows the converse of Step 3, that is, each P̄ ∈ Q̄ν/λ intersecting T0X∩
B also intersects X ∩B.

We have defined in this way a definable family of bijections

(ϕP )P̄∈Q̄ν/λ

between Xλ ∩ B and T0X ∩ B, sending Xλ ∩ B ∩ P̄ to T0X ∩ B ∩ P̄ ,
and therefore giving

(18)
∫
P̄∈Q̄ν/λ

V0(T0X ∩B ∩ P̄ ) dP̄ =

∫
P̄∈Q̄ν/λ

V0(Xλ ∩B ∩ P̄ ) dP̄ .

Step 6. We now stop assuming that our ball contains 0 and that
T0X = Kd × {0}n−d, i.e. we consider a ball B(y, ν) of radius ν, with
y ∈ Xλ, and we consider Xλ∩B(y, ν) as the graph of a map f := fB(y,ν)

defined on TyXλ∩B(y, ν) as above. We have µd(TyXλ∩B(y, ν)) = νd,
and since f is 1-Lipschitz, we also have µd(Xλ ∩B(y, ν)) = νd.

By Lemma 6.2 we have the Cauchy-Crofton formula for TyXλ ∩
B(y, ν)

(19)
C(n, d)µd(Xλ ∩B(y, ν)) = C(n, d)νd

= C(n, d)µd(TyXλ ∩B(y, ν))

= Vd(TyXλ ∩B(y, ν)).
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Using this (and µd(Xλ ∩B(x, ν))ν−d = 1), we obtain

C(n, d)µd(Xλ) =

∫
x∈Xλ

C(n, d)µd(Xλ ∩B(x, ν))ν−d dx

(19)
= ν−d

∫
x∈Xλ

Vd(TxXλ ∩B(x, ν)) dx

= ν−d
∫
x∈Xλ

∫
P̄∈Ḡn−dn

V0(TxXλ ∩B(x, ν) ∩ P̄ ) dP̄ dx.

In the last line, we now want to replace TxXλ by Xλ and estimate the
difference this makes. By (18), this changes something only for P̄ ∈
P̄ν/λ = Ḡn−d

n \ Q̄ν/λ. The measure of that set is bounded by Cνd+1/λ
as observed in Step 3, and the integrands V0(TxXλ ∩B(x, ν) ∩ P̄ ) and
V0(Xλ∩B(x, ν)∩ P̄ ) are uniformly bounded by some constant C ′ ∈ LZ

(depending only on X), by Remark 5.3. Thus the error term

ρ := ν−d
∫
x∈Xλ

∫
P̄∈P̄ν/λ,x

V0(TxXλ ∩B(x, ν) ∩ P̄ ) dP̄ dx

is bounded by ν−dµd(Xλ)Cν
d+1/λ · C ′, which in turn is bounded by

C ′′ν, for some C ′′ ∈ C+({pt}) depending only on X and λ (again, by ρ
being bounded by C ′′ν, we mean that we consider both ρ and C ′′ν as
constructible motivic functions in λ and ν, and that we have C ′′µ−ρ ∈
C+(Z2). Note that we also have ρ ∈ C+(Z2)). The corresponding error
term for Xλ (instead of TxXλ) satisfies the same bound; we denote it
by ρ′, so that we have

C(n, d)µd(Xλ) + ρ = ρ′+

ν−d
∫
x∈Xλ

∫
P̄∈Ḡn−dn

V0(Xλ ∩B(x, ν) ∩ P̄ ) dP̄ dx.

As in the proof of Lemma 6.3, using that for generic P̄ , we have

V0(Xλ ∩ P̄ ) = µ(Xλ ∩ P̄ )

and

V0(Xλ ∩B(x, ν) ∩ P̄ ) = µ(Xλ ∩B(x, ν) ∩ P̄ ),

we obtain

ν−d
∫
x∈Xλ

V0(Xλ ∩B(x, ν) ∩ P̄ ) dx = V0(Xλ ∩ P̄ ),
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and hence

(20)
C(n, d)µd(Xλ) + ρ = ρ′ +

∫
P̄∈Ḡn−dn

V0(Xλ ∩ P̄ ) dP̄

= ρ′ + Vd(Xλ).

By letting ν go to 0 and using that ρ and ρ′ are bounded by C ′′ν, we
obtain the desired Cauchy-Crofton formula for Xλ

(21) C(n, d)µd(Xλ) = Vd(Xλ).

Indeed, by Lemma 3.14, ρ goes to 0 for ν → 0, since the function C ′′ν
does, and similarly for ρ′. Taking the limit on both sides of (20) (and
noting that the limit is well-defined by Remark 3.13) thus yields (21).

Step 7. Equation (21) is an equation between nonnegative con-
structible motivic funtions in the variable λ, i.e. between functions in
C+(N), so if the limit(s) exist for λ→ 0 (in the sense of Definition 3.10),
then they are equal.

By monotone convergence (Remark 3.15), the limit of the left hand
side for λ→ 0 exists and is equal to C(n, d)µd(X).

To be able to apply a similar argument to the right hand side, we
use once more that for generic P̄ ∈ Ḡn−d

n , V0(X ∩ P̄ ) is finite and hence
equal to µ0(X ∩ P̄ ). We can therefore consider Vd(X) as the measure
of a set, and similarly for Xλ instead of X. Now monotone convergence
can be applied to deduce that the limit of the right hand sice of (21)
is equal to Vd(X), so that we finally obtain

C(n, d)µd(X) = Vd(X),

as desired. �

7. Motivic Vitushkin formula for metric entropy

We introduce now a local version of V0 in a ball B, which is the
nonarchimedean counterpart of the local version of V0 in tame real
geometry as presented in introduction (see [23, Defnition 3.2]). For
this, we fix a ∅-definable ball B ⊆ Kn and a ∅-definable set X ⊆ Kn.
Let B1, . . . , B` be as given by Theorem 2.8 and let S0 ⊂ km be the set
parametrizing those balls, as in Definition 5.1.

Notation 7.1. We denote by SB0 ⊆ km the ∅-definable subset of S0

corresponding to all those Bi which are contained in B.

Note that those balls correspond to a version of Theorem 2.8 re-
stricted to B, since for any ball B′′ ⊆ B, X is not riso-trivial on B′′ if
and only if Bi ⊆ B′′ for some Bi corresponding to an element of SB0 .
This motivates the following relative version of V0.
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Definition 7.2. We set V0(X,B) := µ0(SB0 ), the 0-dimensional relative
motivic Vitushkin variation.

By this definition, V0(X,B) is 0 if X is 1-riso-trivial on B. In the
reals, this corresponds to the case where all connected components of
X ∩B touch the boundary of B.

Lemma 7.3. If X is not riso-trivial on B or X ∩ B = ∅, we have
V0(X,B) = V0(X ∩ B). Otherwise, we have V0(X,B) = 0 and V0(X ∩
B) = 1. In particular, we always have

V0(X,B) ≤ V0(X ∩B),

and this inequality also holds uniformly in families, i.e. if (Xz)z∈Z is
a ∅-definable family of sets Xz ⊆ Kn which are uniformly bounded,
(Bz)z∈Z is a ∅-definable family of balls Bz ⊆ Kn, then we have

(V0(Xz, Bz))z ≤ (V0(Xz ∩Bz))z

in C+(Z).

(Recall that the preorder ≤ on C+(Z) is the one from Notation 3.12.)

Proof of Lemma 7.3. Let B1, . . . , B` be the balls and singletons ob-
tained from Theorem 2.8 for X and let B′1, . . . , B′`′ be the balls and
singletons obtained from Theorem 2.8 for X ∩ B. By definition of
the Bi and B′j, any ball B′′ ⊆ B appears among the Bi if any only
if it appears among the B′j, so the difference between V0(X ∩ B) and
V0(X,B) only comes from balls B′j that are not contained in B. Such
a B′j cannot be disjoint from B (since otherwise, X ∩ B would be 1-
riso-trivial on that ball), so we are left to verify whether a ball B′′
strictly containing B can be among the B′j. If X ∩B = ∅, then X ∩B
is 1-riso-trivial on B′′, and if X ∩ B is not riso-trivial on B, then B′′
is not a minimal non-riso-trivial ball, so in both cases, we obtain the
equality V0(X ∩B) = V0(X,B). If we are in neither of those two cases,
the smallest ball strictly containing B is a minimal non-riso-trivial ball,
and we obtain V0(X ∩B) = 1 and V0(X,B) = 0.

The family version of the inequality follows from the first part of the
lemma, since the difference of the two constructible motivic functions
on Z is given by the indicator function of the set of those z ∈ Z for
which Xz ∩B is non-empty but Xz is 1-riso-trivial on Bz. �

For 0 < i ≤ n, we then define Vi(X,B), the ith relative motivic
Vitushkin variation, analogously to Definition 5.7.
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Definition 7.4. For X,B as above and 1 ≤ i ≤ n, set

Vi(X,B) :=

∫
P̄∈Ḡ

n−i
n ,P̄∩B 6=∅

V0(X ∩ P̄ , B ∩ P̄ ) dP̄ .

The following Proposition is an analogue of [23, Prop. 3.3], which
asserts that for any disjoint sets B1, . . . , B` ⊆ Rn, for any set X ⊆ RN

and for any i ∈ {0, . . . , n}, one has
∑`

j=1 Vi(X,Bj) ≤ Vi(X).

Proposition 7.5. For any i ≤ n, any bounded ∅-definable set X ⊆ Kn

and any λ ∈ LZ,

(22) λ−n
∫
x∈Kn

Vi(X,B(x, λ)) dx ≤ Vi(X).

The same inequality also holds in families, that is, given a ∅-definable
set Z, a ∅-definable function Z → LZ, z 7→ λz and a ∅-definable family
(Xz)z∈Z of sets Xz ⊆ Kn, with Xz uniformly bounded, we have

(23)
(
λ−nz

∫
x∈Kn

Vi(Xz, B(x, λz)) dx

)
z

≤ (Vi(Xz))z

in C+(Z).

Proof. For simplicity, we formulate the entire proof in the non-family
case; the family-version works in exactly the same way.

First consider the case i = 0. The case n = 0 is trivial, so suppose
that n ≥ 1.

Let B1, . . . , B` be the balls obtained from Theorem 2.8 for X, let
S0 be the set parametrizing those balls as in Definition 5.1 (so that
V0(X) = µ0(S0)), and denote by SB(x,λ)

0 the subset of S0 correspond-
ing to those balls Bi contributing to V0(X,B(x, λ)), i.e. satisfying
Bi ⊆ B(x, λ). Those sets SB(x,λ)

0 are disjoint, and their union T0 :=⋃
x S

B(x,λ)
0 corresponds exactly to those balls Bi which have radius at

most λ.
The left hand side of (22) can be rewritten as

λ−n
∫
x∈Kn

V0(X,B(x, λ)) dx = λ−n
∫
x∈Kn

µ0(S
B(x,λ)
0 ) dx

= λ−n
∑
s∈T0

µ({x | s ∈ SB(x,λ)
0 })

= µ0(T0),

where the sum sign stands for the 0-dimensional motivic integral, and
where in the last equality, we use that for each s ∈ T0, the set in the
sum is a ball of radius λ and hence has measure λn (which cancels
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with the λ−n). This proves the proposition in the case i = 0, applying
Remark 3.5 to the inclusion SB(x,λ)

0 ⊂ S0.
For the case i ≥ 1, we apply the case i = 0 to the ∅-definable families

(Xz ∩ P̄ )z∈Z,P̄∈Ḡ
n−i
n

and (λz)z∈Z . We obtain∫
x∈Kn

V0(Xz ∩ P̄ , B(x, λz)) dx ≤ λnzV0(Xz ∩ P̄ ).

By preservation of the partial order ≤ under integration, we obtain∫
P̄∈Ḡ

n−i
n

∫
x∈Kn

V0(Xz∩ P̄ , B(x, λz)) dx dP̄ ≤
∫
P̄∈Ḡ

n−i
n

λnzV0(Xz∩ P̄ ) dP̄ .

But by Fubini theorem the left hand side of the above inequality is∫
x∈Kn

∫
P̄∈Ḡ

n−i
n

V0(Xz∩P̄ , B(x, λz)) dP̄ dx =

∫
x∈Kn

Vi(Xz, B(x, λz)) dP̄ dx,

and the right hand side is by definition λnzVi(Xz). �

The following is an analogue of inequality (7) in the introduction (see
[23, Thm. 3.4]). This is the first place where we cannot work anymore
with the partial preorder ≤ on constructible motivic functions, but
need to work with the preorder 4 instead. The reason is the following:
so far we could use inclusions and Remark 3.5 to produce bounds with
respect to the partial preorder ≤. But in the proof of Theorem 7.6, we
have to compare the measure µ0(SB0 ), as an element of C+({pt}), to the
constant function 1 on the point, and in this situation, where inclusions
provide no help, one has to replace them by surjections (from SB0 to
{pt}).
Theorem 7.6. Let n ∈ N be given. There exists an invertible element
C(n) ∈ C+({pt}) (depending only on n) such that for any ∅-definable
set X ⊆ Kn and any λ ∈ LZ, assuming that B is a ∅-definable ball of
radius λ such that X ∩B 6= ∅, we have

n∑
i=0

λ−iVi(X,B) < C(n).

The same inequality also holds in families, that is, given a ∅-definable
measurable set Z ⊆ Km, a ∅-definable function Z → LZ, z 7→ λz,
two ∅-definable families (Xz)z∈Z of sets Xz ⊆ Kn, with Xz uniformly
bounded, and Bz a ∅-definable ball of radius λz such that X ∩ B 6= ∅,
we have (

n∑
i=0

λ−iz Vi(Xz, Bz)

)
z

< C(n)

in IC(Z).
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Before starting with the main proof, we compute some measure which
will make up the constants C(n). Note that the precise value depends
on the normalization of the measure on Gn−d

n we fixed in Notation 5.5.

Lemma 7.7. Let d ≤ n be given, set V := {0}n−d × kd ⊂ kn, and
let G ⊂ Gn−d

n be the set of those vector spaces U ⊆ Kn satisfying
res(U) ∩ V = {0}. Then the measure of G is equal to

µ(G) =
d∏
i=1

(1− L−i) ·
n−d∏
i=1

(1− L−i).

Proof. By our definition of the measure on Gn−d
n (see Notation 5.5), we

have µ(G) = µGLn(H), where H = {g ∈ Gln(OK); g · P0 ∈ G}, and
where we use P0 = Kd × 0 as fixed in Remark 5.6. Then res(g · P0) is
transverse to V if and only if the top left d× d minor of g is invertible.
This implies

H =

(
1 0

Matd×(n−d)(OK) 1

)
·
(

GLd(OK) Mat(n−d)×d(OK)
0 GLn−d(OK)

)
.

One verifies that the map

Matd×(n−d)(OK)×GLd(OK)×Mat(n−d)×d(OK)×GLn−d(OK)→ H

(C,A,B,D) 7→
(

1 0
C 1

)
·
(
A B
0 D

)
is measure-preserving, so we have

µ(H) =µ(Matd×(n−d)(OK)) · µ(GLd(OK))

· µ(Mat(n−d)×d(OK)) · µ(GLn−d(OK))

=1 · [GLd(k)] · L−d2 · 1 · [GLn−d(k)] · L−(n−d)2 .

The lemma now follows using

[GLd(k)] =
d−1∏
i=0

(Ld − Li). �

Proof of Theorem 7.6. We mostly formulate the proof in the absolute
version; for the family version we just indicate the necessary changes.

By i-homogeneity of Vi(·, B) (see Remark 5.9(1)), we may assume
λ = 1. Let V := rtspB(X) ⊆ kn be the riso-triviality space of X on
B, as in Definition 2.3 and set d := dimV . To prove the theorem, we
set C(n) := (1− L−1)n, and we will prove that one single summand is
bigger or equal to C(n), namely Vd(X,B) < C(n).
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In the case d = 0, X is not riso-trivial on B, so the set SB0 appearing
in Definition 7.2 of V0(X,B) is non-empty. In particular there exists a
surjection SB0 −� {0}, so we have

V0(X,B) = µ0(SB0 ) < 1 < C(n).

In the family version, let us write SB0,z for the set corresponding to
Xz. We then have a family of surjections SB0,z −� {0}; to deduce
(µ0(SB0,z))z < 1, we use Lemma 4.11.

In the case d ≥ 1, let G ⊆ Gn−d
n consist of those vector spaces

U ⊆ Kn satisfying res(U) ∩ V = {0}. Recall that V is ∅-definable by
Theorem 2.7, so we may as well assume that V = {0}n−d×Kd, so that
G becomes the same G as in Lemma 7.7, which implies µ(G) ≥ C(n).

Let Ḡ ⊆ Ḡ
n−d
n be the definable set of affine spaces of Kn with direc-

tion in G, and Ḡ(B) the set of affine spaces P̄ ∈ Ḡ such that P̄ ∩B 6= ∅.
The measure of that set is equal to the measure of G, so we also have
µ(Ḡ(B)) ≥ C(n).

Now consider P̄ ∈ Ḡ(B). By Proposition 2.6, X ∩ B ∩ P̄ is not
riso-trivial on B ∩ P̄ , so we have that V0(X ∩ P̄ , B ∩ P̄ ) < 1, as in
the case d = 0, uniformly in P̄ by Lemma 4.11 (and also uniformly
in z, in the family version). Therefore, integrating over Ḡ (and using
Lemma 4.10), we obtain

(24) Vd(X,B) < µ(Ḡ(B)) < C(n),

as desired. �

We now define, for λ = Lr ∈ LZ, the motivic λ-entropy M(X,λ) of
a ∅-definable subset X of Kn. This is the nonarchimedean counterpart
of the real metric entropy of the introduction, since this is the motivic
measure of balls of radius λ one needs to cover X, but this is also
the measure of the tubular neighbourhood Tr(X) = {x ∈ Kn, ∃y ∈
X, val(y − x) ≥ r} of X.

Definition 7.8 (Motivic entropy). Let λ ∈ LZ and X a ∅-definable
subset of Kn. The λ-entropy M(X,λ) of X is the measure

M(X,λ) := λ−nµ({x | B(x, λ) ∩X 6= ∅})

The following Theorem is the nonarchimedean analogue of inequality
(5) given in the introduction (see [23, Thm 3.5]) and the main result
of this paper.
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Theorem 7.9 (Ivanov’s bound for motivic entropy). Let X be a boun-
ded ∅-definable subset of Kn. For any λ ∈ LZ one has

M(X,λ)C(n) 4
n∑
i=0

λ−iVi(X),

where C(n) ∈ C+({pt}) is the same invertible constant as in Theo-
rem 7.6.

The same inequality also holds in families, that is, given a ∅-definable
measurable set Z ⊆ Km, a ∅-definable function Z → LZ, z 7→ λz, a ∅-
definable family (Xz)z∈Z of sets Xz ⊆ Kn, with Xz uniformly bounded,
we have

(M(Xz, λz))z C(n) 4

(
n∑
i=0

λ−iVi(X)

)
z

.

in IC(Z).

Proof. We have by Proposition 7.5
n∑
i=0

λ−iVi(X) <
n∑
i=0

λ−i−n
∫
x∈Kn

Vi(X,B(x, λ)) dx

= λ−n
∫
x∈Kn

∑
i

λ−iVi(X,Bλ(x)) dx.

Denoting Y := {x | B(x, λ)∩X 6= ∅}, for x ∈ Y , Theorem 7.6 yields
that the integrand of the last integral above is bounded from below by
C(n), so we obtain

n∑
i=0

λ−iVi(X) < λ−nµ(Y )C(n) = M(X,λ)C(n). �

8. Appendix: Tensor products of semimodules

In the definition of motivic integration in [7], a notion of tensor
product of two semirings over a common subsemiring appears. From a
category theoretical point of view, what is meant is simply the pushout
in the category of commutative semirings. In this appendix, we describe
this pushout more explicitly, as needed in the proof of Lemma 8.4
below. Note that a definition of tensor product over semirings is given
in [14] (which sends back to [20]), but that definition has a slightly
different universal property than the one we want; in particular, it
does not yield the pushout of semirings.

We define a semiring S and an S-semimodule M as in [14]; in par-
ticular, S contains neutral elements 0 and 1, and we require that for
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every m ∈M , we have 0 ·m = 0 and 1 ·m = m. All our semirings are
commutative.

The free S-semimodule over a set A is the set of maps from A to S
with finite support. Following [14], we denote it by S(A).

Let M1 and M2 be S-semimodules and set L := S(M1×M2). Given
m1 ∈ M1,m2 ∈ M2, we write [m1,m2] ∈ L for the natural image of
(m1,m2) in L, i.e. [m1,m2] is the map taking the value 1 at (m1,m2)
and 0 everywhere else.

Let P0 ⊂ L× L be the set of pairs of the form
(1) (s[m1,m2], [sm1,m2])
(2) (s[m1,m2], [m1, sm2])
(3) ([m1 +m′1,m2], [m1,m2] + [m′1,m2]);
(4) ([m1,m2 +m′2], [m1,m2] + [m1,m

′
2])

for mi,m
′
i ∈Mi and s ∈ S, set P1 := P0 ∪ {(a, b) | (b, a) ∈ P0}, and let

P2 be the S-sub-semimodule of L× L generated by P1, i.e. consisting
of sums of the form

(25)
m∑
j=1

sj(bj, b
′
j)

for (bj, b
′
j) ∈ P1 and sj ∈ S. Note that P2 can be considered as a

symmetric and reflexive relation on L. We define ' to be the transitive
closure of that relation, that is to say, for a, a′ ∈ L, we have a ' a′ if
and only if we have

(26) a = a0, . . . , an = a′,

such that for each i, we can write ai =
∑

j sjbj, ai+1 =
∑

j sjb
′
j for some

sj ∈ S and some (bj, b
′
j) ∈ P1. Clearly, ' is an equivalence relation on

L, and L/' carries a natural S-semimodule structure, since a1 ' b1

and a2 ' b2 implies a1 + a2 ' b1 + b2 and sa1 ' sb1, for ai, bi ∈ L and
s ∈ S.

Definition 8.1. Let M1 and M2 be S-semimodules over a commuta-
tive semiring S. Then, using the above notation, we define the tensor
product of M1 and M2 to be the S-semimodule

M1 ⊗S M2 := L/'.
The image of [m1,m2] ∈ L in M1 ⊗S M2 is denoted by m1 ⊗m2.

Remark 8.2. In contrast to [14, Proposition (16.12)], with our defini-
tion, the tensor product M1 ⊗S M2 is not necessarily cancellative, and
accordingly, it satisfies a slightly different universal property than [14,
Proposition (16.14)]. Also, our definition is slightly different because
we assume S to be commutative.



MOTIVIC VITUSHKIN INVARIANTS 43

Remark 8.3. IfM1,M2 and S are commutative semirings coming with
(semiring) morphisms S → Mi (which turn Mi into S-semimodules),
then M1⊗SM2 is the pushout of M1 and M2 over S in the category of
commutative semirings. Indeed, M1 ⊗S M2 carries a natural multipli-
cation (satisfying (m1⊗m2) ·(m′1⊗m′2) = m1m

′
1⊗m2m

′
2, it comes with

morphisms Mi → M1 ⊗S M2 which agree on S (namely, m1 7→ m1 ⊗ 1
and m2 7→ 1⊗m2 for mi ∈Mi), and it satisfies the universal property
of the pushout: for any other commutative semiring T coming with
morphisms M1 → T,M2 → T which agree on S, there exists a unique
morphism M1⊗SM2 → T making everything commute. We leave it to
the reader to verify all those claims.

The following lemma is the reason why we go through all this has-
sle. We are interested in the following property (∗) of a pair of S-
semimodules U ⊂M (where U is an S-sub-semimodule of M):

(∗) if m,m′ ∈ M and s ∈ S \ {0} satisfy sm + m′ ∈ U , then
m,m′ ∈ U .

Lemma 8.4. Let S be a (commutative) semiring, let M1 and M2 be
S-semimodules, let Ui ⊂Mi be S-sub-semimodules, for i = 1, 2, and let
U ⊂ M1 ⊗S M2 be the S-sub-semimodule generated by elements of the
form u1⊗m2 and m1⊗u2, for ui ∈ Ui and mi ∈Mi. If {0} ⊂ S satisfies
(∗) and both U1 ⊂ M1 and U2 ⊂ M2 satisfy (∗), then U ⊂ M1 ⊗S M2

also satisfies (∗).
Proof. Let L, Pi, ' be defined as above Definition 8.1, and let Ũ be
the S-sub-semimodule of L generated by elements of the form [u1,m2]
and [m1, u2], for ui ∈ Ui and mi ∈ Mi. Using that {0} ⊂ S satisfies
(∗), one deduces that also Ũ ⊂ L satisfies (∗).

To prove the lemma, it suffices to show that B′ is closed under ',
i.e. a ∈ Ũ and a ' a′ implies a′ ∈ Ũ . Indeed, given m,m′, s as in (∗)
for U ⊂M1⊗SM2, choose representatives m̃, m̃′ ∈ L. The assumption
sm + m′ ∈ U implies that sm + m′ has a representative a′ ∈ Ũ . We
have sm̃ + m̃′ ' a′, so using that Ũ is closed under ', we deduce
sm̃ + m̃′ ∈ Ũ . Now (∗) for Ũ ⊂ L implies m̃, m̃′ ∈ Ũ and hence
m,m′ ∈ U .

To show that Ũ is closed under ', it suffices to verify this for individ-
ual steps in the sequence (26), i.e. we need to show that for sj, bj, b′j as
in (25),

∑
j sjbj ∈ Ũ implies

∑
j sjb

′
j ∈ Ũ , so suppose that

∑
j sjbj ∈ Ũ .

Since Ũ ⊂ L satisfies (∗), this implies that each bj lies in Ũ . It therefore
suffices to show that, for each pair (b, b′) ∈ P0, we have b ∈ Ũ if and
only if b′ ∈ Ũ . This is indeed the case in all cases of the definition of
P0:
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Case (1): If s = 0, then both sides lie in Ũ , so suppose now that s 6=
0. Then we have s[m1,m2] ∈ Ũ ⇐⇒ [m1,m2] ∈ Ũ ⇐⇒ [sm1,m2] ∈
Ũ , where the first equivalence follows from (∗) for U ⊂ L, and the
second one is trivial if m2 ∈ U2 and follows from (∗) for U1 ⊂ M1 if
m2 /∈ U2.

Case (2): Analogous.
Case (3): This is similar: By (∗) for U ⊂ L, we have [m1,m2] +

[m′1,m2] ∈ Ũ if and only if both, [m1,m2] and [m′1,m2] lie in Ũ , and
this is equivalent to [m1 +m′1,m2] ∈ Ũ , either trivially (if m2 ∈ U2) or
using (∗) for U1 ⊂M1 (if m2 /∈ U2).

Case (4): Analogous. �
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