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ABSTRACT

While the theoretical analysis of evolutionary algorithms (EAs) has
made significant progress for pseudo-Boolean optimization prob-
lems in the last 25 years, only sporadic theoretical results exist on
how EAs solve permutation-based problems.

To overcome the lack of permutation-based benchmark prob-
lems, we propose a general way to transfer the classic pseudo-
Boolean benchmarks into benchmarks defined on sets of per-
mutations. We then conduct a rigorous runtime analysis of the
permutation-based (1 + 1) EA proposed by Scharnow, Tinnefeld,
and Wegener (2004) on the analogues of the LeadingOnes and
Jump benchmarks. The latter shows that, different from bit-strings,
it is not only the Hamming distance that determines how difficult
it is to mutate a permutation f into another one g , but also the
precise cycle structure of fg−1. For this reason, we also regard the
more symmetric scramble mutation operator. We observe that it
not only leads to simpler proofs, but also reduces the runtime on
jump functions with odd jump size by a factor of Θ(=). Finally, we
show that a heavy-tailed version of the scramble operator, as in
the bit-string case, leads to a speed-up of order <Θ(<) on jump
functions with jump size<.

CCS CONCEPTS

• Theory of computation → Theory of randomized search

heuristics.

KEYWORDS

Runtime analysis, permutation search spaces, mutation, theory.

ACM Reference Format:

Benjamin Doerr, Yassine Ghannane, and Marouane Ibn Brahim. 2022.
Towards a Stronger Theory for Permutation-based Evolutionary Algo-
rithms. In Genetic and Evolutionary Computation Conference (GECCO ’22),

July 9–13, 2022, Boston, MA, USA. ACM, New York, NY, USA, 10 pages.
https://doi.org/10.1145/3512290.3528720

1 INTRODUCTION

Mathematical runtime analyses have raised our understanding of
evolutionary algorithms for many years now (see [27] for an early,

Publication rights licensed to ACM. ACM acknowledges that this contribution was
authored or co-authored by an employee, contractor or affiliate of a national govern-
ment. As such, the Government retains a nonexclusive, royalty-free right to publish
or reproduce this article, or to allow others to do so, for Government purposes only.
GECCO ’22, July 9–13, 2022, Boston, MA, USA

© 2022 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-XXXX-X/18/06. . . $15.00
https://doi.org/10.1145/3512290.3528720

very influential work in this field). They have explained their work-
ing principles, have given advice on how to set their parameters,
and have even lead to the development of new operators and algo-
rithms.

A closer look at these results [6, 24, 33, 38], however, reveals
that the vast majority of these works only consider bit-string rep-
resentations, that is, the search space is the space Ω = {0, 1}=

of bit strings of length =. Hence for the practically also relevant
case of permutation-based optimization problems (see, e.g., [28]),
that is, the search space is the set (= of permutations of [1..=] :=
{1, . . . , =}, our rigorous understanding is much less developed (see
Section 2 for a detailed account of the state of the art). This short-
age is visible, e.g., from the fact that there are no established bench-
mark problems except for the sorting problem and there are no
mathematical results on how to set the parameters of permutation-
based evolutionary algorithms.

With this work, we aim at contributing to the foundations of
a systematic and principled analysis of permutation-based evolu-
tionary algorithms. Noting that the theory of evolutionary algo-
rithms for bit-string representations has massively profited from
the existence of widely accepted and well-understood benchmarks
such as OneMax, BinVal, linear functions, LeadingOnes, royal
road functions, Trap, Jump, and many others, we first propose a
simple generic way to translate benchmarks defined on bit strings
into permutation-based benchmarks.

Since the resulting permutation-based OneMax problem is
equivalent to a sorting problem regarded in [44], we proceed with
mathematical runtime analyses of the two next most prominent
benchmarks LeadingOnes [43] and Jump [27]. As algorithm, we
consider the permutation-based (1 + 1) EA of [44] performing as
mutation a Poisson-distributed number of swaps (called exchanges
in [44]).

For LeadingOnes, without greater problems, we prove an up-
per bound via fitness level arguments analogous to [43] and a lower
bound via the observation that, different from the bit-string case,
it is unlikely to gain more than two fitness levels while the fit-
ness is below =

2
. This observation saves us from counting so-called

free-riders as in [27]. The final result is aΘ(=3) runtime guarantee
for the permutation-based (1 + 1) EA on this LeadingOnes bench-
mark. Given that the probability of a fitness improvement in the
permutation-based case is Θ(=−2) (as opposed to Θ(=−1) in the
bit-string case), this runtime estimate, higher by a factor of Θ(=)
than for the bit-string case, is very natural.

Our analysis for jump functions, in contrast, reveals a subtle dif-
ference to the bit-string case. Similar to the bit-string case, also in
the optimization of a permutation-based jump function, the most
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difficult step is to mutate a local optimum into the global opti-
mum, which is the only improving solution here. This requires
flipping < particular bits in the bit-string case and permuting <
particular elements in the permutation-case, where< is the jump
size parameter of the jump function. Different from the bit-string
case, the probability that one application of the mutation operator
achieves this goal depends critically on the current permutation,
more precisely, on its cycle structure. Consequently, the success
probability for this event can be as low as Θ(=−2(<−1) ) and as
high asΘ(=−2 ⌈</2⌉ ). By analyzing the randomwalk on the plateau
formed by the local optima, we manage to show a runtime guar-
antee of only Θ(=2 ⌈</2⌉ ), but this analysis is definitely more in-
volved than for the bit-string case.

Both from the complicated analysis and the slightly odd result
that jump functions with jump size< and< + 1,< odd, have the
same asymptotic optimization time, we were led to wonder if the
mutation operator regarded in [44] is really the most appropriate
one. We therefore also considered a variant of the scramble muta-
tion operator,which randomly permutes a subset of the ground set.
To be comparable with the previous operator, we choose again a
number : from a Poisson distribution with expectation _ = 1, then
choose a random set of : elements from the ground set [1..=], and
randomly permute these in our given permutation. For this opera-
tor, we prove that the runtime of the (1 + 1) EA on jump functions
with jump size < becomes Θ(=<) regardless of the parity of <,
hence a factor of Θ(=) less when < is odd. Both from the more
natural result and the easier proof, we would speculate that this is
a superior way of performing mutation on permutation spaces.

Finally, we analyze the performance of a heavy-tailed variant
of the scramble mutation operator. For bit-string representations,
it was observed in [23] that heavy-tailed mutation operators, and
more generally heavy-tailed parameter choices [3], can greatly
speed up the runtime of evolutionary algorithms. In particular, on
jump functions with gap size< the (1 + 1) EA with a heavy-tailed
mutation rate was shown to be by a factor of <Θ(<) faster than
with the standard mutation rate 1

= . We show the same result for
permutation-based jump functions: Choosing the number : in the
scramble operator not according to a Poisson distribution with ex-
pectation _ = 1, but from a power-law distribution on [1..=], gives
a speed-up of order<Θ(<) .

In summary, our results on the LeadingOnes and Jump bench-
marks show that several arguments and methods from the bit-
string world can easily be extended to permutation search spaces,
however, the combinatorially richer structure of the set of permuta-
tions also leads to new challenges and new research problem such
as what is the best way to perform mutation. From our results on
Jump functions, we would rather suggest to use scramble muta-
tions than swap mutations, and rather with a heavy-tailed muta-
tion strength thanwith a Poisson distributed one.We hope that our
general way to translate bit-string benchmarks into permutation-
based benchmarks eases the future development of the mathemat-
ical analysis of permutation-based evolutionary algorithms, a sub-
field where, different from bit-string representations, many fun-
damental questions have not yet been studied under a theoretical
perspective.

2 PREVIOUS WORK

In this section, we describe the most relevant previous works. For
reasons of space, we only concentrate on runtime analysis works,
knowing well that other theoretical aspects have been studied
for permutation problems as well. Since the theory of evolution-
ary algorithms using bit-string representations has started with
and greatly profited from the analysis how simple EAs optimize
polynomial-time solvable problems, we mostly focus on such re-
sults.

To the best of our knowledge, the first mathematical runtime
analysis for a permutation-based problem is the study of how the
(1 + 1) EA can be used to sort an array of = elements, which is
formulated at the optimization problem of maximizing the sort-
edness of a permutation [44]. In that work, several mutation op-
erators are proposed for permutations. Imitating the classic bit-
wise mutation operator with mutation rate 1

= , which flips a num-
ber of bits that asymptotically follows a Poisson law with expec-
tation _ = 1, a random number : is chosen according to such a
Poisson law and then : + 1 elementary mutations are performed1.
As elementary mutations, exchanges of two neighboring elements
(called “swap” in [44]), exchanges two arbitrary elements (called
“exchange” in [44], but “swap” in the textbook [28]), jumps and
reversals were proposed. Since the majority of the results in [44]
concern exchange mutations, we shall only discuss these here. We
shall adopt the language of [28] though and call these “swaps”. A
swap thus swaps two random different elements in the word nota-
tion of a permutation, or, equivalently, replaces the current permu-
tation f by g ◦ f , where g is a random transposition (2-cycle) on
the ground set [1..=].

We omit the results for some measures of sortedness and only
state the result most relevant for our work, namely that if the sort-
edness is measured by the number of items that are placed cor-
rectly, that is, the fitness is Ham(f) = |{8 ∈ [1..=] | f (8) = 8}|,
then the (1 + 1) EA with swap-based mutation operator takes an
expected number ofΘ(=2 log=) iterations to sort a random permu-
tation.

The seminal work [44] has seen surprisingly little follow-up
work on permutation-based EAs. There is a second early work on
sorting [19] regarding a tree-based representation and a series of
works on how the choice of the (problem-specific) mutation oper-
ator influences the complexity of computing Eulerian cycles [20–
22, 37]. In [9], the sorting problem appears in one of several appli-
cations of the level-based method to analyze non-elitist algorithms.
In [31], sorting via swaps in the presence of noise is investigated. Fi-
nally, in [7] it is discussed how to adjust the (1 + (_, _)) GA to per-
mutation spaces and then an $ (=2) runtime of the resulting algo-
rithm on the sorting problem with Ham fitness is proven. Slightly
less related to the focus of this work, there is an interesting a se-
quence of results on how EAs optimize NP-hard variants of the

1The change from the natural value : to : + 1 was done in [44] because for the
problems regarded there, a mutation operation that returns the parent, that is, the
application of : = 0 elementary mutations, cannot be profitable. It is easy to see,
however, that all results in [44] remain valid when using : elementary mutations as
mutation operator.
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travelling salesman problem (TSP) in the parameterized complex-
ity paradigm [10, 45, 46], works on finding diverse sets of TSP solu-
tions [14, 15], a fixed-budget analysis for the TSP [36], and a result
on how particle swarm algorithms solve the sorting problem [35].

In summary, there are a few runtime analyses for permutation
search spaces, however much fewer than for bit-string representa-
tions and strongly concentrated on very few problems.

3 PRELIMINARIES: BASIC NOTATION,

PERMUTATIONS, AND THE

PERMUTATION-BASED (1 + 1) EA

In this section, we define the notation used in the remainder
of the paper and we describe the permutation-based (1 + 1) EA
from [44].

We write [0..1] := {I ∈ Z | 0 ≤ I ≤ 1} to denote the set
of integers between 0 and 1, where 0 and 1 can be arbitrary real
numbers. We denote the problems size of an algorithmic problem
by =. When using asymptotic notations such as$ (·) or Θ(·), these
will be with respect to =, that is, for = tending to∞.

A mapping f : [1..=] → [1..=] is called permutation (of [1..=])
if it is bijective. As common, we denote by (= the set of all per-
mutations of [1..=]. Different from some branches of algebra and
combinatorics that regard permutation groups, we use the stan-
dard composition ◦ of permutations: For f, g ∈ (= , the permutation
g ◦ f is defined by (g ◦ f)(8) = g (f (8)) for all 8 ∈ [1..=].

We recall that there are two common notations for permuta-
tions. The most intuitive one is to describe the permutation f ∈

(= via the vector (“word”) of its images, that is, we write f =

(f (1), f (2), . . . , f (=)). To understand the structure of a permuta-
tion, the cycle notation is more convenient. A cycle of length : , also
called:-cycle, is a permutationf ∈ (= such that there are pair-wise
distinct elements 81, . . . , 8: ∈ [1..=] such that f (8 9 ) = 8 9+1 for all
9 ∈ [1..:−1], f (8: ) = 81 , and f (8) = 8 for all 8 ∈ [1..=] \{81, . . . , 8: }.
The notation f = (81 . . . 8: ) is standard for such a cycle. Two cycles
(81 . . . 8: ) and ( 91 . . . 9ℓ ) are called disjoint if they are moving dif-
ferent elements, that is, if {81, . . . , 8: } and { 91, . . . , 9ℓ } are disjoint
sets. Every permutation can be written as composition of disjoint
cycles of length at least 2. This cycle notation is unique apart from
the order of the cycles in the composition, which however is not
important since disjoint cycles commute, that is, satisfyf◦g = g◦f .
To ease the writing, the ◦ symbols are usually omitted in the cycle
notation. For example f = (12)(345) is the cycle notation of the
permutation f = (2, 1, 4, 5, 3) in word notation. We finally recall
the fact that every permutation f ∈ (= can be written as composi-
tion of (usually not disjoint) 2-cycles (called transpositions). This
writing is not unique. For a:-cycle f = (81 . . . 8: ), a shortest way to
write it as composition of transpositions uses : − 1 transpositions,
e.g., f = (8182)◦ (8283)◦· · ·◦ (8:−18: ). Consequently, a permutation
that is the product of ℓ disjoint cycles of lengths :1, . . . , :ℓ can be
written as product of

∑ℓ
8=1(:8 −1) transpositions, but not of fewer.

We finally discuss the evolutionary algorithm (EA) considered
in this study. As in most previous theoretical works, we shall re-
gard a very simple EA. This is justified both by the fact that many
questions cannot be answered for more complicated algorithms
and by the fact that simple algorithms consisting essentially of

only one component allow a more focused study of this compo-
nent. With this reasoning, as in the classic first theory works on
EAs for bit-string representations, we shall regard the (1 + 1) EA,
which is essentially a hill-climber using a mutation operator to cre-
ate new solutions. In this sense, we are following the approach of
the first runtime analysis work on permutation-based EAs [44]. As
sketched in the introduction already, a number of different muta-
tion operators was proposed in [44], but the most promising re-
sults were obtained by building on swap operations. We first note
that if f = (81, . . . , 8=) in word notation and g is the transposi-
tion swapping 8: and 8ℓ (that is, g = (8:8ℓ ) in cycle notation), then
g ◦ f = ( 91, . . . 9=) with 9: = 8ℓ , 9ℓ = 8: , and 90 = 80 for all
0 ∈ [1..=] \ {8: , 8ℓ }. In other words, we obtain the word represen-
tation for g ◦ f by swapping 8: and 8ℓ in the word representation
of f .

It is clear that a local mutation operator such as a single ran-
dom swap is not enough to let an EA leave local optima. Noting
that the classic bit-wise mutation operator for bit-string represen-
tations (that flips each bit independently with probability 1

= ) per-
forms a number of local changes (bit-flips) that asymptotically fol-
lows a Poisson law with parameter _ = 1, the authors of [44] argue
that it is a good idea in the permutation-case to sample a number
: ∼ Poi(1) and then perform : random swap operation. Since in
their application mutation operations that return the parent can-
not be useful, they exclude the result of zero swaps by deviating
from this idea and instead performing : + 1 random transposition.
To ease the comparison with the bit-string case, we shall not fol-
low this last idea and perform instead : ∼ Poi(1) random trans-
positions as mutation operation. We note that in many EAs for bit-
string representations, zero-bit flips cannot be profitable as well,
but nevertheless the standard bit-wise mutation operator is used,
which with constant probability flips no bit.

With these considerations, we arrive at the permutation-based
(1 + 1) EA described in Algorithm 1.

Algorithm 1 The permutation-based (1 + 1) EA for themaximiza-
tion of a given function 5 : (= → R. It is itentical to the one in [44]
except that we perform only : random swaps, not : + 1.

1: Choose f ∈ (= uniformly at random
2: repeat

3: Choose : ∼ Poi(1)

4: Choose : transpositions )1,)2, ..., ): independently and
uniformly at random

5: f ′ ← ): ◦):−1 ◦ ... ◦)1 ◦ f

6: if 5 (f ′) ≥ 5 (f) then

7: f ← f ′

8: until forever

4 BENCHMARKS FOR

PERMUTATION-BASED EAS

As discussed in the introduction, the theory of evolutionary com-
putationhas massively profited from having a small, but diverse set
of benchmark problems. These problems are simple enough to ad-
mit mathematical runtime analyses for a broad range of algorithms
including more sophisticated ones such as ant colony optimizers
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or estimation-of-distribution algorithms. At the same time, they
cover many aspects found in real-world problems such as plateaus
and local optima. Being synthetic examples, they often come with
parameters that allow one to scale the desired property, say the
radius of attraction of a local optimum.

Such an established and generally accepted set of benchmarks is
clearly missing for permutation-based EAs, which might be one of
the reasons why this part of EA theory is less developed. To over-
come this shortage, and to do this in a natural and systematic man-
ner, ideally profiting to the maximum from the work done already
for EAs using bit-string representations, we now propose a simple
way to transform benchmarks for pseudo-Boolean optimization
into permutation-based problems. We are sure that future work on
permutation-based EAswill detect the need for benchmarks which
cannot be constructed in this way, but we are confident that our
approach sets a good basis for a powerful sets of benchmarks for
permutation-based EAs.

We note that there are different classes of permutation-based
problems. In problems of the assignment type, we have two classes
of = elements and the task is to assign each member of the first
class to a member of the second in a bijective fashion. The qua-
dratic assignment problem or the stable marriage problem are ex-
amples for this type. In problems of the order type, we have prece-
dence relations that must be respected or that are profitable to be
respected. Such problems occur in production planning, where a
given set of jobs have to be scheduled on a given machine. Finally,
in problems of the adjacency type, it is important that certain items
are placed right before another one (possibly in a cyclic fashion).
The travelling salesman problem is the classic hard problem of this
type, the Eulerian cycle problem is a polynomial-time solvable ex-
ample. We note that the order and adjacency types were, also un-
der these names, already described in [28, p. 68]. Due to the differ-
ent nature of these types of problems, it appears difficult to define
benchmarks that are meaningful for all types. We therefore restrict
ourselves to defining benchmarks that appear suitable for the as-
signment type.

In an assignment type permutation-based problem, what counts
is that each element of the first class is assigned to the right ele-
ment of the second class. Without loss of generality, we may as-
sume that both classes are equal [1..=]. Then each possible solu-
tion to this type of problem is described by a permutation f ∈ (= .
Since the way we number the elements of the original sets is ar-
bitrary, we can without loss of generality assume that the opti-
mal solution is the identity permutation, that is, the f such that
f (8) = 8 for all 8 ∈ [1..=]. With this setup, each permutationf ∈ (=
defines a bit-string G (f) which indicates which of the elements
are already assigned correctly, namely the string G (f) ∈ {0, 1}=

defined by G (f)8 = 1 if and only if f (8) = 8 . Now an arbitrary
5 : {0, 1}= → R defines a permutation-based problem 6 : (= → R

via 6(f) := 5 (G (f)) for all f ∈ (= .
This construction immediately defines permutation-based ver-

sions of the classic benchmarks such as OneMax, LeadingOnes,
and Jump functions. We note that the sorting problem with the
Ham fitness function regarded in [44] is exactly what we obtain
from applying this construction to the classic OneMax bench-
mark. We are not aware of any other classic benchmark for which
the permutation-based variant (as constructed above) has been

analyzed so far. Being the next most prominent benchmarks af-
ter OneMax, in the remainder of this work we shall conduct a
mathematical runtime analysis for the permutation variants of the
LeadingOnes and Jump benchmarks.

5 RUNTIME ANALYSIS FOR THE

PERMUTATION-LEADINGONES

BENCHMARK

We start our runtime analysis work for permutation-based EAs
with an analysis of the runtime of the (1 + 1) EA on the permu-
tation version of the LeadingOnes benchmark.

5.1 Definition of the Problem

The classic LeadingOnes benchmark on bit-strings was defined by
Rudolph [43] as an example for a unimodal function that is harder
for typical EAs than OneMax, but still unimodal. The Leading-

Ones functions counts the number of successive ones from left to
right, that is, we have

LeadingOnes(G) ≔ max{8 ∈ [0..=] | ∀9 ∈ [1..8] : G 9 = 1}

for all G = (G1, ..., G=) ∈ {0, 1}
= .

LeadingOnes has quickly become an intensively studied bench-
mark in evolutionary computation. The (1 + 1) EA optimizes
LeadingOnes in quadratic time, as has been shown in [43] (upper
bound) and [27] (lower bound).

From our general construction principle for permutation-based
benchmarks proposed in Section 4, we immediately obtain the fol-
lowing permutation-variant PLeadingOnes of this problem. For
all f ∈ (= , let

PLeadingOnes(f) ≔ LeadingOnes(G (f))

= max{8 ∈ [0..=] | ∀9 ∈ [1..8] : f ( 9) = 9}.

5.2 Runtime Analysis

We now show that the expected runtime of the permutation-based
(1 + 1) EA on PLeadingOnes is Θ(=3). As in the bit-string case,
this result follows from a fitness level argument (upper bound) and
the argument that a typical run will visit a linear number of fitness
levels. This second argument is actually easier in the permutation
setting: We can show that the probability to gain three or more
levels in one iteration is so small that with constant probability
this does not happen in $ (=3) iterations. Hence in this time, each
iteration can increase the fitness by at most two. Since any im-
provement takes Ω(=2) expected time and, when assuming that
no fitness gains of more than two happen, Ω(=) improvements are
necessary to reach the optimum, an Ω(=3) lower bound for the
runtime follows.

Lemma 5.1. In each iteration of a run of the permutation-based

(1 + 1) EA (Algorithm 1) on the PLeadingOnes benchmark, the

probability of a fitness improvement is at most 6

(=−1)2
.

Proof. To increase the fitness via a mutation operation, it is
necessary that the first element that is not in place is moved away
from its position and that the correct element is moved there. In
particular, these two elements have to be among the 2: elements
(countedwith repetition) the: transpositions are composed of. We
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recall that the probability that : transpositions are applied as mu-
tation is 1

4:!
. Hence the probability for this latter event is at most

∞∑
:=0

2

4 · :!

(
2:

2

) (
1

= − 1

)2
= 6

(
1

= − 1

)2
,

where we estimated, using that the second moment of a Poisson
distribution is _2 + _, that

∞∑
:=0

1

4:!

(
2:

2

)
=

∞∑
:=1

: (2: − 1)

4:!
= 2

∞∑
:=0

:2

4:!
−

∞∑
:=0

1

4:!
= 3. �

Theorem 5.2. The expected runtime of the permutation-based

(1 + 1) EA on PLeadingOnes is Θ(=3).

Proof. If the current statef is such that PLeadingOnes(f) = 8 ,
then the element 8 + 1 is at some position 9 with 9 > 8 + 1. Thus, a
transposition between 8 + 1 and 9 increases the fitness by at least
1. Picking this transposition as a random transposition has prob-
ability 2

= (=−1)
. Thus the probability of increasing the fitness with

one local operation (which happens with probability 1

4 ) is at least
2

4= (=−1)
. Needing at most = of such steps, the expected waiting

time can be bounded from above by 4 =
2 (=−1)

2
= $ (=3); this argu-

ment is known as Wegener’s fitness level method [47].
For the lower bound, our analysis will rely on the fact that large

fitness gains occur rarely. Let us consider the event that we raise
the fitness by at least 3 and call it �8 . Let �8 be the event that ele-
ments 8 + 2 or 8 + 3 were in place before the mutation step. Then

Pr[�8 ] = Pr[�8 | �8] Pr[�8] + Pr[�8 | �8] Pr[�8]

≤ Pr[�8 | �8] Pr[�8] + Pr[�8 | �8] .

To increase the fitness by at least 3, when neither 8 + 2 nor 8 + 3
were in place, we need that 8 + 1, 8 + 2 and 8 + 3 be amongst the
elements touched by some transposition of the mutation step. We
can hence bound Pr[�8 | �8] by

Pr[�8 | �8] ≤

∞∑
:=0

3!

4 · :!

(
2:

3

) (
1

= − 1

)3

≤
4

(= − 1)3

(
2

∞∑
:=0

:3

4:!
− 3

∞∑
:=0

:2

4:!
+

∞∑
:=0

:

4:!

)

≤ 20

(
1

= − 1

)3
,

where we used that the second and third moment of a Poisson dis-
tribution with parameter _ are _2 + _ and _3 + 3_2 + _.

Similarly, to increase the fitness in general, we need that 8 + 1
and f (8 + 1) be amongst the elements touched by a transposition.
Hence, by Lemma 5.1,

Pr[�8 | �8] ≤

∞∑
:=0

2

4 · :!

(
2:

2

) (
1

= − 1

)2
= 6

(
1

= − 1

)2
.

Finally, to estimate Pr[�8 ], we note that, for a permutation f

and until reaching PLeadingOnes(f) = 8 , the elements 8 + 2, 8 +
3, . . . , = play symmetric roles for the decisions taken by the algo-
rithm. Hence 8 + 2 and 8 + 3 are equally likely to be at any position
8+2 through=, and thusPr[�8 ] ≤ Pr[f (8+2) = 8+2]+Pr[f (8+3) =

8 + 3] ≤ 2 1

=−8−1 . Putting these estimates together, we obtain

Pr[�8 ] ≤
44

(=−1)3
for all 8 ≤ =

2
− 1

2
.

Since we aim at an asymptotic result, let us assume that = is at
least 4. Let � be the event of reaching fitness greater than =

2
− 1

2
,

that is, at least =
2
in at most C = ⌊

(=−1)3

< ⌋ steps starting from a
fitness of 0, where < is a constant we will explicit later. Let � be
the event of having at least one fitness increase of at least 3 during
this time span. If � does not occur, we need at least Δ = ⌈=

4
⌉ fitness

improvements, giving the following bound for< sufficiently large.

Pr[�] ≤ Pr[� ] + Pr
[
� |�

]

≤ C
44

(= − 1)3
+

(
C

Δ

) (
6

(= − 1)2

)Δ

≤
44

<
+

©­
«
(=−1)3

< 4

Δ

ª®
¬
Δ (

6

(= − 1)2

)Δ

≤
44

<
+

(
244

<

) =
4

≤
1

2
.

Since = ≥ 4, the initial random permutation has fitness 0 with
probability at least 3

4
. Hence the expected time to reach a fit-

ness of at least =
2
from a random initial permutation is at least

3

4
Pr[�] (C + 1) = Ω

(
=3

)
. Thus, also the unconditional expected

runtime is Ω
(
=3

)
. �

6 RUNTIME ANALYSIS FOR THE

PERMUTATION-JUMP BENCHMARK

We proceed with a runtime analysis of the permutation variant
of the Jump benchmark. In contrast to our analysis for Leading-
Ones, where mild adaptations of the proofs for the bit-string case
were sufficient, we now observe substantially new phenomena,
which require substantially more work in the analysis. In partic-
ular, different from the bit-string case, where all local optima of
the jump function were equivalent, now the cycle structure of the
local optimum is important. Consequently, the probability of jump-
ing from a local optimum to the global one in one iteration can
range from Θ(=−2(<−1) ) to Θ(=−2 ⌈</2⌉ ), where < is the (con-
stant) jump parameter. By analyzing the random walk which the
(1 + 1) EA performs on the set of local optima while searching for
the global optimum,we shall nevertheless prove a runtime of order
Θ(=2 ⌈</2⌉ ) only.

6.1 Definition of the Problem

The Jump benchmark as pseudo-Boolean optimization problem
was proposed in [27]. It is the by far most studied multimodal
benchmark in the theory of evolutionary algorithm and has led to a
broad set of interesting insights, mostly on crossover and on how
evolutionary algorithms cope with local optima [5, 8, 12, 13, 16–
18, 23, 27, 32, 34, 40–42, 48].

We now define its permutation version, following our general
construction from Section 4. To ease the notation, let 6 denote
the function that counts the number of fixed points of a permu-
tation, that is, the number 8 ∈ [1..=] of elements that are “in
place”, that is, that satisfy f (8) = 8 . By our general construction
principle, this is nothing else than the permutation-variant of the
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OneMax benchmark. The permutation-based version of the Jump
benchmark, again following our general construction, is now de-
fined as follows.

For all =,< ∈ N, such that< ≤ =, let PJump =,< be the map from
(= to N defined by

PJump=,< (f) :=

{
< + 6(f) if 6(f) ≤ = −< or 6(f) = =,

= − 6(f) otherwise.

Since a permutation cannot have exactly = − 1 fixed points, we
see that PJump=,2 is equal to 6 + 2, hence essentially a OneMax

function. For that reason, we shall always assume< ≥ 3.
For complexity analysis, we define the sets

�1 = {f ∈ (= | 6(f) > = −< and 6(f) ≠ =},

�2 = {f ∈ (= | 6(f) ≤ = −<},

�+
2
= {f ∈ (= | 6(f) = = −<},

�3 = {Id[1..= ]}.

By definition, for all
(
f1, f2, f

+
2
, f3

)
∈ �1 ×�2 ×�

+
2
×�3, we have

PJump(f1) < PJump(f2) ≤ PJump(f+
2
) < PJump(f3).

6.2 Runtime Analysis, Upper Bound

To prove an upper bound on the runtime of the permutation-based
(1 + 1) EA on jump functions, we first show the following upper
bound on the expected time spent on �+

2
, which will be the bottle-

neck for the runtime of the algorithm.

Theorem 6.1. Let< ≥ 3 be a constant. The permutation-based

(1 + 1) EA started in a local optimum finds the global optimum of

PJump=,< in an expected number of $ (=2 ⌈
<
2
⌉ ) iterations.

The key to prove this result is the following observation. Since
we use sequences of swap operations as mutation operation, the
probability that we mutate a local optimum into the global opti-
mum heavily depends on the smallest number ℓ such that the lo-
cal optimum can be written as product of ℓ transpositions. This
number can range from ⌈<

2
⌉ to< − 1. Hence to prove a good up-

per bound on the time to go from a local to the global optimum,
we argue that the algorithm regularly visits local optima with this
shortest possible product length and then from there has a decent
chance to generate the global optimum.

For this, we shall need the following estimate for the probability
of modifying the cycle structure of a given local optimum. The
proof of this result is omitted for reasons of space. As all other
omitted proofs, it can be found in the appendix.

Lemma 6.2. If the current permutation is a local optimum, then

the probability that one iteration of the (1 + 1) EA changes the num-

ber of its cycles in the cycle decomposition is at most 3( <
=−1 )

2 .

We call a permutation f ∈ �+
2
good if it consists of as many dis-

joint cycles as possible. This means that, apart from the=−< cycles
of length one, which are not that interesting, the remaining< ele-
ments are permuted via (i) a product of</2 disjoint transpositions
if< is even, or (ii) a product of (< − 3)/2 disjoint transpositions
and a 3-cycle, also disjoint from these, if < is odd. We first show
that any f ∈ �+

2
can be transformed into a good permutation in

�+
2
by applying at most</2 transpositions.

Lemma 6.3. Let f ∈ �+
2
. Then there is an ℓ ≤ <

2
and a sequence of

transpositionsg1, . . . , gℓ such that gℓ◦· · ·◦g1◦f is a good permutation

in �+
2
.

Proof. Let 2 denote the number of cycles of odd length larger
than one in the cycle decomposition of f . Note that two such odd-
length cycles can be merged by applying a transposition that con-
tains one element from each cycle. Hence there are 2 ′ = ⌊ 2

2
⌋ trans-

positions g1, . . . , g2′ such that f ′ := g2′ ◦· · ·◦g1 ◦f contains exactly
2−22 ′ cycles of odd length larger than one (which is one such cycle
if 2 is odd and no such cycle if 2 is even).

We note that a cycle of some length : can be split into a 2-cycle
and a (: − 2)-cycle by applying one transposition. Since f ′ is the
product of at least 2 ′ disjoint cycles (of length larger than one)
whose lengths add up to at most<, we see that there are ℓ ′ ≤ <

2
−2 ′

and transpositions g ′
1
, . . . , g ′ℓ′ such that g ′ℓ′ ◦ · · · ◦ g

′
1
f ′ is the prod-

uct of disjoint 2-cycles and possibly one 3-cycle (namely when<
is odd). This is the good permutation proving this lemma. �

We are now ready to prove Theorem 6.1. This proof will be di-
vided into two steps:

(1) We show that from the current local optimum, a good per-

mutation can be reached within the next (=−1)
2

< iterations
with at least a constant probability.

(2) We give a lower bound on the probability of reaching the
global optimum from a good local optimum within again
(=−1)2

<2 iterations.

Proof of Theorem 6.1. Step 1: Since we aim at an asymptotic
statement, we can always assume that = is sufficiently large. Let
f ∈ �+

2
be the current permutation. By Lemma 6.3, there are ℓ ≤ <

2

and transpositions g1, . . . , gℓ such that gℓ ◦ · · · ◦ g1 ◦ f is a good
permutation in �+

2
.

Let � be the event of applying this sequence of transpositions

during a timespan of C = (=−1)
2

< iterations, using mutations which
keep the intermediate states unmodified in the remaining C − ℓ

iterations. Each of these latter mutations occurs with probability

at least ?D = 1 − 3
( <
=−1

)2 by Lemma 6.2.
We therefore have (using that = ≥ 2)

Pr[�] ≥

(
C

ℓ

) (
2

4=(= − 1)

) ℓ
?C−ℓD

≥

(
2

4

) ℓ (
1

ℓ<

) ℓ (
= − 1

=

) ℓ
?CD

≥

(
2

4<2

) <
2

?CD

≥

(
2

4<2

) <
2

(
1 − 3

( <

= − 1

)2)C
.

Since
(
1 − 3

( <
=−1

)2) (=−1)2<
→ 4−3< for = sufficiently large, we

have

Pr[�] ≥
1

2
·

(
2

<2

) <
2

exp

(
−
7

2
<

)
:= �< .

Step 2: The second argument is a lower bound on the probabil-
ity of going from a good local optimum to the global optimum in
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C ′ =
(=−1)2

<2 steps. For this, we first observe that a good local opti-
mum can be written as the product of ⌈<

2
⌉ transposition (namely

the disjoint transpositions the good local optimum consists of plus
possibly two more for the 3-cycle in the case that< is odd). Hence
the good local optimum can be mutated into the global optimum
by applying : = ⌈<

2
⌉ suitable transpositions. The probability for

this is at least
1

4 ⌈<
2
⌉!

1(
= (=−1)

2

) ⌈<
2
⌉
.

To estimate the probability that this happens within C ′ steps, we
regard the C ′ disjoint events that this happens in one iteration and
that the state is not changed in the remaining C ′ − 1 iterations (it
is necessary that we are in a good local optimum in the iteration
which shall bring us to the global optimum).

The probability of this event (assuming = sufficiently large), is

C
1

4 ⌈<
2
⌉!

(
= (=−1)

2

) ⌈<
2
⌉

(
1 − 3

( <

= − 1

)2) (=−1)2<2
−1

≥
(= − 1)2

<2

1

44⌈<
2
⌉!

(
=(= − 1)

2

)−⌈<
2
⌉

:= �=,< .

Combining Steps 1 and 2, we see that in each interval of �< (= −
1)2 iterations (�< := 1

<2 +
1

< ), independently of what happened
before, we find the optimum with probability at least �<�=,< .

For each positive integer C , let �C be the event of not reaching
the global optimum in C iterations. We therefore have

Pr[�C ] ≤
(
1 − �<�=,<

) ⌊ C

�< (=−1)2

⌋

≤ exp

(
−�<�=,<

⌊
C

�< (= − 1)2

⌋)
.

Thus, for C > _
�< (=−1)

2

�<�=,<
for some positive real _, we have

Pr[�C ] ≤ exp(−_).
We conclude that the expected time for reaching the global op-

timum is $ (=2 ⌈
<
2
⌉ ), where we recall that we treat < as a con-

stant. �

The result above together with elementary fitness-level argu-
ments showing that $ (=2 log =) time suffices to reach a local op-
timum (omitted for reasons of space) proves our upper bound on
the expected runtime.

Theorem 6.4. Let< ≥ 3 be a constant. The expected runtime of

the permutation-based (1 + 1) EA on PJump=,< is $ (=2 ⌈
<
2
⌉ ).

6.3 Runtime Analysis, Lower Bound

We now prove that our upper bound from Section 6.2 is asymptot-
ically tight. The main argument in this lower bound proof is that
applying a single transposition on a permutation f increases the
number of cycles by at most 1, and this only if the transposition
operates on elements belonging to a common cycle of f . We first
give an upper bound on the probability that a random transposi-
tion increases the number of cycles (proof omitted for reasons of
space).

Lemma 6.5. Given a permutationf ∈ (= with A > 0 distinct cycles

(possibly of length one), the probability that a random transposition

consists of two elements from the same cycle is at most
(=−A ) (=−A+1)

= (=−1)
.

We are now ready to prove the main result of this section.

Theorem 6.6. Let< ≥ 3 be a constant. The expected runtime of

the permutation-based (1 + 1) EA on PJump=,< is Ω(=2 ⌈
<
2
⌉ ).

Proof. We consider first the case that the current permutation
is in �2, thus with @ ∈ [<..=] elements out of place. Let us call '
the number of cycles of length at least 2 in the cycle notation of
f . Consequently, the total number of cycles is = − @ + '. Compos-
ing by a transposition increases the number of cycles by at most 1.
Thus, in order to reach the global optimum, the sequence of trans-
positions in a mutation step should at least be composed of @ − '
transpositions, each raising the number of cycles from 8 to 8 + 1

with 8 ∈ [= − @ + '..= − 1]. Thus, with : transpositions applied,
an upper bound on the probability of reaching the global optimum
from a state of fitness = − @ and with ' cycles of size ≥ 2 is given
by Lemma 6.5 as

(
:

@ − '

) @−'−1∏
8=0

(= − (= − @ + ' + 8))(= − (= − @ + ' + 8) + 1)

=(= − 1)

=
:!(@ − ' + 1)!

(: − @ + ')!

1

(=(= − 1))@−'
.

Since 1 ≤ ' ≤ ⌊
@
2
⌋, the bound becomes at most

:!@!

(: − @ + ')!

1

(=(= − 1)) ⌈
@

2
⌉
.

Finally, considering the random choice of : , we obtain an upper
bound on the probability to reach the global optimum in one step
from a state of fitness = − @ and with ' cycles of size ≥ 2 of

∞∑
:=@−'

1

4 · :!

:! · @!

(: − @ + ')!

1

(=(= − 1)) ⌈
@

2
⌉
=

<!
∏@

8=<+1 8

(=(= − 1)) ⌈
@

2
⌉

≤
(< + 1)!

(=(= − 1)) ⌈
<
2
⌉
:= ?.

Hence, considering the fact that the bound above holds for any
point in �2, the expected time to reach the global optimum from a

permutation f in �2 is at least 1

? = Ω(=2 ⌈
<
2
⌉ ).

For a random permutation, the expected number of fixed points
is 1. Thus, for = −< ≥ 1, we estimate with Markov’s inequality
that having an initial random permutation with at most one fixed
point and thus belonging to �2 happens with probability at least
1

2
. Thus, the runtime is also Ω(=2 ⌈

<
2
⌉ ) when taking into account

the random initial permutation. �

6.4 Scramble Mutation Operator

Both the complexity of the proofs above and the slightly obscure

result, a runtime of Θ(=2 ⌈
<
2
⌉ ), raise the question whether our

permutation-based (1 + 1) EA is optimally designed. The asym-
metric behavior of the different local optima suggested to us to look
for a mutation operator which treats all these solutions equally.
A natural choice, known in the literature on permutation-based
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EAs [28], is the scramble mutation operator, which shuffles a ran-
dom subset of the ground set [1..=]. More precisely, this opera-
tor samples a number : according to a Poisson distribution with
mean _ = 1, selects a random set of : positions in [1..=], and ap-
plies a random permutation d to this set (formally speaking, the
mutation operator returns d ◦ f , when f was the parent permu-
tation). We note that this operator returns the unchanged parent
when : ∈ {0, 1}. We note further that we allow d to have fixed
points. Hence theHamming distance off and d◦f could be smaller
than : . We do not see a problem with his. We note that one could
choose d as a random fixed-point free permutation to ensure that
the Hamming distance is exactly : (at the price that generating a
random fixed-point free permutation is more difficult).

For this mutation operator, we shall show a runtime of Θ(=<)
on PJump=,< , faster by a factor of Θ(=) compared to the swap mu-
tation operator when< is odd. Technically much easier, here with-
out any effort we obtain bounds that are tight apart from constant
factors even when allowing that< is a function of =.

Theorem 6.7. Let< ≥ 3, possibly depending on =. The expected

runtime of the permutation-based (1 + 1) EA with the scramble mu-

tation operator on PJump =,< is Θ((<!)2
(=
<

)
).

Proof. For the upper bound, and adopting previously intro-
duced notations, the expected time spent in �1 and �2 \ �

+
2
can

again easily be bounded by$ (=2 log =) via elementary fitness level
arguments. We note that both the swap and the scramble mutation
operator apply a particular transposition with probability Θ(=−2)

and suchmutation steps suffice tomake progress in�1 and�2\�
+
2
.

Once the current permutation is in �+
2
, a mutation step which

leads to the global optimum can be one operating exactly on the
< displaced elements and bringing them into place. Such an event

occurs with probability exactly 1

4<!

(=
<

)−1
<!−1. Thus, the expected

waiting time for such an event is at most 4 (<!)2
(=
<

)
.

We omit the proof of the lower bound for reasons of space. �

7 HEAVY-TAILED MUTATION OPERATORS

A precise runtime analysis of the classic (1 + 1) EA on the bit-
string Jump benchmark [23] has shown (i) that the classic muta-
tion rate of 1

= is far from optimal for this benchmark, (ii) that the
optimal mutation rate asymptotically is equal to <

= , and (iii) that a
heavy-tailed mutation operator gives a performance very close to
the optimal mutation rate, but without the need to know the gap
parameter <. The main reason for the speed-ups was that these
mutation operators simply more often try to flip < bits, which
is necessary to leave the local optimum. Since choosing : = <

is also the best (though not the only) way to leave a local opti-
mum of the permutation-based Jump function to a better solution,
it is natural to expect similar speed-ups also with a heavy-tailed
choice of : , and this is the main result of this section. Without
going into details, we note that also choosing : from a Poisson
distribution with expectation< would be a good choice, however,
again one that works well only for jump functions with (essen-
tially) this gap parameter. For that reason, we find the analysis of
heavy-tailed mutation operators for permutation problems more
interesting and do not follow the : ∼ Poi(<) idea further (we note
cursory that heavy-tailed parameter choices found ample uses in

the recent time and often overcame in an elegant manner the prob-
lem to set one or more parameters of an evolutionary algorithm
[1–4, 11, 25, 26, 29, 30, 39, 49]). Since our analyses above suggest
that the scramble mutation operator is more natural than the one
based on swaps, we shall only regard a heavy-tailed version of the
former.

So we proceed by defining a heavy-tailed scramble mutation op-
erator. We say that an integer random variable - follows a power-
law distribution with parameters V and D if

Pr[- = 8] =

{
�V,D8

−V if 8 ∈ [1..D],
0 otherwise,

where�V,D = (
∑D
:=1

:−V )−1 denotes the normalization coefficient.
We write- ∼ Pow(V,D) and callD the range of- and V the power-
law exponent.

Now we call heavy-tailed scramble mutation (with power-law
exponent V) the mutation operator that first samples a number : ∼
Pow(V,=), then selects a random subset of : elements from [1..=],
and finally applies a random permutation on this set. Hence this
operator is identical to the previously regarded scramble operator
apart from the random choice of: , which now follows a power-law
distribution instead of a Poisson distribution.

We show the following runtime result, which implies a speed-up
compared to the classic scramble operator by a factor of<Θ(<) .

Theorem 7.1. Let < ≥ 3, possibly depending on =. The ex-

pected runtime of the permutation-based (1 + 1) EA with heavy-

tailed scramble mutation on PJump =,< is Θ(<V<!
(=
<

)
).

We omit the proof, which is very similar to the one for the reg-
ular scramble mutation operator. Both operators have a constant
probability of applying a random transposition (this solves the easy
fitness-level part of the analysis), but the heavy-tailed version has
a much higher (by a factor of Ω((<!)/<V )) probability of scram-
bling< elements, which gives the speed-up in the leading term.We
note that this argument even applies to the lower-bound proof.

8 CONCLUSIONS

We designed a simple and general way to transfer the classic bench-
marks from pseudo-Boolean optimization into permutation-based
benchmarks. Our hope and long-term goal is that the theory of
permutation-based EAs can profit from these in a similar man-
ner as the classic EA theory has profited from benchmarks for bit-
string representations.

As a first small step in this direction, we conduct a mathemati-
cal runtime analysis on the permutation-based Jump function class.
Both from the resulting runtime and the difficulties in the proof,
we deduce that the previously commonly used mutation operator
of applying a random number of transpositions possibly has some
drawbacks not detected so far. We overcome these difficulties by
switching to the scramble mutation operator, which both leads to
better runtimes and to more natural proofs. We also observe that
heavy-tailed mutation strengths, proposed a few years ago for the
bit-string representation, are profitable in permutation-based EAs
as well.

Given the large number of recent interesting theoretical results
on EAs using a bit-string representation, we can only hope that
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our definition of permutation-based benchmarks paves theway for
some of these to enter the world of permutation-based EAs.

ACKNOWLEDGMENTS

This work was supported by a public grant as part of the
Investissements d’avenir project, reference ANR-11-LABX-0056-
LMH, LabEx LMH.

REFERENCES
[1] Denis Antipov, Maxim Buzdalov, and Benjamin Doerr. 2020. Fast mutation in

crossover-based algorithms. In Genetic and Evolutionary Computation Confer-
ence, GECCO 2020. ACM, 1268–1276.

[2] DenisAntipov, MaximBuzdalov, and BenjaminDoerr. 2020. First steps towards a
runtime analysis when starting with a good solution. In Parallel Problem Solving
From Nature, PPSN 2020, Part II. Springer, 560–573.

[3] Denis Antipov, Maxim Buzdalov, and Benjamin Doerr. 2021. Lazy parameter
tuning and control: choosing all parameters randomly from a power-law distri-
bution. In Genetic and Evolutionary Computation Conference, GECCO 2021. ACM,
1115–1123.

[4] Denis Antipov and Benjamin Doerr. 2020. Runtime analysis of a heavy-tailed
(1 + (_, _)) genetic algorithm on jump functions. In Parallel Problem Solving
From Nature, PPSN 2020, Part II. Springer, 545–559.

[5] Denis Antipov, Benjamin Doerr, and Vitalii Karavaev. 2020. The (1+ (_, _)) GA
is even faster on multimodal problems. InGenetic and Evolutionary Computation
Conference, GECCO 2020. ACM, 1259–1267.

[6] Anne Auger and Benjamin Doerr (Eds.). 2011. Theory of Randomized Search
Heuristics. World Scientific Publishing.

[7] Anton Bassin and Maxim Buzdalov. 2020. The (1 + (_, _)) genetic algorithm
for permutations. In Genetic and Evolutionary Computation Conference, GECCO
2020, Companion Volume. ACM, 1669–1677.

[8] Riade Benbaki, Ziyad Benomar, and Benjamin Doerr. 2021. A rigorous runtime
analysis of the 2-MMASib on jump functions: ant colony optimizers can cope
well with local optima. In Genetic and Evolutionary Computation Conference,
GECCO 2021. ACM, 4–13.

[9] Dogan Corus, Duc-CuongDang, Anton V. Eremeev, and Per Kristian Lehre. 2018.
Level-based analysis of genetic algorithms and other search processes. IEEE
Transactions on Evolutionary Computation 22 (2018), 707–719.

[10] Dogan Corus, Per Kristian Lehre, Frank Neumann, and Mojgan Pourhassan.
2016. A parameterised complexity analysis of bi-level optimisation with evo-
lutionary algorithms. Evolutionary Computation 24 (2016), 183–203.

[11] Dogan Corus, Pietro S. Oliveto, and Donya Yazdani. 2021. Automatic adaptation
of hypermutation rates for multimodal optimisation. In Foundations of Genetic
Algorithms, FOGA 2021. ACM, 4:1–4:12.

[12] Duc-Cuong Dang, Tobias Friedrich, Timo Kötzing, Martin S. Krejca, Per Kristian
Lehre, Pietro S. Oliveto, Dirk Sudholt, and Andrew M. Sutton. 2016. Escaping
local optima with diversity mechanisms and crossover. In Genetic and Evolution-
ary Computation Conference, GECCO 2016. ACM, 645–652.

[13] Duc-Cuong Dang, Tobias Friedrich, Timo Kötzing, Martin S. Krejca, Per Kristian
Lehre, Pietro S. Oliveto, Dirk Sudholt, and Andrew M. Sutton. 2018. Escaping
local optima using crossover with emergent diversity. IEEE Transactions on Evo-
lutionary Computation 22 (2018), 484–497.

[14] Anh Viet Do, Jakob Bossek, Aneta Neumann, and Frank Neumann. 2020. Evolv-
ing diverse sets of tours for the travelling salesperson problem. In Genetic and
Evolutionary Computation Conference, GECCO 2020. ACM, 681–689.

[15] Anh Viet Do, Mingyu Guo, Aneta Neumann, and Frank Neumann. 2021.
Analysis of evolutionary diversity optimisation for permutation problems. In
Genetic and Evolutionary Computation Conference, GECCO 2021. ACM, 574–582.

[16] Benjamin Doerr. 2020. Does comma selection help to cope with local optima?.
In Genetic and Evolutionary Computation Conference, GECCO 2020. ACM, 1304–
1313.

[17] Benjamin Doerr. 2021. The runtime of the compact genetic algorithm on Jump
functions. Algorithmica 83 (2021), 3059–3107.

[18] Benjamin Doerr, Carola Doerr, and Timo Kötzing. 2015. Unbiased Black-Box
Complexities of Jump Functions. Evolutionary Computation 23 (2015), 641–670.

[19] Benjamin Doerr and Edda Happ. 2008. Directed trees: A powerful representa-
tion for sorting and ordering problems. InCongress on Evolutionary Computation,
CEC 2008. IEEE, 3606–3613.

[20] Benjamin Doerr, Nils Hebbinghaus, and Frank Neumann. 2007. Speeding Up
Evolutionary Algorithms through Asymmetric Mutation Operators. Evolution-
ary Computation 15 (2007), 401–410.

[21] Benjamin Doerr and Daniel Johannsen. 2007. Adjacency list matchings: an ideal
genotype for cycle covers. In Genetic and Evolutionary Computation Conference,
GECCO 2007. ACM, 1203–1210.

[22] Benjamin Doerr, Christian Klein, and Tobias Storch. 2007. Faster evolutionary
algorithms by superior graph representation. In Foundations of Computational
Intelligence, FOCI 2007. IEEE, 245–250.

[23] Benjamin Doerr, Huu Phuoc Le, Régis Makhmara, and Ta Duy Nguyen. 2017.
Fast genetic algorithms. In Genetic and Evolutionary Computation Conference,
GECCO 2017. ACM, 777–784.

[24] Benjamin Doerr and Frank Neumann (Eds.). 2020. The-
ory of Evolutionary Computation—Recent Developments in
Discrete Optimization. Springer. Also available at
https://cs.adelaide.edu.au/~frank/papers/TheoryBook2019-selfarchived.pdf.

[25] Benjamin Doerr and Amirhossein Rajabi. 2022. Stagnation detection meets fast
mutation. In Evolutionary Computation in Combinatorial Optimization, EvoCOP
2022. Springer, 191–207.

[26] Benjamin Doerr andWeijie Zheng. 2021. Theoretical analyses of multi-objective
evolutionary algorithms on multi-modal objectives. In Conference on Artificial
Intelligence, AAAI 2021. AAAI Press, 12293–12301.

[27] Stefan Droste, Thomas Jansen, and Ingo Wegener. 2002. On the analysis of the
(1+1) evolutionary algorithm. Theoretical Computer Science 276 (2002), 51–81.

[28] A. E. Eiben and J. E. Smith. 2015. Introduction to Evolutionary Computing (2nd
ed.). Springer.

[29] Tobias Friedrich, Andreas Göbel, Francesco Quinzan, and MarkusWagner. 2018.
Heavy-tailed mutation operators in single-objective combinatorial optimization.
In Parallel Problem Solving from Nature, PPSN 2018, Part I. Springer, 134–145.

[30] Tobias Friedrich, Francesco Quinzan, and Markus Wagner. 2018. Escaping large
deceptive basins of attraction with heavy-tailed mutation operators. In Genetic
and Evolutionary Computation Conference, GECCO 2018. ACM, 293–300.

[31] Tomas Gavenciak, Barbara Geissmann, and Johannes Lengler. 2019. Sorting by
swaps with noisy comparisons. Algorithmica 81 (2019), 796–827.

[32] Václav Hasenöhrl and Andrew M. Sutton. 2018. On the runtime dynamics of
the compact genetic algorithm on jump functions. In Genetic and Evolutionary
Computation Conference, GECCO 2018. ACM, 967–974.

[33] Thomas Jansen. 2013. Analyzing Evolutionary Algorithms – The Computer Sci-
ence Perspective. Springer.

[34] Thomas Jansen and IngoWegener. 2002. The analysis of evolutionary algorithms
– a proof that crossover really can help. Algorithmica 34 (2002), 47–66.

[35] Moritz Mühlenthaler, Alexander Raß, Manuel Schmitt, and Rolf Wanka. 2021.
Exact Markov chain-based runtime analysis of a discrete particle swarm op-
timization algorithm on sorting and OneMax. Natural Computing (2021).
https://doi.org/10.1007/s11047-021-09856-0

[36] Samadhi Nallaperuma, Frank Neumann, and Dirk Sudholt. 2017. Expected fit-
ness gains of randomized searchheuristics for the traveling salesperson problem.
Evolutionary Computation 25 (2017), 673–705.

[37] Frank Neumann. 2008. Expected runtimes of evolutionary algorithms for the
Eulerian cycle problem. Computers & OR 35 (2008), 2750–2759.

[38] Frank Neumann and CarstenWitt. 2010. Bioinspired Computation in Combinato-
rial Optimization – Algorithms and Their Computational Complexity. Springer.

[39] Francesco Quinzan, Andreas Göbel, MarkusWagner, and Tobias Friedrich. 2021.
Evolutionary algorithms and submodular functions: benefits of heavy-tailedmu-
tations. Natural Computing 20 (2021), 561–575.

[40] Amirhossein Rajabi and Carsten Witt. 2020. Self-adjusting evolutionary algo-
rithms for multimodal optimization. In Genetic and Evolutionary Computation
Conference, GECCO 2020. ACM, 1314–1322.

[41] Amirhossein Rajabi and CarstenWitt. 2021. Stagnation detection in highly mul-
timodal fitness landscapes. In Genetic and Evolutionary Computation Conference,
GECCO 2021. ACM, 1178–1186.

[42] Jonathan E. Rowe and Aishwaryaprajna. 2019. The benefits and limitations of
voting mechanisms in evolutionary optimisation. In Foundations of Genetic Al-
gorithms, FOGA 2019. ACM, 34–42.

[43] Günter Rudolph. 1997. Convergence Properties of Evolutionary Algorithms. Verlag
Dr. Kovǎc.
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A OMITTED PROOFS

Proof of Lemma 6.2. For the number of cycles to change, by ap-
plying : transpositions, at least 2 elements among the 2: elements
which appear in the : transpositions have to be among the< de-
ranged ones. Otherwise, applying these : transpositions would ei-
ther lead to a permutation of inferior fitness or the cycle structure
would stay the same. Hence, an iteration modifies the number of
cycles with probability at most

∞∑
C=0

1

4 · :!

(
2:

2

) ( <

= − 1

)2
≤ 3

( <

= − 1

)2
,

where the sum was estimated already in the proof of Lemma 5.1.
�

Proof of Lemma 6.5. Denoting by =1, . . . , =A the lengths of
the different cycles, the exact probability for this event is ? =∑A

8=1 =8 (=8−1)

= (=−1)
. Hence it suffices to show that

∑A
8=1 =8 (=8 − 1) ≤

(=−A )(=−A +1). To this aim, note that 5 : RA → R; (=1, . . . , =A ) ↦→∑A
8=1 =8 (=8 − 1) is convex. Let 48 be the 8-th unit vector of the stan-

dard basis and 1 =
∑A
8=1 4A . Then (=1, . . . , =A ) =

∑A
8=1

=8−1
=−A (1+(=−

A )48 ). By the convexity of 5 , we have

5 (=1, . . . , =A ) = 5

(
A∑

8=1

=8 − 1

= − A
(1 + (= − A )48 )
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≤
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5 (1, . . . , 1, = − A + 1, 1, . . . , 1)

≤ (= − A )(= − A + 1)

A∑
8=1

=8 − 1

= − A

= (= − A )(= − A + 1). �

Proof of the lower bound in Theorem 6.7. For the lower
bound, let us suppose again that we start in �2, as this happens
with constant probability. Reaching the global optimum from any
point of �2 with @ ∈ [<..=] elements out of place demands a mu-
tation step operating on a set containing at least these @ elements.
Thus, a natural upper bound for the probability of this event is
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Since this bound holds for any permutation f in �2, the expected
time until reaching the global optimum from a permutationf in�2

is Ω((<!)2
(=
<

)
). Then, using the argument that the initial permuta-

tion is in�2 with constant probability, the unconditional expected
runtime is also Ω((<!)2

(=
<

)
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