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Abstract
We address in this work the question of identifying the failure conditions of a given image classifier. To do so, we exploit the
capacity of producing controllable distributions of high quality image data made available by recent Generative Adversarial
Networks (StyleGAN2): the failure conditions are expressed as directions of strong performance degradation in the generative
model latent space. This strategy of analysis is used to discover corner cases that combine multiple sources of corruption, and
to compare in more details the behavior of different classifiers. The directions of degradation can also be rendered visually by
generating data for better interpretability. Some degradations such as image quality can affect all classes, whereas other ones
such as shape are more class-specific. The approach is demonstrated on the MNIST dataset that has been completed by two
sources of corruption: noise and blur, and shows a promising way to better understand and control the risks of exploiting
Artificial Intelligence components for safety-critical applications.
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1. Introduction

Trustworthy AI
Artificial Intelligence (AI) is getting every year more ma-
ture with potential applications to real world problems,
and possibly to safety critical systems. Machine Learning
(ML) is one of the most prominent set of AI techniques
used to design predictive functions, especially for high
dimensional inputs such as image, video, text or sound
and generally involves Deep Neural Networks (DNN),

The exploitation of ML techniques introduces new is-
sues to ensure safety and trustworthiness when designing
or integrating AI based components: data quality assess-
ment, robustness to adversarial perturbations, formal
verification of DNNs, explainability, DNN calibration, etc.
These research actions are complemented by the produc-
tion of a large number of position papers and reports
produced by academic, industrial and government orga-
nizations or working groups (ISO, SAE, NHTSA, EASA,
HLEG of EU, DEEL, etc.); one of the main objectives
of which is to renew certification standards so that the
various phases of an industrial process (specification, de-
sign, validation & verification, deployment, integration,
operation, versioning, etc.) can accommodate AI.
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In spite of all this on-going activity, the available de-
sign tools have difficulty to master with an acceptable
level of trustworthiness the complexity of AI-ML com-
ponents for real-world safety-critical applications. The
work presented in this paper contributes to better un-
derstand the behavior of an AI-ML component, and to
identify the measurable and/or verifiable conditions in-
fluencing success or failure. Its long-term motivation is
to close the loop between the specification, design and
testing steps by providing more refined analytical tools.
The target application domain is computer vision where
AI-ML techniques are now ubiquitous.

Characterizing AI components
Knowing on what conditions, or with what probability,
a given component may fail is a key information for
designing reliable systems.

When it comes to AI-ML, a classical approach to an-
alyze a given algorithm is to build a test dataset, often
a split from a large dataset, and compute performance
indicators measuring the discrepancy between the ideal
and actual predictions (accuracy, precision/recall, area
under the ROC curve, etc.)

A pure data-driven strategy to characterize the in-
tended function and the good or undesired behaviors
of an AI-ML component raises several issues. (1) most of
the usual performance indicators are global statistics and
cannot express in a fine grained way the algorithm behav-
ior: they can be used to rank competing solutions – this
is currently done in academic benchmarks – but are not
able to identify what are their specific failure conditions,
i.e. on what kind of input an algorithm is good or bad
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Figure 1: An illustration of the approach. Starting from the latent space 𝒮 of StyleGAN, we generate a population of images.
The images are classified and the information on classification success is added in the space 𝒮 , where we find the dimensions
discriminating well-classified vs. mis-classified images. These dimensions can then be used to visually render the corresponding
influential attributes.

compared to others. (2) it is difficult to gather all the good
and bad operating conditions into one data set. There
have been some attempts to describe rather exhaustively
the possible hazards to families of algorithms [1], but
what these attempts in fact revealed was the complexity
to master. Test dataset replication experiences have also
shown that for high dimensional data, performance mea-
sures can have large variance [2, 3]. (3) typical causes
of performance degradation of AI-ML components such
as distributional shift [4] and instability to small per-
turbations [5, 6] are difficult to catch with a single test
dataset.

Another approach to characterize a given component,
inspired by software engineering practices, is to define
a testing strategy “designed to reveal machine learning
bugs” [7]. For instance, [8] exploits a concept of neuron
coverage inspired by test coverage in traditional software
testing, to detect erroneous inputs.

In our approach, we propose to combine these two dif-
ferent strategies, data-driven evaluation and testing, in
order to characterize the behavior of a given function: we
identify the influential causes of performance degrada-
tion by evaluating the performance on sets of generated
data that sample various data attributes, corruption or
nuisance.

Generative models to explore data space
Designing a probabilistic model in high dimensional data
space such as image, video or sound, able to faithfully
account for their diversity and informative features is a
difficult (impossible?) objective. Generative models such
as GANs [9] or generative invertible flows [10] is a series
of ML techniques that provides means to give access to
such a distribution by direct sampling. What is learned
is not the parameters of the probability density but the
parameters of a sampling process able to generate data

that mimic a given random distribution.
GANs exploit a representational latent space that can

be sampled from a known low-dimension distribution,
often Gaussian, that is expected to encode enough infor-
mation to generate complete images. Generation is then
produced by a decoding network that is learned from tar-
get data samples. Recent approaches [11, 12, 13] are now
able to generate high quality high dimension data, with
a photo realistic rendering when applied to images, and
with good diversity and fidelity levels. One possible ap-
plication of generative models for safety objectives is to
augment data for testing various operational conditions
as in [14].

The latent space can also be used as a way to con-
trol the generation process, for instance to edit images
[15, 16, 17]. When correctly disentangled, the latent space
can be interpreted as a representation space where each
dimension encodes some interpretable visual attribute
[16, 18]. In the case of face image generation, these at-
tributes could be hairstyle, head orientation, eye color,
glasses, etc. Navigating in the representational latent
space can also be used to identify the attributes that char-
acterize best a given class [19].

Main contributions
We show how to exploit generative models to finely an-
alyze the behavior of classifiers with high dimensional
input in order to:

• identify influential directions of performance
degradation that can be expressed both in the
data space and in a latent feature space of a gen-
erative model;

• discover corner cases by exploring the directions
of degradation in the latent feature space;

• compare classifier performance on influential
data features.



Figure 2: Samples of real corrupted data (top row) vs. gener-
ated data (bottom row)

We focus in this paper on image classification as one of
the paradigmatic decision problems of computer vision
with object detection and semantic segmentation, and il-
lustrate our method on a corrupted version of the MNIST
dataset [20] .

2. Proposed approach
The proposed approach is illustrated in Figure 1, where
we explore how the latent space of a generative model
differentiates between data that are well and poorly clas-
sified by a given classifier. In the following, we will briefly
describe the chosen generative model and its latent space
structure (Section 2.1); explain how to find the dimen-
sions of the latent space that differentiate well-classified
from mis-classified data (Section 2.2); describe how to
manipulate images to visualize the attributes (Section
2.3); and see how we can estimate the accuracy of the
classifier conditionally to the location of the data in the
latent space (Section 2.4).

2.1. Resources
The current work is mainly based on two resources and
objects that we present upstream in the two next subsec-
tions. They represent the theoretical and necessary tools
allow us to better detail our proposed approach.

2.1.1. Classifier and data

The first input to our approach is a learned image clas-
sifier to be analyzed. We assume that we have access
to its architecture and weights (“white box”). We also
overcome what is the domain of application (handwritten
digits, faces, indoor scenes, etc.), and have a correspond-
ing dataset available, not necessarily used for learning
the classifier.

2.1.2. Generative model

The second ingredient of our approach is a generative
model that can be controlled meaningfully. In our work,
we used the StyleGAN2 model [21] for a few reasons:
the quality of generated data, its scalability to complex

(a) t-SNE in 𝒵 (b) t-SNE in 𝒲 (c) t-SNE in 𝒮

Figure 3: t-SNE of generated samples in different latent
spaces. 𝒵 does not encode the class as class information
is concatenated to latent codes 𝑧 to form the input of the
conditional generator, and does not clearly differentiate well-
classified from mis-classified samples. 𝒲 and 𝒮 are able to
separate the classes (the 10 clusters) and well-classified from
mis-classified samples, 𝒮 doing it better than 𝒲 .

datasets, and the various levels of latent spaces. Indeed,
three different latent spaces can be considered. The first
latent space, 𝒵 , is typically normally distributed like
many GANs and is the initial input space of the gener-
ator. Samples z ∈ 𝒵 are forwarded to the intermediate
latent space 𝒲 using fully connected layers, resulting in
a more disentangled representation than 𝒵 [22]. Using
learned affine transformations, samples w ∈ 𝒲 are spe-
cialized into styles that scale the convolution weights for
each feature map for each layer of the generator. A gen-
erated image is the result of an initial learned constant
tensor that is up-sampled and transformed by residual
convolution layers that are modulated by the style vector.
Images are generated from the style vector s by the gen-
erator 𝐺(s). The space of styles, called StyleSpace, shows
a high degree of disentanglement [16]. This latent space
𝒮 encodes distinct visual attributes along its dimensions
and is typically used for image editing. To give an idea of
the complexity of the generative model, in the original
StyleGAN2 version that generates images of size 10242,
𝒵 and 𝒲 have 512 dimensions, 𝒮 has 9088 dimensions,
and the initial constant tensor has a size of 42 with 512
channels.

2.2. Finding influential dimensions in the
latent space

The dimensions of the latent StyleSpace 𝒮 are expected
to encode image attributes, such as shape, thickness, ori-
entation and noise, in a rather disentangled way. We
exploit this property to define a simple search method
able to identify the most influential dimensions regarding
the accuracy of a given classifier.

Gradient based approach The proposed strategy
ranks the dimensions according to the gradient of the
classifier output with respect to the StyleSpace input.
The idea is to score each dimension based on its ability



to lower the output score of the true class. More pre-
cisely, for each sample s in the StyleSpace, for which
we know the true class, we generate the corresponding
image x = 𝐺(s), and then classify it according to 𝐶(x).
Then we compute the gradient with respect to the di-
mension 𝑗 in the style space of the 𝑖-th classification
output: ∇𝑠𝑗 (𝐶𝑖(𝐺(s)), where 𝑖 is the index of the true
class encoded by s. The gradient can be computed exactly
by using an autograd algorithmic differentiation pro-
vided in standard Deep Learning software environments
– both the classifier and the generator being available
in such framework. We compute the average gradient
over a population of data as the score used to rank the
dimensions.

Global and class based analysis Not all classes be-
have similarly when corrupted. For instance, a 1 digit,
usually written as a single stroke, is more easily identified
than a 3, which can be mis-classified as an 8 when there
is noise. The impact of corruption potentially depends
on the class.

Our approach to compute influential directions rely
on an average over a population. This population can
be global or conditioned by the class, allowing a class
conditional or global discovery of influential directions.

2.3. Image manipulation and corner cases
Starting from an image where the latent space represen-
tation – the style vector – is known, we can modify this
representation to generate a modified image. In fact, once
the influential dimensions are computed (see Section 2.2
above) and if we change the values of the style vector
for those dimensions, then we modify the corresponding
visual attributes for the generated image. Generating
data that follow a high performance degradation is a sim-
ple heuristic: (1) we start from a given point s0 in the
StyleSpace, (2) we increment the influential dimension
by a given amount, and (3) we monitor the sign of the
increment being given by the sign of the gradient. Note
that the starting point s0 for exploration can be any point
in the StyleSpace: it can be a “true” style, computed by
mapping to 𝒮 a random z sampled in the input latent
space 𝒵 , or any other point directly sampled in 𝒮 , for
instance, an average of a given population of s data. We
will use in the experiments (section 3) an “average” digit
in the StyleSpace computed as the mean over a class
conditional population.

This data space exploration along influential dimen-
sions allows also the discovery of corner cases defined as
the smallest degradation that shifts the classifier output
from good to bad classification. The experiments in 3
will show several examples of corner cases discovered by
this approach.

(a) Top dimensions

(b) Random dimensions

Figure 4: (a) Histograms of values for the top 3 dimensions of
𝒮 that discriminate the most between well-classified and mis-
classified images after generation. For those top dimensions
it is clear that latent codes resulting in well-classified and
mis-classified images follow different distributions.
(b) Histogram of values for 3 random dimensions of 𝒮 . For
those dimensions, no difference is visible between the well-
classified and mis-classified distributions.

2.4. Accuracy conditioned by latent space
We can also use the latent space to understand better
the classifier accuracy. In Section 2.2 we described how
to find influential dimensions in the latent space. The
data along those dimensions thus potentially correlates
with the classifier accuracy. A classifier can be charac-
terized globally by its accuracy decrease when fed by
various amount of corruption produced by moving in the
StyleSpace along influential dimensions. The decreasing
slope characterizes globally the resilience to corruption
of a classifier and can be used for comparison.

3. Results

3.1. Implementation
We used the MNIST dataset [20] to evaluate our approach.
More precisely, we augmented the original data by intro-
ducing corruptions to simulate poor-quality data acquisi-
tion that may have an influence on class prediction. In
particular, we chose Gaussian Noise and Gaussian Blur
from [23] because they have a significant impact on clas-
sification accuracy for a classifier trained on clean data.
Data are corrupted in the following way: the first half
of the dataset remains clean, and the second half is first
blurred (with a severity level randomly chosen between 1,
2 and 3), and noise is added (with a severity level also ran-
domly chosen between 1, 2 and 3). It ensures that most
of the samples remain visually recognizable. Random
samples are shown in Figure 2.



Figure 5: Illustration of the degradation evolution starting
from the same original image for the ten most influential
dimensions. Each column represents one of the top ten influ-
ential dimensions; each line represents a different shift value
(which also varies per dimension). More specifically, a shift
reference value is defined for each dimension as the value that
makes the classifier output equal to 0.50 for the correspond-
ing generated image, and each line represents a fraction of the
dimension-specific shift reference value, written on the left
as progress. Above the images are displayed the StyleSpace
dimension index, an arrow representing the direction to follow
(augment or reduce the value), and the classifier output for
the true class.

The StyleGAN2 generative models contains three dif-
ferent latent spaces. It is generally admitted that the
so-called StyleSpace 𝒮 is a more disentangled represen-
tation space. We found that the well-classified and mis-
classified samples are better separated in this space, even
though the generation was not constrained in any way
by the classifier. We can visualize this in Figure 3 by
using t-SNE projection [24].

After training on corrupted data, the classifier (a sim-
ple Convolutional Neural Network) reaches an accuracy
of 97% on the test data. The metric used to quantify the
performance of the generative model is the Fréchet Incep-
tion Distance (FID) [25]. The generative model trained
on corrupted data reaches an FID of 1.63 (computed by
comparing 50𝑘 generated images, unfiltered and without
using truncation, to the 60𝑘 images of the whole training
dataset). This low value means a high generation quality.
A few samples are shown in Figure 2 demonstrating the
capacity of the generative model to encode various levels
and nature of corruption.

(a) Compare classifiers

(b) Compare classes

Figure 6: Classifier accuracy decreases when samples are far
from the well-classified center in the latent space.
(a) The classifier trained on clean data is less robust to corrup-
tions: its accuracy decreases faster than the classifier trained
on corrupted data.
(b) (Using the classifier trained on corrupted data.) The robust-
ness depends on the class. For instance, predicting correctly
3, or 9 is harder than 0 or 7. The lower start for the curve of
all classes can be explained by the fact that the well-classified
center cannot work as well for all classes that for one class (we
remind that the center and dimensions vary for each curve).

3.2. Influential dimensions
We apply the method described in 2.2 to rank dimen-
sions in the learned StyleSpace. In order to verify that
several dimensions have a bigger impact to performance
than others, we computed the histograms of the two pop-
ulations 𝑆𝑚𝑖𝑠 and 𝑆𝑤𝑒𝑙𝑙 on each dimension. Figure 4
depicts a selection of histograms. We see that the values
for the top dimensions follow different distributions for
well-classified vs. mis-classified images, whereas random
dimensions do not discriminate, meaning that the corre-
sponding style attribute does not influence performance.

Figure 5 shows the impact of manipulating the latent
codes by shifting values along the most influential di-
mensions. Each column represents one of the top ten
influential dimension and each line represents a different
shift value. We clearly observe various types of image
corruption that can be interpreted a posteriori when in-
creasing the shift value: the first three dimensions seem
to introduce more noise, dimensions 4, 5 and 10 deform
the original shape, dimension 9 lowers the intensity, di-



Figure 7: Illustration of corner cases found for each class.
By starting from the average image in StyleSpace for the
class, we manipulate its latent code in one of the top ten
influential dimensions until the classifier shifts its prediction
(softmax probability for the given class falls to 0.50). Above
the images are displayed the StyleSpace dimension index, an
arrow representing the direction to follow (augment or reduce
the value), and the classifier output for the true class.

mensions 6, 7 and 8 introduce partial occlusions. Using
a generative model allows a large corruption vocabu-
lary, and in particular allows shape deformation, a capac-
ity that is not available in filter-based frameworks like
Imagenet-C [23].

The last three lines of Figure 5 show images corre-
sponding to a steep decrease of the classifier output score
(from 1.0 to 0). This is where the class prediction shifts
and where the generated image can be considered as a
corner case (see section 3.4).

3.3. Accuracy in the latent space
As explained in Section 2.4, we can look at the classifier
accuracy evolution when fed with populations of various
corruption levels sampled in the StyleSpace. Figure 6
shows this evolution on two different classifiers. The ac-
curacy degradation is representative of the robustness to
corruptions of a classifier: the classifier trained on clean
data sees its accuracy decrease faster than the classifier

trained on corrupted data. It also shows that it depends
on the class: some classes are more difficult to predict
than others.

Using most or all dimensions of 𝒮 to compute the
distance makes the curve not monotonically decreasing.
It is better to use fewer dimensions, e.g. 100, as it makes
the accuracy curve decrease faster and monotonically.
To make the curve clearer, we filtered out samples at
too high distance values, where the generation quality
decreases and the lower number of samples degrades the
accuracy computation .

3.4. Identification of corner cases
The identification of corner cases, as described in section
2.3, is illustrated for the 10 classes in figure 7. For each
class, we illustrate the impact of the 10 most influential
dimensions separately, where the first column represents
the average image of each class, and the ten following
columns represent the result of corrupted image for one
single dimension. Dimensions are selected among the
most influential ones, by skipping those with no effect on
the classification. It can be seen from the figure that visual
results of corner cases are specific for each class. Then,
if we compare the digits 4 and 3, we can see that corner
cases of the digit 4 are built by noise adding or structure
deformation, whereas the construction of corner cases
of the digit 3 are characterized by class switching, into
digits 8, 1 and 5.

It is important to highlight that the obtained results
from figure 7 are showing the impact of each single di-
mension by keeping all other dimensions in their optimal
values (average image). The manipulation of a large set of
dimensions could combine several types of degradation
and allow the identification of new corner cases.

4. Conclusion and perspectives
The current work addresses a relationship between data
quality and model performance by exploring the latent
feature space of a generative model. Indeed, using our
approach, we are able to identify the influential direc-
tions which deteriorate the classifier performances and
discover corner cases in this space. The proposed ap-
proach is based on ranking the latent space dimensions
using the classifier output gradient with respect to the
StyleSpace input.

Our results show the impact and the influence of each
identified direction in terms of performance degradation
on the classifier. These identified directions, separately or
jointly, allow a visual account of the degradation which
could help in the interpretability and explainability of
deep learning classifiers.



Despite the first promising conclusions of this work,
our approach has been demonstrated only for generated
and synthetic images. Its application to real data requires
a capacity to encode – or invert – any data in the latent
space [26], to be able to apply the degradation encoded
by the influential directions.

Another perspective, is to evaluate our approach on
more complex data to identify other types of degradation
attributes. Recent works on image manipulation show
that visual attributes can be controlled for more complex
images [16, 18, 15, 17] and that generative models can be
applied to larger datasets such as ImageNet [27]. Those
two advances indicate the possibility of scaling-up our
approach.

Acknowledgments
This work has been supported by the French government
under the "Investissements d’avenir” program, as part of
the SystemX Technological Research Institute.
This work was granted access to the HPC/AI resources
of IDRIS under the allocation 2022-AD011013372 made
by GENCI.

References
[1] O. Zendel, M. Murschitz, M. Humenberger,

W. Herzner, How Good Is My Test Data? Intro-
ducing Safety Analysis for Computer Vision, In-
ternational Journal of Computer Vision 125 (2017)
95–109.

[2] L. Engstrom, A. Ilyas, S. Santurkar, D. Tsipras,
J. Steinhardt, A. Madry, Identifying Statistical Bias
in Dataset Replication, in: Proceedings of the
37th International Conference on Machine Learn-
ing, PMLR, 2020, pp. 2922–2932.

[3] B. Recht, R. Roelofs, L. Schmidt, V. Shankar, Do
ImageNet Classifiers Generalize to ImageNet?, in:
Proceedings of the 36th International Conference
on Machine Learning, PMLR, 2019, pp. 5389–5400.

[4] P. W. Koh, S. Sagawa, H. Marklund, S. M. Xie,
M. Zhang, A. Balsubramani, W. Hu, M. Yasunaga,
R. L. Phillips, I. Gao, T. Lee, E. David, I. Stavness,
W. Guo, B. A. Earnshaw, I. S. Haque, S. Beery,
J. Leskovec, A. Kundaje, E. Pierson, S. Levine,
C. Finn, P. Liang, WILDS: A Benchmark of in-
the-Wild Distribution Shifts, arXiv:2012.07421 [cs]
(2021). arXiv:2012.07421.

[5] N. Akhtar, A. Mian, N. Kardan, M. Shah, Advances
in Adversarial Attacks and Defenses in Computer
Vision: A Survey, IEEE Access 9 (2021) 155161–
155196. doi:10.1109/ACCESS.2021.3127960.

[6] J. Li, Y. Liu, T. Chen, Z. Xiao, Z. Li, J. Wang, Ad-
versarial Attacks and Defenses on Cyber–Physical

Systems: A Survey, IEEE Internet of Things Jour-
nal 7 (2020) 5103–5115. doi:10.1109/JIOT.2020.
2975654.

[7] J. M. Zhang, M. Harman, L. Ma, Y. Liu, Ma-
chine Learning Testing: Survey, Landscapes and
Horizons, IEEE Transactions on Software Engi-
neering 48 (2022) 1–36. doi:10.1109/TSE.2019.
2962027.

[8] K. Pei, Y. Cao, J. Yang, S. Jana, Deepxplore: Auto-
mated whitebox testing of deep learning systems,
in: Proceedings of the 26th Symposium on Operat-
ing Systems Principles, ACM, 2017, pp. 1–18.

[9] I. J. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu,
D. Warde-Farley, S. Ozair, A. Courville, Y. Bengio,
Generative adversarial networks, 2014. URL: https:
//arxiv.org/abs/1406.2661. doi:10.48550/ARXIV.
1406.2661.

[10] D. P. Kingma, P. Dhariwal, Glow: Generative Flow
with Invertible 1x1 Convolutions, in: Advances in
Neural Information Processing Systems, volume 31,
Curran Associates, Inc., 2018.

[11] Z. Wang, Q. She, T. E. Ward, Generative Adversar-
ial Networks in Computer Vision: A Survey and
Taxonomy, ACM Computing Surveys 54 (2021)
37:1–37:38. doi:10.1145/3439723.

[12] A. Jabbar, X. Li, B. Omar, A Survey on Generative
Adversarial Networks: Variants, Applications, and
Training, ACM Computing Surveys 54 (2021) 157:1–
157:49. doi:10.1145/3463475.

[13] D. Saxena, J. Cao, Generative Adversarial Networks
(GANs): Challenges, Solutions, and Future Direc-
tions, ACM Computing Surveys 54 (2021) 63:1–
63:42. doi:10.1145/3446374.

[14] M. Zhang, Y. Zhang, L. Zhang, C. Liu, S. Khurshid,
DeepRoad: GAN-Based Metamorphic Testing and
Input Validation Framework for Autonomous Driv-
ing Systems, in: 2018 33rd IEEE/ACM International
Conference on Automated Software Engineering
(ASE), 2018, pp. 132–142. doi:10.1145/3238147.
3238187.

[15] E. Härkönen, A. Hertzmann, J. Lehtinen, S. Paris,
Ganspace: Discovering interpretable gan con-
trols, in: H. Larochelle, M. Ranzato, R. Hadsell,
M. Balcan, H. Lin (Eds.), Advances in Neural
Information Processing Systems, volume 33,
Curran Associates, Inc., 2020, pp. 9841–9850. URL:
https://proceedings.neurips.cc/paper/2020/file/
6fe43269967adbb64ec6149852b5cc3e-Paper.pdf.

[16] Z. Wu, D. Lischinski, E. Shechtman, Stylespace anal-
ysis: Disentangled controls for stylegan image gen-
eration, 2020. URL: https://arxiv.org/abs/2011.12799.
doi:10.48550/ARXIV.2011.12799.

[17] H. Ling, K. Kreis, D. Li, S. W. Kim, A. Torralba,
S. Fidler, Editgan: High-precision semantic image
editing, in: M. Ranzato, A. Beygelzimer, Y. Dauphin,

http://arxiv.org/abs/2012.07421
http://dx.doi.org/10.1109/ACCESS.2021.3127960
http://dx.doi.org/10.1109/JIOT.2020.2975654
http://dx.doi.org/10.1109/JIOT.2020.2975654
http://dx.doi.org/10.1109/TSE.2019.2962027
http://dx.doi.org/10.1109/TSE.2019.2962027
https://arxiv.org/abs/1406.2661
https://arxiv.org/abs/1406.2661
http://dx.doi.org/10.48550/ARXIV.1406.2661
http://dx.doi.org/10.48550/ARXIV.1406.2661
http://dx.doi.org/10.1145/3439723
http://dx.doi.org/10.1145/3463475
http://dx.doi.org/10.1145/3446374
http://dx.doi.org/10.1145/3238147.3238187
http://dx.doi.org/10.1145/3238147.3238187
https://proceedings.neurips.cc/paper/2020/file/6fe43269967adbb64ec6149852b5cc3e-Paper.pdf
https://proceedings.neurips.cc/paper/2020/file/6fe43269967adbb64ec6149852b5cc3e-Paper.pdf
https://arxiv.org/abs/2011.12799
http://dx.doi.org/10.48550/ARXIV.2011.12799


P. Liang, J. W. Vaughan (Eds.), Advances in Neural
Information Processing Systems, volume 34, Cur-
ran Associates, Inc., 2021, pp. 16331–16345. URL:
https://proceedings.neurips.cc/paper/2021/file/
880610aa9f9de9ea7c545169c716f477-Paper.pdf.

[18] O. Patashnik, Z. Wu, E. Shechtman, D. Cohen-
Or, D. Lischinski, Styleclip: Text-driven manipu-
lation of stylegan imagery, 2021. URL: https://arxiv.
org/abs/2103.17249. doi:10.48550/ARXIV.2103.
17249.

[19] O. Lang, Y. Gandelsman, M. Yarom, Y. Wald, G. Eli-
dan, A. Hassidim, W. T. Freeman, P. Isola, A. Glober-
son, M. Irani, I. Mosseri, Explaining in style: Train-
ing a gan to explain a classifier in stylespace,
2021. URL: https://arxiv.org/abs/2104.13369. doi:10.
48550/ARXIV.2104.13369.

[20] Y. LeCun, C. Cortes, C. Burges, Mnist handwrit-
ten digit database, ATT Labs [Online]. Available:
http://yann.lecun.com/exdb/mnist 2 (2010).

[21] T. Karras, M. Aittala, J. Hellsten, S. Laine, J. Lehti-
nen, T. Aila, Training generative adversarial net-
works with limited data, 2020. URL: https://arxiv.
org/abs/2006.06676. doi:10.48550/ARXIV.2006.
06676.

[22] T. Karras, S. Laine, T. Aila, A style-based generator
architecture for generative adversarial networks,
2018. URL: https://arxiv.org/abs/1812.04948. doi:10.
48550/ARXIV.1812.04948.

[23] D. Hendrycks, T. Dietterich, Benchmarking neu-
ral network robustness to common corruptions
and perturbations, 2019. URL: https://arxiv.org/abs/
1903.12261. doi:10.48550/ARXIV.1903.12261.

[24] L. van der Maaten, G. Hinton, Visualizing data
using t-sne, Journal of Machine Learning Research
9 (2008) 2579–2605. URL: http://jmlr.org/papers/v9/
vandermaaten08a.html.

[25] M. Heusel, H. Ramsauer, T. Unterthiner, B. Nessler,
S. Hochreiter, Gans trained by a two time-scale
update rule converge to a local nash equilibrium,
Advances in neural information processing systems
30 (2017).

[26] W. Xia, Y. Zhang, Y. Yang, J.-H. Xue, B. Zhou,
M.-H. Yang, GAN Inversion: A Survey,
2022. doi:10.48550/arXiv.2101.05278.
arXiv:2101.05278.

[27] A. Sauer, K. Schwarz, A. Geiger, Stylegan-xl:
Scaling stylegan to large diverse datasets, arXiv
preprint arXiv:2202.00273 (2022).

https://proceedings.neurips.cc/paper/2021/file/880610aa9f9de9ea7c545169c716f477-Paper.pdf
https://proceedings.neurips.cc/paper/2021/file/880610aa9f9de9ea7c545169c716f477-Paper.pdf
https://arxiv.org/abs/2103.17249
https://arxiv.org/abs/2103.17249
http://dx.doi.org/10.48550/ARXIV.2103.17249
http://dx.doi.org/10.48550/ARXIV.2103.17249
https://arxiv.org/abs/2104.13369
http://dx.doi.org/10.48550/ARXIV.2104.13369
http://dx.doi.org/10.48550/ARXIV.2104.13369
https://arxiv.org/abs/2006.06676
https://arxiv.org/abs/2006.06676
http://dx.doi.org/10.48550/ARXIV.2006.06676
http://dx.doi.org/10.48550/ARXIV.2006.06676
https://arxiv.org/abs/1812.04948
http://dx.doi.org/10.48550/ARXIV.1812.04948
http://dx.doi.org/10.48550/ARXIV.1812.04948
https://arxiv.org/abs/1903.12261
https://arxiv.org/abs/1903.12261
http://dx.doi.org/10.48550/ARXIV.1903.12261
http://jmlr.org/papers/v9/vandermaaten08a.html
http://jmlr.org/papers/v9/vandermaaten08a.html
http://dx.doi.org/10.48550/arXiv.2101.05278
http://arxiv.org/abs/2101.05278

	1 Introduction
	2 Proposed approach
	2.1 Resources
	2.1.1 Classifier and data
	2.1.2 Generative model

	2.2 Finding influential dimensions in the latent space
	2.3 Image manipulation and corner cases
	2.4 Accuracy conditioned by latent space

	3 Results
	3.1 Implementation
	3.2 Influential dimensions
	3.3 Accuracy in the latent space
	3.4 Identification of corner cases

	4 Conclusion and perspectives

