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1.  Introduction
There is strong evidence that soil moisture plays a critical role in the evolution of climate (Seneviratne et al., 2010). 
For instance, at the seasonal scale, the GLACE project (Koster et al., 2006) revealed that soil moisture anomalies 
in the Northern Hemisphere, the Sahel and equatorial Africa can heavily affect seasonal values of precipitation 
and temperature (Koster, 2004). In Europe, soil moisture plays a role in the northward propagation of Medi-
terranean drought and in the occurrence of extreme summertime temperatures (Quesada et al., 2012; Zampieri 
et al., 2009); preexisting dry soil conditions are a necessary prerequisite for the occurrence of heat waves (Horton 

Abstract  We analyzed the influence of hillslope flow on projections of climate change by comparing two 
transient climate simulations with the IPSL climate model between 1980 and 2100. Hillslope flow induces 
a reorganization and increment of soil moisture (+10%), which increases evapotranspiration (+4%) and 
precipitation (+1%) and decreases total runoff (−3%) and air temperature (−0.1 °C) on an annual average 
over land for 1980–2010 when compared to simulation not representing hillslope flow. These changes in land/
atmosphere fluxes are not homogenous and depend on regional climate and surface conditions. Hillslope flow 
also influences climate change projections. On average over land, it amplifies the positive trend of soil moisture 
(+23%), evapotranspiration (+50%), and precipitation (+7%) and slightly attenuates global warming (−1%), 
especially for daily maximum air temperature. The role of hillslope flow in supporting surface/atmosphere 
fluxes is more evident at a regional scale. Where precipitation is projected to decrease, hillslope flow is shown 
to attenuate the related declines in evapotranspiration, precipitation, and total runoff, regardless of aridity 
conditions and mean air temperature. Where precipitation is projected to increase, hillslope flow amplifies 
evapotranspiration enhancement but attenuates the increase in precipitation and total runoff. Warming is 
generally attenuated, especially in semiarid and cold areas, and humid and warm/temperate regions, but the 
signal is weak. These results demonstrate the role of hillslope flow in enhancing water and energy fluxes 
between the surface and the atmosphere. They also suggest that including hillslope flow in climate models 
would weaken the projected intensification of hydrological extreme events.

Plain Language Summary  We analyze how the flows caused by topography, called hillslope 
flow, affect the evolution of climate using simulations from a climate model. Results show that hillslope flow 
increases soil moisture in the valleys. More soil moisture enhances evapotranspiration and precipitation and 
decreases total runoff and air temperature for the period 1980–2010. But the increase in water exchanges 
between land and atmosphere is not homogenous. In the future, hillslope flow amplifies positive trends of 
climate change for soil moisture, evapotranspiration and precipitation, while global warming is minimally 
slowed. The role of hillslope flow in sustaining exchanges of water and energy in the future is most evident in 
the regions. Where precipitation decreases in the future, evapotranspiration and precipitation declines are less 
intense when hillslope flow is included, and that is the case for the decline in total runoff as well. In regions 
where precipitation increases in the future, evapotranspiration increases faster, but precipitation and runoff 
increases slower. Effect of hillslope flow on warming is weak, but in general, the air warms up more slowly, 
especially in both semiarid/cold regions, and humid and warm/temperate regions. The results highlight the role 
of hillslope flows in increasing water exchange between the surface and atmosphere
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et al., 2016; Perkins, 2015). In the United States, irrigation-induced changes in soil moisture could help explain 
part of the modeling bias in summer temperature and precipitation (Al-Yaari et al., 2019; Barlage et al., 2021).

Further efforts in the GLACE-CMIP5 project analyzed the feedbacks of climate change and land-atmosphere 
coupling. Early results revealed that the projected decrease in soil moisture would result in a stronger decrease 
in evapotranspiration and precipitation and a higher increase in temperature at the end of the 21st century 
(Seneviratne et al., 2013). Other results pointed to feedback between decreasing soil moisture and land surface 
temperature, relative humidity, and precipitation, thus explaining an increase in aridity under climate change 
(Berg et al., 2016). By the end of the 21st century, in some regions, decreasing trends in soil moisture due to 
climate change can also lead to further increases in the intensity, frequency, and duration of temperature extremes 
and in dry precipitation extremes (Lorenz et al., 2016).

For land-atmosphere coupling, knowledge gaps exist regarding the effect of topography heterogeneity on energy 
and water fluxes between land and atmosphere. The topographic gradient induces a hillslope flow of surface water 
and groundwater between the upland area and the lowland valley (Fan et al., 2019), which can create a wetter 
riparian wetland (Fan & Miguez-Macho, 2011). The role of groundwater is especially important for hillslope 
flow, because groundwater is the largest continental reservoir (Gleeson et al., 2016), and its slow flow influences 
a longer soil moisture memory in areas with shallow water tables (Cuthbert et al., 2019; Gleeson et al., 2011; 
Martinez et al., 2016a, 2016b; Martínez-De La Torre & Miguez-Macho, 2019). In water-limited regions, wetter 
soil induced by groundwater increases evapotranspiration (ET) (Fan et al., 2019; Maxwell & Condon, 2016). 
Higher ET directly affects surface water and energy budgets and can lead to increased precipitation as response 
from the atmosphere (Lo & Famiglietti, 2011; Wang et al., 2018).

Modeling is a good option for disentangling the link between hillslope flow and land-atmosphere fluxes. 
Coupling a land surface model (LSM) to a general circulation model (GCM) allows us to explore the evolution of 
the land and atmospheric components at the global (Wang et al., 2018) and regional scales (Anyah et al., 2008; 
Campoy et al., 2013; Fan et al., 2007). In LSMs, the representation of groundwater storage and its contribution 
to river discharge is now commonly included, with multiple approaches from a simple reservoir to physically 
based representations with water table dynamics (Gleeson et al., 2021). If implemented at a high enough spatial 
resolution, the latter approaches allow one to explicitly simulate hillslope flow and its influence on soil mois-
ture heterogeneities, but they remain very rare in climate models, and only in regional ones (Anyah et al., 2008; 
Furusho-Percot et  al.,  2019). In coarse resolution LSMs classically coupled to atmospheric models, hillslope 
processes remain a challenge (Clark et al., 2015). Most attempts make use of the TOPMODEL formalism (Band 
et al., 1993; Beven & Kirby, 1979), either in a diagnostic mode (Gedney & Cox, 2003), or with a full coupling 
of subgrid water table depth distribution with the ones of soil moisture, runoff, and ET (Ducharne et al., 2000; 
Koster et al., 2000; Walko et al., 2000). These models, however, may overestimate the moistening of soils by 
capillary fluxes from the water table, as it is assumed to always be shallow in TOPMODEL (Beven et al., 2021; 
Gascoin et al., 2009). Interactions with deeper groundwater systems can also be described in climate models, 
usually via 1D capillary fluxes to the soil, which overlooks the modulations by small scale (subgrid) topography. 
The most comprehensive description of groundwater-soil moisture interactions in a global climate model is pres-
ently offered by the ISBA-CTRIP LSM (Decharme et al., 2019)), combining 2D horizontal groundwater flow 
between grid cells with vertical capillary rise in the fraction of each grid cell with the lowest elevation.

Therefore, the feedback of hillslope flow on climate change projections is not clear. Climate change, espe-
cially warming, is expected to have an impact on groundwater recharge and storage (Markovich et al., 2016; 
Smerdon, 2017; Wu et al., 2020). Such changes in groundwater storage and hillslope flow may support higher ET 
rates in transition zones between wet and dry climates for some time, but not indefinitely (Condon et al., 2020). 
However, the evidence provided is regional, and the modeling efforts overlook dynamical interactions with the 
atmosphere. Because land-surface coupling has an impact on the projection of climate change, the reorganization 
of soil moisture induced by hillslope flow may play a role in projections of some hydroclimatic variables on a 
global scale.

Here, we present evidence of the influence of hillslope flow on global climate change projections of hydrocli-
matic variables. We contrast the results of two transient land-atmosphere simulations for the period 1979–2100, 
one of which uses the default land surface representation of the ORCHIDEE LSM (Section 2.1.1), while the 
other includes a novel subgrid hillslope flow parameterization (Section 2.1.2). As described in Section 2.2, we 
use LMDZOR, the coupled land-atmosphere component of the IPSL-CM6 climate model from the Institut Pierre 
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Simon Laplace (Boucher et al., 2020; Cheruy et al., 2020). First, we focus the analysis on the historical period 
(1980–2010) to explore the effects of hillslope flow on yearly and seasonal average values in terms of both 
sensitivity and realism against observations (Section 3.1). We then explore the effect of hillslope flow on climate 
change trends, which we call hillslope flow modulation. To calculate the hillslope flow modulation, we first esti-
mate the long-term trend for each simulation during the 21st century; then the trend of the difference of the two 
simulations at the global scale in Section 3.2; and finally, the spatial distribution of the hillslope flow modulation 
in Section 3.3. To further analyze hillslope flow modulation at the regional scale, we use a simple climate clas-
sification inspired by the Köppen-Geiger and Thornthwaite classifications (Beck et al., 2018; Feddema, 2005) in 
Section 3.4. The latter allows for defining which regions are prone to hillslope flow modulation and what is the 
type of modulation in these areas. In Section 4, we discuss the main limitations of our results, and we close in 
Section 5 with the main conclusions and perspectives.

2.  Materials and Methods
2.1.  Description of the Land Surface Model

2.1.1.  ORCHIDEE-REF

ORCHIDEE (ORganizing Carbon and Hydrology in Dynamic EcosystEms) is a process-based model that 
describes the fluxes of mass, momentum, and heat between the surface and the atmosphere (Krinner et al., 2005). 
The version used here as a reference (called ORCHIDEE-REF in the following) corresponds to version 2.0, 
included in the IPSL-CM6 climate model for CMIP6 simulations and described in Cheruy et al. (2020), Boucher 
et al. (2020), and Tafasca et al. (2020). Here, we summarize the main characteristics of the model. In Section 2.1.2, 
we summarize the hillslope flow parametrization.

In each grid cell, vegetation is represented by a mosaic of up to 15 plant functional types (PFTs), including bare 
soil. Each PFT is characterized by a set of parameters (Boucher et al., 2020; Mizuochi et al., 2021), and fractions 
are described by the LUHv2 data set (Lurton et  al.,  2020). Plant phenology is controlled by the STOMATE 
module, which couples photosynthesis and the carbon cycle and computes the evolution of the leaf area index 
(LAI) (Krinner et al., 2005). It means that CO2 influences plant growth and phenology. PFTs are grouped into 
three soil columns according to their physiological behavior: high vegetation (forest, eight PFTs), low vegeta-
tion (grasses and crops, six PFTs), and bare soil. A separate water budget is calculated independently for each 
soil column, in order to prevent forest PFTs from depriving the other PFTs of soil moisture but within each soil 
column, the uptake of water for transpiration considers the root distribution of the corresponding PFT (de Rosnay 
et al., 2002). In contrast, the energy balance is calculated for the whole grid cell (Boucher et al., 2020).

Evapotranspiration is represented by a classical bulk aerodynamic approach with four subfluxes: snow subli-
mation, interception loss, bare soil evaporation, and transpiration. The first two proceed at potential rates and 
originate from the snow-covered area and from the PFT fraction effectively covered by foliage. Bare soil evapo-
ration is limited by upward water diffusion. Transpiration originates from the PFT fractions effectively covered 
by foliage, with no intercepted water, and is controlled by stomatal resistance, which depends on soil moisture 
and vegetation parameters.

Vertical soil water flow is represented by a 1-D Richards equation (Figure 1a) coupled to a mass balance (de 
Rosnay et al., 2002), and soil depth is set to 2 m, here discretized into 22 layers to finely model lower layers 
implicated in drainage (Campoy et al., 2013; Wang et al., 2018). Surface infiltration is limited by the hydraulic 
conductivity of surface layers and is represented by a sharp wetting front based on the Green and Ampt model 
(D’Orgeval et al., 2008; Tafasca et al., 2020). The resulting increase in top soil moisture is delivered to the Rich-
ards redistribution scheme as a boundary condition, while the lower one consists in free drainage equal to the 
hydraulic conductivity of the deepest node. Lateral fluxes between cells are neglected (Campoy et al., 2013; de 
Rosnay et al., 2002).

Soil is assumed to be homogeneous inside every grid cell and represented by the dominant USDA soil texture, 
as taken from the Zobler (1986) map. Soil parameters are a function of the soil texture, following Carsel and 
Parrish (1988), while the unsaturated values of hydraulic conductivity and diffusivity depend on soil moisture 
using the Van Genuchten-Mualem model (Mualem,  1976; van Genuchten,  1980). Even if the soil texture is 
assumed to be uniform inside every grid cell, the saturated hydraulic conductivity decreases with depth, following 
D’Orgeval et al. (2008).
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The routing scheme (Figure 1a) transfers surface runoff and drainage from land to the ocean through a cascade of 
linear reservoirs (Guimberteau et al., 2012; Ngo-Duc et al., 2007). Each grid cell is split into subbasins accord-
ing to a flow direction map based on the work of Vörösmarty et al. (2000), enhanced over the polar regions by 
Oki et al. (1999) with a resolution of 0.5°. Every subbasin includes three reservoirs (Figure 1a), corresponding 
to groundwater, overland storage, and stream storage, with decreasing residence times (Ngo-Duc et al., 2007). 
The groundwater reservoir collects drainage from the soil column, while the overland reservoir collects surface 
runoff. There is no feedback from these two reservoirs on soil moisture. In particular, there is no capillary rise 
from the groundwater reservoir, so that groundwater cannot influence the atmosphere through the soil column. 
These two reservoirs are internal to each subbasin, and they both feed the stream reservoir, which also collects 
streamflow from the upstream subbasins, hence contributing to large-scale routing across subbasins and grid 
cells.

Eventually, the surface energy and water budget are computed at the same time step as the atmospheric model, 
that is, 15 min. We impose the same time step on the routing scheme for consistency with ORCHIDEE-HSL. In 
contrast, the carbon and plant phenology processes in STOMATE are solved with a daily time step.

Figure 1.  Schematization of the main hydrological fluxes in ORCHIDEE-REF (a) and ORCHIDEE-HSL (b), blue arrows represent surface and subsurface flows, 
orange arrows represent fluxes to the atmosphere. Map of lowland fraction from Tootchi et al. (2019) interpolated to ORganizing Carbon and Hydrology in Dynamic 
EcosystEms (ORCHIDEE) resolution (c), corresponding to 2.5 × 1.3° grid size.
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2.1.2.  ORCHIDEE-HSL

ORCHIDEE-HSL describes the effect of hillslope flow along topography at the subgrid scale. To this end, it intro-
duces a “lowland” fraction, which buffers the flow between the upland fraction and the river system (Figure 1b) 
and has its own water budget, while the remaining “upland” fraction behaves like the soil of the entire grid cell 
in the reference version. Surface runoff and drainage replenish overland and groundwater reservoirs, which now 
feed the lowland fraction instead of the stream reservoir, but if there is no lowland fraction within the grid cell, 
overland and groundwater flows pass directly to the river, as in ORCHIDEE-REF. The lowland fraction can thus 
be seen as a topographically driven riparian wetland (Fan & Miguez-Macho, 2011), fed by the convergence of 
both surface water and groundwater, with a potentially higher evapotranspiration than the upland fraction. It is 
worth noting that this approach is equivalent to the use of the representative hillslope concept (Fan et al., 2019; 
Swenson et al., 2019), and is suitable for large-scale modeling efforts with redistribution at subgrid scale, but 
not for high-resolution simulations, for which intercell flow (2D or even 3D) is necessary (Felfelani et al., 2021; 
Markovich et al., 2016).

In contrast to many LSMs describing topographically driven wetlands with a variable area, such as in 
TOPMODEL (Band et  al.,  1993; Beven & Kirby,  1979), we suppose here for simplicity that the lowland 
fraction remains constant in a grid cell, and only its soil moisture changes with time. In this framework, the 
lowland fraction is prescribed from a 500-m resolution global-scale wetland map recently designed for this 
purpose (Tootchi et al., 2019). It combines open-water and inundation imagery and high-resolution ground-
water modeling (Fan et al., 2013) and is interpolated to the ORCHIDEE resolution according to Section 2.2 
(Figure 1c).

Even if some vegetation types may be favored/prevented in lowland areas, this is overlooked due to the lack of 
guiding rules to do otherwise (Fan et al., 2019). Therefore, the lowland fraction has the same PFT composition 
as the upland fraction (and as the full grid cell in the reference configuration). A given PFT, however, undergoes 
weaker water stress in the wetter lowland fraction, which therefore produces higher transpiration and a higher 
LAI. Bare soil evaporation is also enhanced by the higher soil moisture in the lowland fraction.

In this fraction, the overland flow from the upland fraction is added to throughfall and snowmelt. Depending 
on soil moisture and hydraulic conductivity, the resulting amount of water can either infiltrate into the soil or 
produce surface runoff, which directly flows to the river. The flow from the groundwater reservoir is injected at 
the bottom of the soil column, which is supposed to be impermeable to vertical drainage, so that the deep layers 
can gradually saturate, thus forming a water table that drains horizontally to the stream reservoir as baseflow. The 
water table is practically defined as the top of the uppermost saturated soil layer when starting from the imper-
meable soil bottom. If the whole soil column becomes saturated, the excess water will add to surface runoff and 
flow into the river (Tootchi, 2019). The soil depth is kept at 2 m in the lowland fraction, and it is discretized into 
22 layers (with increasing height from 1 mm in the top layer to 12.5 mm in the eighth layer and all layers below) 
to accurately simulate the water table depth and the overlying soil moisture gradients and resulting water fluxes 
according to the Richards equation (Campoy et al., 2013). This discretization is also imposed for consistency in 
the upland fraction and in the full grid cell of ORCHIDEE-REF.

Baseflow Qbase (mm/s) to the streams comes from the lowland fraction. Following Darcy's law, it originates from 
the saturated layers below the water table, and is given by a solution of the long-term linearized Boussinesq equa-
tion at the catchment scale (Brutsaert, 2005; Tootchi, 2019) in equivalent water depth:

𝑄𝑄𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 =

22
∑

𝑖𝑖=𝑤𝑤𝑤𝑤𝑤𝑤

𝑞𝑞𝑖𝑖 = 𝐸𝐸𝐹𝐹 ∗
𝜋𝜋2

4
∗
Δℎ

𝐵𝐵
∗

1

𝐵𝐵
∗

22
∑

𝑖𝑖=𝑤𝑤𝑤𝑤𝑤𝑤

Δ𝑧𝑧𝑖𝑖 ∗ 𝐾𝐾𝑖𝑖� (1)

where EF [–] is the exchange factor multiplied by 𝐴𝐴
𝜋𝜋2

4
 , which accounts for variations of hydraulic conductivity 

along horizontal direction, anisotropy and riverbed clogging, based on water table shape (Brutsaert, 2005). The 
term 𝐴𝐴

Δℎ

𝐵𝐵
 corresponds to the mean gradient along hillslopes in the lowland fraction. It depends on Δh [L], the height 

of water table above the bottom of the soil column, that is, 2 m depth, and on B [L], the mean aquifer breadth from 
the streams to the divides. This term is equal to 𝐴𝐴

1

2∗𝛿𝛿
 , where δ [L −1] is the drainage density in the lowland fraction, 

assumed here to be the same as in the entire grid cell by lack of specific information. The term Δzi ∗ Ki corre-
sponds to the layer transmissivity, dependent on the layer thickness Δzi [L] and the layer hydraulic conductivity 
Ki [L/T]. Finally wtl is the layer that contains the water table.
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Both higher values of the exchange EF factor and of the drainage density δ increase the baseflow rate: the former 
because it retains water in the lower zone for a shorter period, and the latter because it decreases the width of 
the aquifer, which facilitates the flow toward the river. In our simulation, EF is set equal to 1, and δ is set to 
0.535 × 10 −3 m −1, the average over the Seine river basin based on the global δ map of Schneider et al. (2017a).

2.2.  Coupled Simulation and Experiment Setup

The ORCHIDEE LSM is coupled to the LMDZ6A atmospheric model (Hourdin et al., 2020), as embedded in the 
IPSL-CM6A-LR climate model (Boucher et al., 2020). This land-atmosphere coupled model is often referred to 
as LMDZOR (Cheruy et al., 2020). Here, the resolution of LMDZOR is defined by 144 × 143 points in longitude 
and latitude, which correspond to 2.5 × 1.3°, respectively, and by 79 vertical levels. The sole difference in our 
simulations compared to the IPSL-CM6A-LR setup is that land cover is kept constant and representative of the 
early 21st century conditions (year 2000) and permafrost is turned off. It should be noted that these simulations 
exclude irrigation.

Two coupled simulations using LMDZOR were run for the period 1979–2100: the REF simulation, with no 
lowland representation, and the HSL simulation, which includes the subgrid representation of hillslope flow 
through a lowland fraction (Section 2.1.2). Spin up was conducted for each simulation to reach storage equi-
librium. The SST/SIC forcing data sets consist of bias-corrected values from a fully coupled (land-ocean-at-
mosphere) simulation by the CNRM-CM6-1 (Voldoire et al., 2019) climate model against observed data. The 
simulation was performed for ScenarioMIP (Tebaldi et al., 2021) under historical and SSP5-8.5 radiative forcing. 
The radiative forcing was set differently for historical (1979–2014) and future (2015–2100) periods: historical 
corresponds to observed values, while future corresponds to the shared socioeconomic pathway (SSP) SSP5-8.5 
(O’Neill et al., 2016)), selected to obtain a strong climate change signal.

3.  Results
3.1.  The Impact of Hillslope Flow on Historical Climate

In this section, yearly and seasonal mean values for the period 1980–2010 were compared for both simulations. 
The statistical significance of the mean difference between both simulations was assessed at each pixel with 
Student's t test at the confidence level of 5%.

Figure 2 shows the difference between REF and HSL simulations for annual averages covering the historical 
period (1980–2010). Hillslope flow increases soil moisture (SM) almost everywhere (Figure 2a), except in arid 
and semiarid areas where there are fewer lowland fractions and changes are not detected by the statistical test. 
Evapotranspiration (ET) is also enhanced (Figure 2b), but the increase is limited to moisture-limited regions 
(Seneviratne et al., 2010). Precipitation (P) increases, but the increment is weak and clustered in a few hotspots 
(Figure 2c). In particular, the inclusion of hillslope flow does not change the zonal distribution of P (Figure 
S1a in Supporting Information S1) or the positive P bias against observed data (for yearly and seasonal values), 
especially in the tropics. This bias impacts ET values (Figure S1b in Supporting Information S1), which tend 
to be excessive in the tropics as well. In areas with a positive P bias, hillslope flow does not enhance ET, as 
these regions are not water-limited but energy-limited, so there is no coupling between SM and ET (Seneviratne 
et al., 2010).

Total runoff (R) decreases in most zones (Figure 2d) as a result of ET enhancement, except in areas where P 
increases (R will increase if the P rise is greater than the ET rise). Mean air temperature (Tas, Figure 2e) cools 
down as a result of increased ET, with the exception of Alaska, where it increases, most likely linked to internal 
variability of the model. The cooling down signal is weak, −0.09 °C over land, and the correlation between ET 
enhancement and Tas cooling does not necessarily fit well (for instance, in the northwestern USA, the Sibe-
rian Far East, or the Caucasus). The average daily maximum temperature (Tasmax) shows a stronger cooling in 
magnitude over a wider area than Tas (Figure 2f). The impact on the Tasmax is linked to the cooling effect of ET 
and to changes in the soil thermal inertia (Cheruy et al., 2017). The control that soil moisture exerts on thermal 
inertia may explain the greater impact on the Tasmax compared to Tas, as well as an increase in the average daily 
minimum temperature (Tasmin, Figure S3 in Supporting Information S1). The increase in Tasmin as a result of 
wetter soil is due to a reduction in both surface temperature variability and nocturnal soil cooling.
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Figures 3a–3d show the differences between both simulations for boreal summer. During JJA, the ET increase is 
stronger than for yearly values (Figure 3a), with higher values in both the Northern and Southern Hemispheres. 
The statistical test does not detect any change in areas such as India (where there is an increment in yearly means), 
and there is a decrease in some tropical areas (e.g., the northern Amazonian basin) owing to a reduction in down-
welling radiation at the surface, which is consistent with the results from Wang et al. (2018). The P increment is 
also stronger during JJA (Figure 3b), especially in the Sahelian band, even if P decreases in small areas (such as 
in the Democratic Republic of Congo). R decreases (Figure 3c) following increases in ET, except in areas where 
the P rise counteracts the ET rise (e.g., in the transition areas between the Sahel and the wetter southern areas) 
or where ET decreases (north of South America). Tasmax cooling is stronger during boreal summer as well 
(Figure 3d) and fits well with areas where ET is enhanced, with the exception of the Siberian Far East and North 
China, where cooling down and ET enhancement do not match.

Comparisons of monthly climatological values are shown for Southern Hudson Bay (SHB, Figure 3e) in Canada 
and for Sahelian Sudanese Band (SSB, Figure  3f) in Africa. Both regions correspond to different latitudes, 
seasonality and climates, but both show an increase in ET and air cooling by the inclusion of hillslope flow at 
yearly scales. Monthly values with detectable differences according to the t test and 5% confidence are marked 
by a shaded column. In both regions, there is an increase in ET during the wetter months (July in SHB, August in 
SSB), but in SSB, the test detects a change during the driest months, indicating that hillslope flow keeps sustain-
ing ET. For both regions, increases in ET do not translate into a change in the shape but rather into a change in 
the ranges of the ET curve. In SHB, changes in P occur during the wettest months, while in SSB, the statistical 
test detects changes in June but not in August when the peak takes place, even if the peak value slightly increases. 
These results are consistent with (Lo & Famiglietti, 2011; Wang et al., 2018), who state that a shallow water table 
affects the intensity and extent of rain belts and enhances local convection but does not affect the main P patterns. 
For SHB, the increase in P may be due to positive feedback between ET and P from increased convection, while 
in SSB, the changes may be due to enhanced Hadley circulation and poleward movement of the rain belts (which 
also explains local decreases in P during boreal winter, see Figure S2 in Supporting Information S1).

Figure 2.  Change in mean yearly values between HSL and REF for the period 1980–2010: (a) SM, (b) ET, (c) P, (d) R, (e) Tas, (f) Tasmax. Statistical significance of 
the mean differences is tested at each point with a Student’s test (p = 0.05). The areas with insignificant changes are left gray.
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R shows larger changes between the two regions. In SHB, the R peak is higher and occurs earlier due to hillslope 
flow. In SSB, R decreases during the dry season and increases during the wet months, but the statistical test 
only detects changes during the dry season and not changes during the peak runoff months. In both regions, the 
decrease in R is linked to ET enhancement, which leaves less water to runoff, but for the case of SHB, the decrease 
is partially counteracted by an increase in P. Changes in R peak timing are explained by the characteristics of the 
lowland fraction. Since the lowland fraction does not have drainage, it can become saturated by groundwater flow 
and infiltration more easily. If the lowland becomes saturated, all excess water will then become surface runoff 

Figure 3.  Same as Figure 2 but for (a) ET, (b) P, (c) R, (d) Tasmax, and boreal summer (JJA) mean values. Regional monthly multiyear values of ET, P, R, Tas, and 
Tasmax for Southern Hudson Bay (SHB, e) and Sahelian Sudanese Band (SSB, f) for 1980–2010. Statistical significance of the mean differences was tested for each 
month with Student's t test (p = 0.05). Months with significant changes are shaded in blue. In the Tasmax and Tas caption, the top blue and red lines correspond to 
Tasmax.
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and will flow directly to the river. This means that the lowland fraction may produce surface runoff sooner, with  a 
larger peak. For the air temperature, cooling is mostly observed, but it does not occur with the same intensity 
all the time. Sometimes, this decrease occurs in conjunction with increases in ET (although higher ET does not 
necessarily impact temperature, e.g., during the hottest months in SHB). In others, it is not due to changes in 
ET but rather to changes in thermal inertia due to increases in SM (e.g., in February in SHB or March in SSB).

The above changes in the regional hydrology are consistent with the results obtained by Tootchi (2019) based on 
offline simulations in the Seine River basin (Northern France, temperate humid climate). This author also illus-
trates the sensitivity of the hillslope parametrization to soil depth and the exchange factor EF (Equation 1), and to 
the extent of the lowland fraction: when the latter increases from 5% to 75% in the Seine River basin, annual mean 
SM and ET increase by 21% and 6%, respectively, while annual mean R decrease by 24%.

3.2.  Global Influence of Hillslope Flow on Climate Change Projections

3.2.1.  Global Trends

In this section, and hereafter, long-term trends (1980–2100) were computed using Sen's Kendall slope estimator, 
a nonparametric method, robust enough against outliers (Burn & Hag Elnur, 2002; Perkins & Alexander, 2013; 
Sen, 1968). The slope was computed for each simulation and also for the difference between them to isolate the 
effect of hillslope flow on the climate change trend. The statistical significance of the trends was tested with the 
Mann-Kendall tau test at the confidence level of 5%.

Figure 4 shows the land average time series between 1980 and 2100 for both simulations and the difference 
between HSL and REF (Diff. in the figure). Linear long-term trends are calculated for the three time series. REF 
simulation includes the effect of climate change, HSL includes the effect of climate change and hillslope flow, 
and Diff. isolates the effect of hillslope flow on the projection. The spatial distribution of climate change (calcu-
lated as the difference between averages in future, 2070–2100, and in historical, 1980–2010) is shown in Figures 
S4 and S5 in Supporting Information S1 for REF. The simulation demonstrates the main characteristics of climate 
change: global warming and increment of the water cycle (more P, ET, and R), but with regional increases of 
aridity (drier soil, less P, ET, and R), for example, in Southern Europe and the Mediterranean area (with a stronger 
and wider increase of aridity during boreal summer).

The REF simulation shows strong warming for the Tasmax (Figure 4a) as a result of climate change (+6.2 °C 
per century), but when considering climate change and hillslope flow (HSL simulation), warming is slightly less 
important (+6 °C per century). The trend of the difference (Diff.) between HSL and REF is negative because 
hillslope flow slows down warming and is detected by the statistical test. The Diff. trend indicates the magnitude 
and direction of the hillslope flow impact in the long term. Additionally, the trend of the difference (−0.08 °C per 
century) does not exactly match the differences between HSL and REF trends (−0.2 °C) as a result of numerical 
errors in the slope calculation induced by nonlinearity, but these errors are generally small.

For ET (Figure 4b), the rate is enhanced by climate change (+0.02 mm/day/century), and it increases faster if the 
hillslope is included (+50.5% faster). For the case of yearly P (Figure 4c), climate change increases P at the end 
of the century (+0.35 mm/day/century), and hillslope flow amplifies the increment of P, that is, P trend increases 
faster (+6.9% faster). During the boreal summer, ET decreases (−0.03 mm/day/century) due to climate change 
(Figure 4d), but hillslope flow opposes this trend by enhancing ET and attenuating the reduction (−39.2%).

3.2.2.  Hillslope Flow Modulation

With respect to the climate change trend (REF simulation), the isolated effect of hillslope flow on long-term 
trends (HSL-REF time series, Diff. slope in Figure 4) can adequately reflect the influence of hillslope flow on the 
evolution of a variable. This influence is referenced here as hillslope flow modulation and is defined in Table 1b. 
A single color is associated with each of the possible combinations of the hillslope flow effect and climate change 
trend, and we use this color matrix in further analysis. When the trend increases/decreases more rapidly, that is, 
REF and Diff. slopes have the same sign, we speak of amplification. When the trend increases/decreases more 
slowly, that is, the REF and Diff. slopes have different signs, we speak of attenuation. Finally, if the REF and 
HSL trends have opposite signs, indicating that the hillslope flow counteracts climate change, we speak of an 
inversion. A significant modulation means that the HSL-REF trend is significant according to the Mann-Kendall 
tau test at 5%.
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Figure 4.  Global land average for both simulations, and difference between them, for the period 1980–2100, for daily maximum temperature (a), evapotranspiration 
(b), and precipitation (c), at yearly scale, and evapotranspiration (d) for boreal summer. The statistical significance of the trend was tested with a Mann-Kendall test 
(p = 0.05). Significant trends are written in bold with an *. Diff. corresponds to the trend of the difference between HSL and REF.
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We show the modulation of hillslope flow in climate change trends in Table 1a for global land average values 
at yearly and seasonal scales. Each variable presents the slope of climate change and the color of the hillslope 
flow modulation. The percentage corresponds to the ratio of the Diff. slope (HSL-REF time series) to the climate 
change slope (REF simulation). It indicates the magnitude and direction of hillslope flow modulation compared 
to climate change impact. For the case of SM, hillslope flow amplifies a positive trend for yearly values (+24%), 
as well as for ET (+51%) and P (+7%), while the R increase is attenuated. Sensible heat flux (SHF) rise is attenu-
ated. For air temperature, we observe a small reduction in warming for the Tasmax, Tas, and Tasmin but it is only 
detected by the statistical test for the Tasmax (−1.3%).

These modulations may change at the seasonal scale, for example, during boreal summer (JJA) for SM and ET. 
The enhanced water storage in the lowland fraction at all times leads to amplified SM and ET increases in boreal 
winter and on an annual average, and helps counteract the decrease of these variables that is induced by climate 
change in boreal summer. Such an increased soil moisture memory, by means of water redistribution at the land-
scape scale, increases the resilience of water resources and land surface fluxes to enhanced droughts caused by 
climate change. Another example of modulation inversion at the seasonal scale compared to the annual scale is 
found for R, Tas, and Tasmin. These variables all exhibit positive long-term trends whichever the season, which 
are usually attenuated but in boreal autumn (SON). For Tas and Tasmin these seasonal amplifications are small 
and insignificant, unlike the one of R which continues in boreal winter, and is probably related to the higher soil 
moisture in the lowland fraction, favoring runoff in the rainy season, as noted in the historical period (Section 3.1).

3.3.  Spatial Distribution of Hillslope Flow Modulation on Climate Change Projections

Many areas show an amplification of ET increase due to hillslope flow (red color, Figure 5a), particularly in the 
Northern Hemisphere, especially in areas with high lowland fraction (e.g., in Southern Hudson Bay and Central 
Siberia, detected by the statistical test). Other areas show a reduction in ET decline (green color, like Eastern 
Europe), although their detection by statistical tests is less frequent. P presents a similar modulation distribution 
(mostly amplification of P increases or attenuation of P declines, Figure 5b), but in this case, the hillslope flow 
modulation is undetected in most cases by the statistical test. Geographically, the type of ET and P modulation 
seems to agree with each other. For instance, attenuation of a decline (in green) is seen for both variables in 
Southern Europe and California. Amplification of an increase (in red) also matches (in Northern Australia and 
the Amazonian basin).

For yearly values of R (Figure 5c), attenuation/amplification of an increase (purple and red color, respectively) 
are the most frequent modulations. The modulation of hillslope flow on R appears to depend on both the magni-
tude and direction of ET and P modulations. For example, in North Africa, a slower reduction in R (green color) 
matches with a slower reduction in ET (which should accelerate the R reduction) and a slower reduction in P 
(which should slow down the R reduction if it is greater than changes in ET). For the case of yearly Tasmax 
(Figure 5d), we observe mostly a slowing down of warming (purple color) rarely detected by the test. The statis-
tical test also detects an acceleration of warming (red color) (for instance, in the USA South Atlantic (SA USA), 
Figure S8 in Supporting Information S1). In general, slower warming (purple) occurs in areas where ET increases 
faster (red color) or decreases slower (green color). Faster warming seems to match slower ET increases (purple 
color), such as in Southeast Asia. However, in other regions, this agreement does not match.

During the boreal summer, the distribution of hillslope flow modulation shifts for ET (Figure 6a), and attenuation 
of ET declines becomes more common (green color, e.g., in Eastern Europe). The inversion of the negative trend 
of ET (i.e., hillslope flow counteracts the signal of climate change from negative to positive, brown color) is also 
important in the Northern Hemisphere. For P (Figure 6b), changes in the modulation distribution are similar to 
ET but again are mostly undetected by the statistical test. For R (Figure 6c), attenuation of increases (purple) is 
still the most common modulation, but the attenuation of R decline (in green) and the inversion of positive trends 
to negative (in magenta) occur more often during JJA and are more likely to be detected by the statistical test. The 
type of modulation for R appears to remain dependent on ET and P changes, but changes in the timing and inten-
sity of the R peak due to the presence of the lowland fraction may also affect seasonal trends. The modulation 
distribution during boreal winter is similar to those of yearly means for R, with the exception of Northern Russia 
(Figure S6 in Supporting Information S1).

For the Tasmax (Figure 6d), hillslope flow still slows down warming (purple color) during the boreal summer, 
but the statistical test detects this modulation almost exclusively in the Northern Hemisphere. For JJA means, 
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attenuation of ET declines or amplification of ET increases (green and red colors, respectively) seem to fit well 
with areas where warming slows down (in Europe), while amplification of ET declines and attenuation of ET 
increases (blue and purple colors, respectively) agree with warming acceleration. Sensible heat flux also depicts 
similar modulations in some regions (Figure S7 in Supporting Information S1). During winter, slower warming 
is still the main hillslope flow modulation, but the statistical test mostly detects warming acceleration, probably 
linked to long-term trends of thermal inertia, following modulations on SM (Figures S6 and S7 in Supporting 
Information S1).

Figure 5.  Spatial distribution of hillslope flow modulation in yearly mean values for period 1980–2100, ET (a), P (b), R (c), and Tasmax (d). The areas with 
insignificant changes in hillslope flow modulation have transparent colors. Donuts show the distribution of hillslope flow modulation (outer circle) and the 
corresponding partitioning of the significant and insignificant modulation (inner circle). We use a Mann-Kendall test (p = 0.05). The table below the maps define the 
modulation types and corresponding colors. Regional annual average values of ET, P, and Tas and Tasmax in Southern Hudson Bay, SHB (e) and Western Europe and 
the Mediterranean, WEM (f) for 1980–2100. Statistical significance of the modulation was tested with a Mann-Kendall test (p = 0.05), and significant trends are shown 
by a * in the vertical titles. In the Tasmax and Tas panel, the top blue and red lines correspond to Tasmax.
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In SHB (Figure 5e), ET increases more rapidly due to hillslope flow (modulation detected by the statistical test). 
This increase in ET does not cause a change in the P projection (although P remains higher throughout the period 
when hillslope flow is included). The air temperature projection does not change either (although the HSL simu-
lation continues to show lower values). In the case of Western Europe and Mediterranean, WEM (Figure 5f), ET 
decline is slower (but the statistical test does not detect the modulation). This attenuation of ET decline does not 
agree with an attenuation of P decline, but it slows down air temperature warming (especially for the Tasmax, 
whose modulation is detected by the statistical test).

Figure 6.  Same as Figure 5 in boreal summer (JJA) mean values for 1980–2100. In panel b, areas in white have very low JJA precipitation over the entire period, which 
prevents extracting a trend.
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During the boreal summer in SHB (Figure 6e), the ET trend inverts (from negative to positive) due to hillslope 
flow (the modulation is detected by the statistical test). The change in the ET trend does not attenuate the P reduc-
tion and does not slow down warming, but HSL simulation consistently presents higher values for P and lower 
values for Tas and Tasmax. Surprisingly, we detected an acceleration of warming in SHB during boreal summer, 
despite the increase in ET, but the hillslope flow modulation in this case is small and undetected by the statistical 
test. In WEM (Figure 6f), ET decline is slower (modulation detected by the statistical test). The attenuation does 
not attenuate P decline, but it slows down warming, and modulation is detected for both the Tas and Tasmax.

3.4.  Influence of Hillslope Flow Modulation on Regional Climate Projections

3.4.1.  Climate Classification for Regional Analysis

To further analyze whether climate characteristics have an impact on hillslope flow modulation, we separated 
regions based on a simple climate classification. This classification is based on the use of a moisture factor and 
a thermal factor, following Feddema (2005). The aridity index (AI) and mean annual air temperature (MAT) are 
chosen as moisture and thermal factors, respectively, since they are continuous variables and are simple to calcu-
late from the outputs of climate models. We do not consider a seasonality factor or the use of other variables, as 
other classifications, for the sake of simplicity. The objective is to reproduce the main features of other climate 
classifications, such as the Köppen-Geiger classification (Beck et al., 2018) and revised Thornthwaite classifica-
tion (Feddema, 2005).

Both the aridity index and the mean air temperature are calculated for the reference period 1980–2010 from the 
REF simulation (Figures 7a and 7b). The aridity index AI is computed following the World Atlas of Desertifica-
tion (Cherlet et al., 2018), that is, AI = P/PET, P is the annual mean precipitation, and PET is the annual mean 
potential evapotranspiration. To compute the potential ET from the model's outputs, we follow Greve et al. (2019) 

Figure 7.  Aridity index (a) and mean temperature (b) from REF simulation for the period 1980–2010. Simple climatic classification from both variables (c). Areas with 
negative P trends (P−) for the period 1980–2100 are stippled. The piechart shows the distribution of climate classes, separated among positive and negative P trends 
under climate change (identified by + and −). Climate classes correspond to arid (a), semiarid and warm (SA-w), humid and warm (H-w), semiarid and temperate 
(SA-t), humid and temperate (H-t), semiarid and cold (SA-c), humid and cold (H-c), and subpolar (SP). Refer to the text for definition of each class.
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and Milly and Dunne (2016), which calculate PET = 0.8RN/λ, with RN being the net radiation at the surface and 
λ being the latent heat of vaporization.

We classify AI into three groups: arid (A), semiarid (SA) and humid (H), for AI < 0.35, 0.35 < AI < 1.125 or 
AI > 1.125, respectively. MAT is classified into four groups: subpolar (SP), cold (c), temperate (t), and warm (w) 
for Tas < −5, −5 < Tas < 7, 7 < Tas < 20, and Tas > 20°C, respectively. We group all the grid cells from the 
subpolar group into a single class, SP, regardless of the value of AI. For the remaining cells, class is the result of 
merging AI and MAT groups, except for arid Group A, which is considered a single class. The resulting classifi-
cation is shown in Figure 7c. The inclusion of the effect of climate change on the water cycle is important, as there 
is evidence that it can take different trajectories even within the same climatic region, as in West Africa (Gaetani 
et al., 2020). To include the long-term effects of climate change on aridity, we divide the classes according to their 
long-term trend in P for the period 1980–2100. P+ is added to the class code if the trend is positive or P− if it is 
negative (P− is marked as * in Figure 7c) even when the P trend is not detected by the test, except for subpolar 
(SP) and humid cold (H-c) because negative P trends rarely occur in these areas. Finally, to isolate the effect of 
proximity to the ocean, we consider an additional class called “Coastal,” which corresponds to grid cells with a 
fraction of land less than 50%.

The final classification includes 9 classes where the P trend is not considered and 15 classes where it is consid-
ered (Figure 8). The climate classification captures the main features of the Köppen-Geiger classification, as 
calculated by Beck et al. (2018), and the revised Thornthwaite classification by Feddema (2005), but there are 
biases and mismatches linked to the positive P bias detected in the tropics and midlatitudes. For instance, the 
climate classification does not capture the arid region of Central Australia well due to a wet bias, while the semi-
arid areas of India and the Sahel are too large. The use of HSL simulation to calculate the classification produces 
a similar distribution, with small regional differences (in Australia and northern high latitudes, Figure S9 in 
Supporting Information S1), because the inclusion of hillslope flow does not drastically alter the distribution of 
P and ET biases.

3.4.2.  Hillslope Flow Modulation at Regional Scale

For ET and P (Figures 8a–8d), we observe that hillslope flow attenuates the reduction of yearly means due to 
climate change for all classes with P- (P reduces due to climate change). For ET, attenuation of yearly decline 
ranges from 6% to 67%, and for P, it ranges from 16% to 48%. During summer, we observe the same modulation 
with the exception of arid areas (A P-), which amplify the reduction of both ET and P, and humid warm areas 
(H-w P−), where ET increase is enhanced. Some of these modulations are detected by the statistical test, and 
they match well with attenuation of SM decline and attenuation of SHF increase (Figure S10 in Supporting 
Information S1).

When P increases due to climate change, hillslope flow mostly enhances ET increment (except for humid temper-
ate, H-t P+, where reduction is attenuated, but absolute trend values are small). In the case of P, hillslope flow 
mostly attenuates the P increase (except for humid temperate, H-t P+, where the increase is amplified) in part 
because P is already higher during the historical period, so the P rate increases slower. Finally, classes subpolar 
(SP) and humid cold (H-c) show an amplification of both ET and P increase, and for the case of class H-c, modu-
lation is detected by the statistical test. During summer, ET and P do not present a single type of modulation in 
areas where P increases (P+), but humid cold (H-c) areas present an enhancement of ET increase (+98%), and the 
subpolar (SP) class has an amplification of P increase (+20%), both detected by the statistical test.

For R, classes with P decrease due to climate change (P−) and have a reduction in negative trends (from −8 to 
−42%), with the exception of arid (A P−) and semiarid warm (SA-w P−) classes, which have an inversion from 
negative to positive R trends (but absolute values are small, even if modulation is detected for A P−). For summer 
means, R declines are attenuated for all classes with P−. For classes with P+, R increase is attenuated, except for 
humid temperate (H-t P+) class, following results for P. Summer values also closely follow results for P, except 
for semiarid temperate class (SA-c P+) which present an attenuation of an increase, humid cold (H-c) which 
reduces the R decline, and subpolar (SP), which attenuates R increase. Arid regions and semiarid/humid cold 
areas have detectable modulations according to the statistical test.

Tas shows a slowing of the yearly warming trend for almost every class, except for arid and semiarid temperate, 
with P decline due to climate change (A P− and SA P−), and humid temperate with P increase (H-t P+). These 
modulations agree with those of Tasmin, but for the Tasmax, the single class with acceleration of warming is 
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Figure 8.  Trends of regional average grid cells according to climatic classes in 1980–2100 for REF and HSL, and hillslope flow modulation in % for (a, c, e, g) yearly 
values, (b, d, f, h) summer values. Summer is defined as JJA for northern grid cells and DJF for southern grid cells. Variables are (a, b) ET, (c, d) P, (e, f) R, and (g, h) 
Tas. Statistical significance of the hillslope flow modulation was tested with the Mann-Kendall test (p = 0.05). Significant hillslope flow modulations are written in 
bold with an *, and the color of the cell corresponds to the modulation type as shown at the bottom. The percentage of modulation is calculated as for Table 1a. Climate 
class names are the same as Figure 7.
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humid temperate with an increase in P (H-t P+, Figure S10 in Supporting Information S1). During summer, 
acceleration of warming becomes more common for Tas (for the Tasmax as well, Figure S10 in Supporting 
Information S1), but the sole detectable modulation by the statistical test is attenuation of warming, for yearly 
and summerly values.

These regional scale analyzes show that, where climate change decreases P rates, hillslope flow attenuates the 
relatedSM and ET declines, and the subsequent P and R declines. In regions where P increases, in contrast, 
hillslope flow amplifies the resulting increases of ET while it attenuates the ones of P and R. Eventually, hillslope 
flow is shown to weaken the projected intensification of hydrological extreme events. Our regional results also 
confirm the weak attenuation of warming found at the global scale.

4.  Discussion
This study presents two coupled simulations with a single model; thus, our results may be affected by spurious 
effects due to internal model variability. In addition, our model represents the effect of groundwater on soil 
moisture and topography-driven subgrid variability in a very simplified way, with many shortcomings, including 
the lack of dynamics in both land use and the extension of lowland humid areas, and the lack of PFT differences 
in lowland and upland areas. All this forces us to consider these results as qualitative indicators of potential first 
order effects.

Our results can be summarized by Figure 9a on historical land average values for the main affected variables. 
In our simulations, hillslope flow increases SM, ET, and P at the global scale and reduces R, except in areas 
where the increase in P is greater than that in ET. Both offline and online studies show the same impact for 
SM, ET, and R if groundwater-SM interaction is activated, and online simulations present an increase in the P 
rate as well. Likewise, a study using LMDZOR with prescribed water table depths of one m (Wang et al., 2018) 
shows the same effects for SM, ET and P but with higher impact due to unrealistic water tables. The decrease 
in SHF and air temperature in our simulations (Figure 9a), due to enhanced ET, is also observed in online 
studies. For the air temperature, we detected a stronger effect on a larger area for Tasmax than for Tas when 
comparing HSL and REF. This effect has been observed in coupled simulations when irrigation is included 
(Thiery et al., 2017).

To assess whether our results carry some generality, we compare them with other assessments of groundwater 
impact on land surface fluxes, that is, offline simulations by Koirala et al. (2014), Decharme et al. (2019), and 
Miguez-Macho et al. (2007), and near-surface climate, that is, coupled land-atmosphere simulations by Lo and 
Famiglietti (2011), Leung et al. (2011), and Anyah et al. (2008).

Among the models compared here, only ORCHIDEE-HSL and ISBA-CTRIP (Decharme et al., 2019) include a 
representation of subgrid variability. Other modeling approaches, such as MAT-GW (Koirala et al., 2014) and 
CLM3.5 (Lo & Famiglietti, 2011), assume a capillary rise over a flat grid cell. Models that do not account for 
subgrid heterogeneity may show stronger effects than those with subgrid variability. For example, ET enhance-
ment in MAT-GW is higher (9%) than its reference simulation compared to the enhancement in ORCHIDEE-HSL 
(4.2%) and in ISBA-CTRIP (1.1%). In any case, the effects on land surface fluxes and near-surface climate are 
consistent in direction across all the studies.

Other limitations in our results for land average values are related to modeling choices. First, we prescribe a static 
lowland fraction with many uncertainties (Tootchi et al., 2019), but this fraction is likely to be dynamic, accord-
ing to the concept of variable contributing area (Beven & Kirby, 1979). Second, the deactivation of permafrost 
may induce a stronger signal in high latitude regions, as permafrost can hinder effective hillslope flow (Sergeant 
et al., 2021). Finally, we overlook losing streams; their inclusion could lead to lower ET rates in our simulations 
if the water table depth is below the soil column (Brunner et al., 2011; Rashid et al., 2019), especially in flat 
semiarid areas and/or where extensive groundwater pumping takes place (Jasechko et al., 2021), but they can also 
contribute to higher ET rates if the stream sustains a shallow water table Miguez-Macho et al. (2007).

For future climates, comparing our results is more difficult. To our knowledge, there are no studies that analyze 
the effect of hillslope flow and groundwater-SM interaction over long-term trends under climate change. Some 
studies assess the effect of climate change on groundwater storage, for instance, in Wu et  al.  (2020) for key 
mid-latitude aquifers with CESM-LE and CLM4.0. The coherence of our results with other studies for land aver-
age values is especially important because the former makes our analysis for future climate more robust.
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Figure 9b summarizes the modulations of long-term climate change trends by hillslope flow. At the regional scale, 
the modulation of ET trends depends strongly on the sign of P changes with climate change, which is overlooked 
in the offline climate change impact assessment of Condon et al. (2020) with an integrated surface-groundwater 
hydrologic model over the contiguous United States. Hillslope flow attenuates climate change trends of all other 
hydrological variables. Therefore, it has the potential to partially alleviate the intensification of droughts projected 
by current climate models (Cook et al., 2018; Douville et al., 2021) and already ongoing (Padrón et al., 2020). It 
can also attenuate the projected runoff increases in regions and seasons with increased P. These regional attenu-
ations contrast with the amplifications that dominate the global scale response of hydrological variables (but R). 
It is noteworthy that these global scale amplifications, like the attenuation of global warming in our simulations, 
contradict the conclusions from the GLACE-CMIP5 experiment. In this framework, Berg et al. (2016) show that, 
on average over land, land-atmosphere feedbacks amplify anthropogenic warming and attenuate the subsequent 

Figure 9.  Schematic of main impacts. Summary of the main impacts and feedbacks due to the inclusion of hillslope flow 
during the historical period (a). Red color refers to an increase, blue color to a decrease. Summary of the main hillslope flow 
modulations at the global and regional scales (b). Colors from the table of hillslope flow modulation are used for the arrows 
and percentage corresponds to modulation at global scale.
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increases of P and ET, therefore amplifying aridity (P/PET) increases. These contrasted results at regional and 
global scales show the need to develop process-based understanding of climate change interactions with the water 
cycle.

For air temperature, we observe that hillslope flow slightly attenuates warming at both scales (Figure 9b) due to 
amplification of ET increase and attenuation of SHF increase. However, in some areas (Figure 8), we observe 
a small amplification of warming for the HSL simulation, which is difficult to explain. In arid regions, faster 
warming might be the result of decreasing rates of ET. Elsewhere, accelerating warming occurs even if there is 
an inversion of ET trend from negative to positive, for example, in the South Atlantic area of the USA (SA USA, 
Figure S8 in Supporting Information S1). This warming amplification could be linked to changes in net radiation 
at the surface, as has been reported in coupled simulations with irrigation (Thiery et al., 2017) for areas far away 
from irrigated regions.

Some modeling choices could limit our results for hillslope flow modulation on climate change trends. The first 
is the activation of permafrost, which could have an impact on the speed and strength of climate change trends 
in high latitude areas (Sergeant et al., 2021). The second is overlooking losing streams, which may become more 
common in the future due to widespread water table decline (de Graaf et al., 2019), and could prevent any impact 
on ET by the disconnection between groundwater and the lowland fraction. The third is land use change, which is 
not included in our simulation and has a complex relationship with groundwater, land surface fluxes, and climate 
(Zipper et al., 2019).

5.  Conclusions
This study analyzes the influence of hillslope flow on mean climate and climate change projections. It relies 
on a new parameterization of subgrid-scale hillslope flow in the ORCHIDEE LSM and compares two transient 
coupled land-atmosphere simulations under historical and strong climate change scenarios. The impact on projec-
tions is split into mean values and long-term trends for several hydroclimatic variables (P, ET, R, SHF, and air 
temperature).

During the historical period, the redistribution of water along topography by hillslope flow increases SM, espe-
cially in the Northern Hemisphere, and it enhances water exchanges from the surface to the atmosphere (+4.2% 
in ET) and from the atmosphere to the surface (+1.2% in P). ET enhancement occurs mostly in transition areas 
and during dry seasons, while the P response is mainly due to local convection (as in Canada) and poleward 
movements of rain belts (as in the Sahel-Sudan band). As a result, R tends to decrease (−2.8%), except in areas 
where there is a strong P increase. The presence of the lowland fraction may also lead to changes in the R peak in 
some regions (such as Southern Hudson Bay). On the other hand, ET enhancement shifts the energy partitioning 
by decreasing SHF, which cools down the near-surface atmosphere. The effect is weak for Tas (−0.1 °C) but is 
stronger and wider for Tasmax (−0.2 °C). Finally, as a result of the SM increase and subsequent changes in soil 
thermal inertia, Tasmin can increase regionally in central Africa and some areas of the Amazonian basin.

For long-term trends over the 21st century, climate change is the leading driver, but hillslope flow can modulate 
climate change effects. Globally, hillslope flow enhances the increase in both P and ET and slightly slows global 
warming. At the regional scale, when climate change decreases P rates, hillslope flow attenuates the decline in 
both ET and P. This effect of hillslope flow occurs in all regions, regardless of regional aridity and mean temper-
ature. Seasonally, hillslope flow modulation could persist, as in the Western Europe and Mediterranean region, 
WEM. Furthermore, because it attenuates most regional P declines, hillslope flow also attenuates the related 
R decrease. In contrast, when climate change increases P rates, hillslope flow enhances the increase in ET and 
attenuates the increase in both P and R. However, modulation at the seasonal scale may be different, depending 
on regional changes. Regional warming is slower when hillslope flow is included, but the signal is weak for yearly 
and seasonal mean values and is stronger for the Tasmax than for the Tas.

Eventually, the areas most prone to modulation of climate change trends by hillslope flow are humid areas, either 
warm like tropical South America and West Africa, temperate like Western Europe, or cold like Canada and 
northern Europe. Semiarid and cold areas (such as the northern Great Plains in North America) and humid and 
warm/temperate regions (such as tropical South America and Western Europe) are prone to slower warming than 
elsewhere when hillslope flow is included.
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Our results highlight the role of hillslope flow in sustaining land surface-atmosphere water fluxes. This attenuat-
ing role (except for ET increases where P increases due to climate change) suggests that the inclusion of hillslope 
processes would weaken the projected intensification of droughts and aridity. The effect of hillslope flow on 
regional projections also suggests an attenuation in the evolution of extreme temperature events such as heat waves 
(Mu et al., 2021), and in hydrological extreme events. To our knowledge, only a few models include the effects 
of groundwater on soil moisture in CMIP6: CESM2 and its LSM CLM5 (Danabasoglu et al., 2020; Lawrence 
et al., 2019), NorESM2, which uses CLM5 (Seland et al., 2020), E3SM-1.1, which includes CLM4.5 (Golaz 
et al., 2019), and CNRM-CM6-1 with its LSM ISBA-CTRIP (Decharme et al., 2019; Voldoire et al., 2019). Our 
results and their implications call for including or improving the representation of hillslope flow and the related 
groundwater storage in LSMs such as ORCHIDEE and for incorporating these processes into state-of-the-art 
climate change projections.

Data Availability Statement
The ORCHIDEE version used for the HSL simulation run for this paper is Hillslope-r6515, and is available at: https://
forge.ipsl.jussieu.fr/orchidee/wiki/GroupActivities/CodeAvalaibilityPublication/ORCHIDEE-Hillslope-r6515.  
MSWEP (Beck et al., 2017) is available at http://www.gloh2o.org/mswep/ under request, GPCP (Adler et al., 2018) 
is available at https://www.ncei.noaa.gov/data/global-precipitation-climatology-project-gpcp-monthly/access/, 
GPCC (U. Schneider, Jost, et al., 2017) is available at https://opendata.dwd.de/climate_environment/GPCC/html/
download_gate.html, Fluxcom (Jung et  al., 2019) is available at https://www.bgc-jena.mpg.de/geodb/projects/
Home.php after registration, GLEAM (Martens et al., 2017) is available at https://www.gleam.eu/ after registra-
tion. For analysis, we used standard packages from R, https://www.R-project.org/. Simulation data used in the 
analyze are available in Arboleda-Obando et al. (2022).
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