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Abstract

This numerical study deals with the hazardous ignition of a jet flame in

a vitiated co-flow. A novel formulation, based on a passive scalar variable,

will be presented to predict hydrogen auto-ignition events. The model, de-

rived from the theoretical analysis of the Jacobian, correctly describes the

appearance and absence of auto-ignition in complex configurations based on

initial thermodynamic and mixture conditions. No chemical reaction and

species equations are required to perform the simulations. Results of Lat-

tice Boltzmann Methods (LBM) simulations of a 3D H2/N2 Cabra flame

will be presented using a detailed H2-Air mechanism. Validation against ex-

perimental and numerical results will be provided for the lift-off (distance

to auto-ignition). The passive scalar predictions are successfully compared

with the reactive simulations. The results show a potential extension of this

model to an extensive spectrum of hydrogen safety and large-scale turbulent

combustion applications.
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combustion

1Corresponding authors: said.taileb@univ-amu.fr
2pierre.boivin@univ-amu.fr

Preprint submitted to Combustion and Flame August 2, 2022



1. Introduction

The looming environmental crisis calls for new designs and technologies,

especially in the frowned-upon field of combustion. Significant research ef-

forts are being invested worldwide in the study of hydrogen combustion appli-

cations, which are up-to-date mostly limited to space applications: the large

flammability limits [1] of H2 bring exceptional challenges in democratizing

the H2 usage beyond rocketry.

In particular, the risk of explosion due to H2 leaks in hot regions is par-

ticularly hard to predict: when designing a new technology (e.g. a hydrogen

aircraft), the relevant question is not whether the system will leak, but how

much it will leak. Luckily, the three hydrogen explosion limits reported by

Lewis and von Elbe [2] are well understood now [1, 3], and accurate analytical

descriptions of hydrogen ignition are available in most regimes [4–9].

In particular, we will focus on turbulent lifted hydrogen jet flames, a

configuration reminiscent of hydrogen leaks igniting in a hot environment.

The hydrogen lifted flame experimentally investigated by Cabra et al. [10]

is an excellent case to investigate such problem. The ignition distance is

known to be highly sensitive to the ambient conditions: a 1% difference in

ambient temperature may lead to doubling (or halving) the lift-off. In con-

ditions close to crossover, a small temperature decrease can mean complete

extinction of the flame (e.g. no ignition). For this reason, a large number of

simulations of this configuration is reported in the literature [11–18]. Later,

several experiments [19, 20] provided a parametric study for a wide range of

co-flow temperatures and injection velocities. These authors have identified
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various regimes noted as: no ignition, random spots, flashback, and lifted

flame regimes. For the random spot regime which is in a relatively narrow

temperature range (5K), independent kernels appear and are advected before

they disappear, a regime identified as a transition to MILD combustion [21].

This study’s objective is twofold. First, we will show that the recent hy-

brid Lattice-Boltzmann model [22–25] presented by our group for reactive

flows is able to accurately model such a sensitive turbulent lifted flame. This

is, to the authors’ knowledge, the first attempt of Lattice-Boltzmann simula-

tion of a 3D turbulent reactive jet. A brief introduction on Lattice-Boltzmann

modeling of reacting flows is provided in Sec. 2.2

Second, we will present a single passive scalar model to predict the risk

of hazardous ignition, based on the aforementioned analytical descriptions

of H2 ignition. This model builds upon cold flow simulations (e.g. without

combustion source term) only involving the main reactants to reproduce the

mixing. The model is of high interest in the community: (i) it is much eas-

ier to simulate cold flow than reactive flow; (ii) since the scalar is passive,

simulations are much less sensitive to the chemical characteristic time con-

strain, known to be especially stark for hydrogen; and (iii), simulations are

much cheaper: the chemical time constraint less stiff than for detailed chem-

istry, and there is no further need to transport all 9 species of the detailed

mechanism.

The model will be shown to accurately predict lift-off in configurations

where ignition occurs, as well as the absence of ignition when the ambient

temperature is slightly decreased.
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2. Numerical method

2.1. Governing equations

In the present work, the motion, transport and chemical reactions of the

species present in the gas mixture are modeled using the reactive Navier-

Stokes equations

∂ρ

∂t
+

∂ρuβ

∂xβ

= 0 (1)

∂ρuα

∂t
+

∂ρuαuβ + pδαβ
∂xβ

=
∂ταβ
∂xβ

(2)

∂ρE

∂t
+

∂ρuβ(E + p/ρ)

∂xβ

=
∂ταβuα

∂xβ

− ∂qβ
∂xβ

(3)

∂ρYk

∂t
+

∂ρuβYk

∂xβ

=
∂ρVk,βYk

∂xβ

+ ω̇k (4)

Here uα is the αth component of the fluid velocity, ρ is the density of the

mixture, E is the total energy, and Yk is the mass fraction of species k. The

species diffusion velocity Vk,α is computed through

Vk,α = −Dk

Xk

∂Xk

∂xα

+ V c
α (5)

via a constant Lewis number for the diffusion coefficient Dk = λ/(ρCpLek)

of the k species and the conservative flux correction [26]

V c
α =

N∑
k=1

Yk
Dk

Xk

∂Xk

∂xα

, (6)

with Xk the mole fraction of the k species. The mass production or consump-

tion rate ω̇k is calculated using the 12-step reduced mechanism for hydrogen

combustion derived by Boivin et al. [7]. In the energy equation (3), the

thermal heat flux term qα is obtained using the generalized Fourier’s Law

qα = −λ
∂T

∂xα

+ ρ
N∑
k=1

hkYkVk,α (7)
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where hk is the enthalpy of the k species and λ = µCp/Pr is the thermal

conductivity of the mixture defined as function of the mixture viscosity µ,

its heat capacity Cp, and a constant Prandtl number Pr. In the momentum

equation (2) the viscous stress tensor ταβ is defined as

ταβ = (µ+ µt)

(
∂uα

∂xβ

+
∂uβ

∂xα

− 2

3
δαβ

∂uγ

∂xγ

)
(8)

where µt is the turbulent viscosity defined hereafter, δαβ is the Kronecker

symbol and the dynamic viscosity of the mixture, that is defined by µ =

µ0(T/T0)
0.7 with the sub-index 0 representing the reference value at atmo-

spheric conditions. The previous set of equations is closed after specifying

the ideal gas of equation,
p

ρ
=

R
W

T (9)

where p, T and R are the pressure, temperature and the ideal gas constant,

respectively, and the constitutive relations

1

W
=

N∑
k=1

Yk

Wk

, Cp =
N∑
k=1

Cp,kYk, h =
N∑
k=1

hkYk (10)

in terms of the heat capacity, Cp,k, enthalpy hk, and molecular weight Wk

of the k species. The temperature dependence thermodynamic properties of

the individual species are computed using the NASA polynomials [27].

To account for the smallest flow structure and maintain a reasonable grid

size, the Vreman’s subgrid model is used [28]. This model contains a correc-

tion in the dynamic viscosity of the momentum equation such that µ = µ+µt,

where µt is the turbulent Vreman viscosity [28]. Validation against turbulent

shear flows, transitional flows and near wall region have shown a very inter-

esting self adaptation without using a dynamics procedure or clipping. The
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computational cost is drastically reduced thanks to the absence of eigenvalue

computations [29, 30]. Hereafter, no turbulent combustion model is used,

following other similar studies [31].

Diffusion species coefficients are defined through constant Schmidt num-

bers for each chemical species, associated with a Lewis number for each

species. A constant Prandtl number of Pr = 0.75 is combined with a con-

stant thermal conductivity. For the turbulent modeling, we have retained

turbulent Prandtl and Schmidt numbers of 0.6.

2.2. Compressible hybrid Lattice-Boltzmann model

Recent progress in numerical combustion allows more affordable studies

of combustion [26]. Lattice Boltzmann Methods (LBM) are experiencing an

important increase in several applications such as external aerodynamics and

aero-acoustics for several industrial applications [32–34]. Compared to classi-

cal numerical methods, it requires less communication and memory transfer

between processors (CPU’s) resulting in highly scalable code [25]. Indeed,

the LBM methods are based on a local nonlinear collision step and non-local

linear propagation step [35, 36]. Moreover, a second-order accuracy in space

and time can be obtained with a very small dissipation of pressure waves

comparable to high order methods. However, their application to combus-

tion requires taking into account energy conservation and mass fraction of

chemical species equations. Hence several strategies can be found in liter-

ature such as multiple relation time [37], central cascade moment [38–41],

Entropic [42] and Cumulants [43–45] of Lattice Boltzmann equation. Among

these efforts, our group have contributed recently through hybrid recursive

regularized LBM [46] based on density (HRR-ρ) [24, 47] to tackle combustion

6



using LB for mass and momentum and finite differences (FD) to energy and

species conservation.

Because of the rather low number of discrete velocities (19), the energy

equation cannot be recovered directly from the LB quantities and is therefore

solved in parallel by an especially designed numerical scheme. For simplic-

ity, species are resolved using the same strategy. Indeed, the coupling is

paramount for the solver stability. This coupling was thoroughly presented

and studied in Farag’s recent works [22, 24, 48].

Note that the model was validated on a wide variety of test cases, from

simple Kovasznay mode propagations [22, 24] and canonical 1D and 2D flames

[23, 49]; to thermo-diffusive [50] and thermo-acoustic instabilities [51]. The

competitivity of the proposed algorithm was also demonstrated on both a

DNS benchmark [25] and the simulation of turbulent premixed combustion

in a 3D burner [52].

2.2.1. LB solver for Mass and momentum equation

The classical Navier-Stokes (NS) equations are reconstructed based on

the Boltzmann equation (BE) model for the kinetic theory of gas. Neglecting

external forces, the BE equation can be defined through a particle velocity

distribution function (VDF) f(xxx,ξξξ, t) that reads

∂f

∂t
+ ξξξ

∂f

∂xxx
= −1

τ
(f − f eq) (11)

where ξξξ being particles velocity at location xxx and time t. The left-hand side

of equation (11) governs the free streaming particles while the right-hand

side controls their collisions. τ is the relaxation time associated with the

dynamic viscosity of the fluid known as the Bhatnagar-Gross-Krook (BGK)
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collision operator. f eq is the Maxwellian equilibrium distribution function at

which f relax through collisions. This function is associated with the local

thermodynamic state

f eq =
ρ

(2πRT )3/2
e−(||ξξξ−uuu||2)/RT (12)

The conservation equations of mass and momentum can be expressed as

follows. The macroscopic variables are recovered from VDF as follows

ρ =

∫
fdξξξ (13)

ρuuu =

∫
fξξξdξ (14)

Chapman-Enskog [23, 53] or Taylor expansion [48] show time and space

second-order equivalence with the governing equations (1-2). The LB equa-

tion is solved using a hybrid regularized collision model [54]. The streaming

and the collision operations are expressed as follows

Streaming : fi(t+ δt,xxx) = f col
i (t,xxx− ccciδt) (15)

Collision : f col
i = f eq

i +

(
1− δt

τ

)
fneq
i +

δt

2
FE
i (16)

where δt is the time step, ccci presents the ith velocity of the lattice. Distri-

bution functions for equilibrium and non-equilibrium presented as f eq
i , fneq

i

and FE
i are equilibrium part, the non-equilibrium part and the forcing terms

for the viscous tensor. These quantities are evaluated from their projection

onto the D3Q19 rotational symmetry basis of Gauss-Hermite polynomials up

to third order as in Jacob et al. [54]. Additional higher-order polynomials
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are chosen by "moment matching" to be as close as possible to the D3Q27

lattice in order to recover some flow iso-tropic properties [55, 56]. Further

details can be found in the supplemental material.

2.2.2. Ad-hoc finite difference solver for energy and species equations

Transport equations for total energy ((3)) and mass fractions ((4)) are

transported using the Finite Difference (FD) method. Conservative numeri-

cal schemes specially designed for hybrid LBM-FD methods are applied for

the Euler part of the flux [57]. The total energy flux is calculated using the

LBM population, i.e.

∇U · (ρuH) ≡
∑
i

[
f col
i (t,x)H(t,x)− f col

i (t,x− ciδt)H(t,x− ciδt)
]

(17)

with H ≡ E + p/ρ the total enthalpy. The species transport terms are

evaluated in a similar manner. In order to reduce the numerical dissipation,

a combination of the Osmanlic upwind scheme and the skew-symmetry centre

scheme is utilized, i.e.

∇H · (ρuYk) ≡ αUP∇OS · (ρuYk) +
(
1− αUP

)
∇C · (ρuYk) (18)

Readers are referred to [57, 58] for detailed expression of the correspond-

ing numerical operators. The diffusive and chemical source terms are also

evaluated using the classical FD method, which is identical to our previous

works [23, 25, 52]. Finally, the temporal integration is considered with the

explicit first-order Euler scheme. The numerical simulations in the current

study were performed using the massively parallel software ProLB [54, 59–

61].
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3. Simulation of a turbulent lifted hydrogen flame

3.1. Computational domain, boundary and initial conditions

A sketch of the classical lifted turbulent H2 jet flame vitiated in a hot

coflow, as was studied by Cabra et al. in [10], is shown in Fig. 1. Hydrogen

Figure 1: Jet configuration experimental setup and flame structure from Cabra et al. [10].

is injected through a central jet, surrounded by a hot vitiated co-flow of H2-air

combustion products. The co-flow temperature is high enough to ensure the

auto-ignition of the gas mixture, creating a lifted flame. The computational

domain used in our study is summarized in Fig. 2. The characteristic outflow

boundary conditions were specified at the far-field, by giving the ambient

pressure to p0 = 101325 Pa. The inlet conditions for the jet and the co-

flow were set by imposing an inflow boundary condition with their velocity,

temperature and species mass fractions values fixed. The main parameters

are summarised in Tab. 1. The splitter between the two in-flow streams is

treated as an iso-thermal slip wall.
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Figure 2: Initial conditions and grid refinement strategy.

The computational domain size is 55×36×36D, and consists of four grid

levels, with the finest level covering 22 × 8 × 8D, corresponding to the full

region of interest: the mixing, induction and reaction zone. The resulting

mesh consists of 17 million grid points, with the finest region corresponding

to 20 points in the jet diameter (δx = 2 × 10−4m). At each grid transition,

spatial and temporal discretizations are doubled. The time-step on the finest

grid is δt = 1 × 10−7 s, corresponding to a maximum CFL value of 0.42 for

the reactive simulations.

The initial conditions, illustrated in Fig. 2, are defined through introduc-

tion of

Φ =
1

2

[
1− tanh

|x− x0| −R0

δ

]
were Φ is an ad-hoc function defined such as Φ = 1 close to the injector

and Φ = 0 elsewhere. R0 is the jet radius while δ is the width of the shear

layer, specified as (4∆x, 1, 1) and x is the vector of spatial coordinates
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such that x0 = (x0, y0, z0). Hence the inlet injection conditions are Fin =

FjΦ + Fc(1 − Φ), where Fj and Fc respectively correspond to the jet and

coflow conditions, listed in Tab. 1.

Central jet Coflowing jet

D (mm) 4.57 210
T (K) 305 1045
U (m/s) 107 3.5
Re 23 600 18 600
XH2 0.2537 0.0
XO2 0.0 0.0989
XN2 0.7427 0.7534
XH2O 0.0 0.1474

Table 1: Initial conditions for the jet flame [10].

3.2. Qualitative description

Figure 3 shows the instantaneous structure of the flow with the iso-

surfaces of the Q criterion at t = 7.698(ms) corresponding to 180 charac-

teristic times (tc = D/Ujet). The flow seems to destabilize as the hydrogen

and air come into contact at the tube outlet. Vortex structures are thus cre-

ated and promote the mixing of the chemical species. Auto-ignition occurs

where temperature increases at a distance from the inlet called the flame

lift-off. This predicted lift-off of ≈ 10D is reasonable and coincides with the

experimental observations [10].

In order to measure more accurately the lift-off distance two-dimensional

cross-section of the flow fields observed in Fig. 3 are presented in Fig. 4, in

the region between the jet inlet (identified by the white dots at coordinate

[z/D = 0, r/D = ±0.5]) and 22D. Temperature is presented at the top

12



Figure 3: Instantaneous iso-surface of Q criterion, colored by temperature. Iso-contour of
H radical mass fraction denoting the presence of auto-ignition (light gray).

while the mass fraction of the radical YH are presented at the bottom. The

Figure confirms that auto-ignition occurs at a distance corresponding to 10D.

Indeed, the temperature undergoes a significant increase from this distance

indicating that the turbulent model seems to predict the right spreading

rate of the round jet. In the same way, the mass fraction of the radical H

increases significantly at this distance reaching its maximum value. It is then

consumed in the reaction zone.

3.3. Quantitative comparison with experiments

Flow statistics using Reynolds averages were computed over 200 charac-

teristic times, starting once the flame is well established. The mean fields are

13



Figure 4: Two dimensional cross-section of instantaneous (left) and mean (right) flow field.
Temperature displayed at the top and YH at the bottom.
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presented in the right plots of Fig. 4. As with instantaneous fields, the rapid

temperature increase attests the presence of auto-ignition and heat release.

The mass fraction of H radicals increases rapidly in the same area showing a

reactive front structure of W-shape, consistent with the triple-flame structure

described in the literature.

Mean temperature and mixture fraction profiles are plotted along the cen-

terline r/D = 0 and compared with experimental measurements from Cabra

et al [10]. The average mixture is computed using the following expression:

f =
(Y j

H2
− Y co

H2
)/2WH2 − (Y j

O2
− Y co

O2
)/WO2[

(Y j
H2

− Y co
H2
)/2WH2 − (Y j

O2
− Y co

O2
)/WO2

]
inlet

(19)

were inlet, j and co denote species mass fractions at the inlet, jet and

co-flow, respectively. Additional numerical results extracted from the liter-

ature are also gathered in Fig. 5 and compared to the present simulation.

These models combine different strategies namely probability density func-

tion (pdf) and eddy dissipation concept (EDC) for chemistry with k− ϵ and

LRR (Launer, Reese, and Rodi) for turbulence [62–68]. The temperature

profiles recently obtained by Wang et al. [69] using a normalised residence

time transport equation are also reported.

The present simulation shows a satisfactory agreement for mixture frac-

tion values, falling well within the prediction range of the other models. A

faster consumption of fresh gas from z/D = 10 is observed in comparison

with the experiments reaching a maximum deviation around z/D = 15. Fur-

ther in the flame, this deviation becomes smaller to reach reasonable values

in the burnt gases. The most predictive cases of the experimental at this

stage are the LBM and the EDC model.
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The temperature profiles presented in Fig. 5 also show an excellent predic-

tion of the experimental temperature in the induction zone (up to z/D = 15).

The deviation obtained further is explained by the lack of a subgrid turbu-

lent combustion model for the chemical source term, which leads to overes-

timating the reaction rate. This has a limited impact on the present study,

however, since we will focus only on the induction region.

Finally, mean and root mean square (RMS) radial profiles are obtained by

averaging along the azimuthal direction. Temperature and H2 mass fraction

are presented in Fig. 6. Different axial positions z/D = 8, 11, 26 are plot-

ted before auto-ignition, reaction zone and burnt gases, respectively. Mean

quantities seem to be well predicted before ignition and in the burnt gases.

However, an over-prediction of temperature and an under-prediction in H2

mass fraction can be observed at z/D = 11. Consistently with the earlier

comment on the overestimation of heat release due to the lack of turbulent

closure for the source term, one observes a faster decay of H2 mass fractions

and a higher energy release. However, (pdf) model used by Jones et al. [70]

seems to provide similar results.

4. A predictive model for auto-ignition

It is well understood that the ignition process can be well represented by

chained reactions building up a radical pool, which eventually will trigger

heat-releasing reactions. Typically, the evolution of this radical pool has

an exponential character that arises from the fact that the reaction rate is

proportional to its concentration. An important change of temperature is

observed in the gas mixture when the radical pool concentration reaches a

certain amount. Then, the heat release exponentially accelerates the radical
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pool productions yielding to a thermal-chain process known as auto-ignition

ignition phenomena.

In the first approximation, if the time required for the thermal-chain inte-

gration is neglected (time between the first appreciable temperature increase

∼ 10K and the maximum heat release) the ignition procedures could be

modelled by the time evolution of the radical pool (evaluated at the initial

temperature) and thus the ignition delay time is defined as the time needed

to reach a certain amount of radical pool.

In the present work, we will introduce a passive scalar, η, that play the

role of the radical pool mass fraction, and it will trace and determine the

ignition conditions.

4.1. Formulation

As was done for the species conservation equation (4), a transport-diffusion-

reaction equation will be employed to describe the passive scalar temporal

evolution as
∂ρη

∂t
+

∂ρuαη

∂xα

=
∂

∂xα

(
1

Leη

λ

Cp

∂η

∂xα

)
+ ω̇η . (20)

The mass production rate term, ω̇η, is computed from the theoretical work

of P. Boivin et al. [9]. Using a reduced version of the original 12-steps mech-

anism [7], the isothermal reaction rate of the radical pool, η, takes the form

of

ω̇η = ρ(λη + ϵ) (21)

where λ is the linearized chain-branching rate and ϵ is its initiation rate. Be-

cause of the exponential growth of the radical pool, in this context, η plays

the role of the dominant radical in the mixture which controls the autoigni-

tion process. In the reference mechanism, η corresponds to the monoatomic

19



hydrogen, H. A detailed procedure for the derivation of this source term is

given in the Supplemental Material. The scalar is passive in the sense that

it does not enter in the mass or energy balance and only plays the role of a

tracer variable. The thermo-diffusive properties of the scalar are those of the

radical H with a turbulence model based on turbulent Prandtl and Schmidt

numbers of 0.6 similar to the conservation equations.

Note that, for an easy implementation, all required routines for the passive

scalar formulation are made available at pierre-boivin.cnrs.fr.

4.2. Validation

Extensive computations of different H2-Air combustion configurations

were performed to test the accuracy of the passive scalar. Constant vol-

ume reactors and a one-dimensional mixing layer were used to validate the

model based on the passive scalar formulation before using it on the turbulent

jet configuration.

4.2.1. Perfectly-mixed homogeneous reactor

We start the validation procedure using the computations of a homoge-

neous reactor at constant volume to measure the ignition delay time. These

computations are also used to estimate the auto-ignition conditions in the

passive scalar formulation. The temporal evolution of a stoichiometric mix-

ture of H2-air at an initial temperature of To = 1045 K and atmospheric

pressure is shown in Fig. 7. Identifying H-radical as the ignition precursor

in hydrogen mixtures [71], the YH follows an exponential evolution until the

temperature increase becomes appreciable. At that time, where the thermal-

chain reactions become important, the reactants, as well as the temperature,

suddenly change to reach their steady values and the H-radical is consumed.

20
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In the case of the passive scalar formulation, η follows the exponential

description of YH, corresponding with the exact solution in the early stages.

During the ignition process, as the passive scalar formulation considers the

isothermal approximation, the discrepancy between YH and η becomes appre-

ciable. However, this difference during the ignition process only emphasizes

the fact that a different definition for the ignition delay time is needed for

η. Boivin et al. reported in [71] that the induction time can be estimated as

the time required for the ignition precursor radical to become of the order

of the initial value of the limiting reactant, η(tind) = min(Y 0
H2
, Y 0

O2
/2). Since

computing at each point the initial state that led to the local mixture can be

tricky, and lowered the threshold based on Fig. 7 as

η(tind) = min(Y 0
H2
, Y 0

O2
/2)/1000 (22)

Figure 8 presents a comparison between ignition times obtained via inte-
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gration of the 12 step mechanism, and times obtained through integration of

(21) until the condition (22) is fulfilled. An excellent agreement is obtained

for temperatures well above crossover, with increasing departures for lower

temperatures. This is expected, as the current formulation is only valid above

crossover [9].
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Figure 8: Top : constant volume of ignition time as function of the inverse of temperature.
Initial conditions are computed at atmospheric pressure P0 = 1.01325 × 105 (Pa) and
stoichiometric H2 – O2.

4.2.2. Triple-flame

A temporal mixing layer has been constructed by placing in contact two

domains filled, on both sides, by hydrogen and air respectively. The flow
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is considered to rest at atmospheric pressure and a high initial temperature

T0 = 1045 (K). As time passes through, the reactant are mixing and give birth

to an auto-ignition in the most reactive zone. Once the ignition occurs, two

premixed flame fronts, composed of lean and rich stoichiometries, propagate

outward and eventually evolve into a diffusion flame. This configuration

corresponds with the so-called triple-flame which can be often encountered

in fuel jets applications (JHC).

In opposite with the classical homogeneous reactor, the mixing layer con-

figuration is a stinker test case where the ignition occurs at varying local

stoichiometry and the diffusion properties play an essential role in the prob-

lem. The resulting triple-flame structure can be observed in figure 9(a) with

the heat release contours and the isothermal surfaces. Figure 9(b) represents

YH isocontours, which are aligned with the heat release contours. Results

obtained with the passive scalar model are shown in figure 9(c). Comparing

YH with η it can be extracted that both follow a similar evolution in time in

the early stages, where no flame is present. Later, the passive scalar contin-

ues evolving without any perturbation, in contrast to the hydrogen radical,

which is consumed in the flame front and produced in excess in the fuel side

because of the temperature increase.

The passive scalar model produced an underestimation of the ignition

delay time about of 14% (measured by Eq. ((22)) evaluated locally) com-

pared with the result obtained with the reference mechanism (defined as the

maximum heat-release point). Looking at the location of the most reactive

case, the detailed computations estimates the ignition source for an equiva-

lence ratio of ϕ = 1.07 while the proposed model predicts its ignition for a
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lean case of ϕ = 0.22. This discrepancy comes from two sources, firstly the

ignition detection definition: although the maximum value of η is located

for a richer mixture ϕ = 0.77, the first value that reaches the condition (22)

is located at a lower equivalence ratio. Secondly, the passive scalar model

does not take into account the heat-release reactions that it activates, this

effect will accelerate the chemistry in the stoichiometric condition, which will

displace the maximum value of η to a richer equivalence ratio.

We can conclude that η model can accurately predict the presence of

ignition conditions, inside the admissible chemistry uncertainties.
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Figure 9: One-dimensional mixing layer of H2/Air with initial temperature 1045 (K) and
at atmospheric pressure P0 = 1.01325 × 105 (Pa). The size of the domain is x = 30
(mm). (a) and (b) exhibit the evolution of the temperature as well as the H radical with
iso-contour of heat release rate while (c) displays the evolution of the passive scalar.

5. Auto-ignition detection applied to Cabra flame: Comparison
and discussion

The non-reactive simulation presented in Fig. 10 shows the evolution of

the passive scalar. Iso-surface of the Q criterion shows that the flow structure

is similar to the reactive simulation where the flow becomes turbulent at

the inlet. The temperature change is less noticeable and only due to the
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mixing between hot co-flow and fresh hydrogen. Contours of the passive

scalar are presented around the auto-ignition criteria ηignit with a transparent

grey color. The passive scalar follows the same behavior as the H radical

giving a similar rate of increase in the reactive case.

Figure 10: Instantaneous iso-surface of Q criterion, colored by temperature. Iso-contours
of passive scalar denoting the prediction of auto-ignition.

In order to further analyze whether the auto-ignition distance is predicted

correctly by η, two-dimensional cross-sections of the instantaneous flow field

are depicted in Fig. 11. The comparison with the reactive case is shown next

to it as (b). The temperature and the passive scalar are displayed at the

top and bottom respectively. The white line contours are drawn the passive

scalar satisfying auto-ignition. The structure of the ignition front takes a W-

shape similar to the one obtained in the reactive simulations. The position

of the peak is located around z/D =10, which gives excellent predictions of
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auto-ignition.

Figure 11: Two dimensional cross-section of instantaneous flow field. Temperature and η
are presented with (a) compared with the reactive test case (b). Auto-ignition condition
(η = Y 0

H2
/10000) is presented with white line contours for non reactive and YOH = 600

PPM as taken from Cabra et al. [10].

5.1. Mean quantities

The mean fields resulting from the previous simulations are presented

through two-dimensional cross-sections in Fig. 12. In the same fashion as the

instantaneous fields, the rapid increase of passive scalar reveals the position of

auto-ignition. The averaged passive scalar contours show the same behavior

as the instantaneous where the ignition point is met around z/D =10.

5.2. Further analyses : ignition and failure

The influence of the coflow temperature on the Hlift is further examined

in Fig 13. The predictions from the passive scalar are compared to those
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Figure 12: Two dimensional cross-section of averaged flow field. Top : Temperature Tmean

and YH,mean in the reactive case. Bottom : Temperature Tmean and passive scalar ηmean

in the non reactive case.

from reactive simulations over a temperature range of 1025 to 1055 K. The

lift-off height is sensitive (inversely Proportional) to the coflow temperature

as can be found in experiments [20, 72]. Below 1030 K, the ignition occurs

at a distance beyond the domain length. Hence, no ignition is observed. The

results of the passive scalar prediction are consistent with the measurements

obtained by the reactive simulations. This attests to the ability of the passive

scalar to adapt to temperature variations. Beyond a coflow temperature of

1055 K, the flame flashes back to the inlet and no lift-off is observed.

To further understand the effectiveness of the model, it is important to

analyze its behavior in predicting the absence of auto-ignition in a flow.
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Figure 13: The effect of coflow temperature Tco on the lift-off height normalized by the jet
diameter. Comparison between the reactive simulations and predictions form the passive
scalar.

For this purpose, we performed a simulation at a relatively cold initial co-

flow condition T0 = 1000 K. The results obtained are shown in fields of

Fig. 14. The upper field shows the evolution of the H radical from the

reactive simulation. The initial temperature values are high enough to give

reaction radicals but low enough to prevent a branching explosion. Thus,

we observe traces at the interface of the central jet and the co-flow reaching

maximum values of YH = 10−10. The passive scalar field is presented at the

bottom. The maximum value reached by the passive scalar seems to be low

enough to attest to the absence of ignition. Thus the passive scalar modeling

seems to be efficient even in predicting non-igniting scenarios.
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Figure 14: Two dimensional cross-section of instantaneous flow field of the jet. Comparison
of radical pool production (YH) and passive scalar behavior for initial co-flow temperature
1000 K.

6. Conclusion

Numerical simulations of a 3D reactive jet in hot co-flow were conducted

using Lattice Boltzmann Methods. Validation against experimental results

of the average quantities (i.e temperature, species mass fractions) attested

to the relevance of the Lattice Boltzmann Methods in turbulent combustion

applications.

A novel passive scalar is derived from an eigenvalue analysis of the Ja-

cobian of the chain branching chemistry in order to capture auto-ignition.

Since ignition of hydrogen air is governed by the turbulent chemistry interac-

tion. The proposed model is derived from the behavior of chemical reaction

radicals and have the same chemical characteristics (i.e. it behaves as any

mass fraction equation). However, the passive scalar has no interaction with
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the flow. The latter does not modify the flow properties and takes only in-

formation from it. Thus, it is possible to apply most of the subgrid models

developed in the literature for the different regimes of turbulent combustion.

Results have shown that the model can capture accurately the experimental

prediction of the auto-ignition in the jet flame. Moreover, the model is sen-

sitive to co-flow temperature variation which felt in line with experimental

observations. The absence of auto-ignition can also be predicted when the

co-flow temperature is not enough to enhance chemical branching leading to

ignition. Thus, this formulation can be helpful to predict ignition hazards

in hydrogen leaks in complex configurations. In addition, its application

to non-reactive simulations allows faster computations by removing the fast

chemical hydrogen timescales.
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