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Multiple fields in biological and medical research produce large amounts of point cloud
data with high dimensionality and complexity. In addition, a large set of experiments
generate point clouds, including segmented medical data or single-molecule localization
microscopy. In the latter, individual molecules are observed within their natural cellular
environment. Analyzing this type of experimental data is a complex task and presents
unique challenges, where providing extra physical dimensions for visualization and analysis
could be beneficial. Furthermore, whether highly noisy data comes from single-molecule
recordings or segmented medical data, the necessity to guide analysis with user
intervention creates both an ergonomic challenge to facilitate this interaction and a
computational challenge to provide fluid interactions as information is being processed.
Several applications, including our software DIVA for image stack and our platform
Genuage for point clouds, have leveraged Virtual Reality (VR) to visualize and interact
with data in 3D. While the visualization aspects can be made compatible with different
types of data, quantifications, on the other hand, are far from being standard. In addition,
complex analysis can require significant computational resources, making the real-time VR
experience uncomfortable. Moreover, visualization software is mainly designed to
represent a set of data points but lacks flexibility in manipulating and analyzing the
data. This paper introduces new libraries to enhance the interaction and human-in-the-
loop analysis of point cloud data in virtual reality and integrate them into the open-source
platform Genuage. We first detail a new toolbox of communication tools that enhance user
experience and improve flexibility. Then, we introduce a mapping toolbox allowing the
representation of physical properties in space overlaid on a 3D mesh while maintaining a
point cloud dedicated shader. We introduce later a new and programmable video capture
tool in VR and desktop modes for intuitive data dissemination. Finally, we highlight the
protocols that allow simultaneous analysis and fluid manipulation of data with a high refresh
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rate. We illustrate this principle by performing real-time inference of randomwalk properties
of recorded trajectories with a pre-trained Graph Neural Network running in Python.

Keywords: virtual reality, point clouds, inference, microscopy, human in the loop, 3D maps

INTRODUCTION

Scientific research is producing large amounts of data of various
types and dimensionality. Exploring this increasingly complex
data is essential to guide experiments, rapidly extract relevant
information, and guide future developments. Multidimensional
point cloud data are generated in several scientific fields,
including LIDAR, computer-assisted design, segmented
medical images, and electron microscopy, to name a few. This
paper shows an application centered on point clouds generated
from single-molecule localization microscopy (SMLM) (Betzig
et al., 2006; Rust et al., 2006) without losing the generality of the
proposed method solutions.

In SMLM, single-molecules are observed in their natural
cellular environment to extract information related to their
dynamics and interactions in live cells (Höfling and Franosch,
2013; Manzo and Garcia-Parajo, 2015), or to reconstruct super-
resolution images of cell organelles (Betzig et al., 2006; Rust et al.,
2006). Large-scale recordings of single molecules at the
nanometer resolution reveal the complex interplay between 4D
geometry (space and time) and biological activity. Understanding
these complex time-evolving structures requires freely navigating
within the data and analyzing portions of it.

Another significant component associated with single-
molecule imaging is the complexity of the data. Positions and
dynamics of biomolecules are accessed through multiple
preliminary operations (Chenouard et al., 2014), such as image
deconvolution and tracking, which leads to noisy datasets.
Furthermore, these datasets are usually highly heterogeneous
in space, time, and other associated properties. Furthermore,
organelles unseen in datasets influence the geometry of the
recorded point cloud in the surrounding environment. Hence,
we are convinced that numerous scientific initiatives benefit from
immersive visualization modalities such as virtual reality (VR) to
enhance data comprehension. Data in this context may be
uploaded to a VR environment and visualized using a custom
shader program linked to relevant experimental parameters.

Exploring the data in VR offers the possibility to grasp the global
geometrical structures while allowing the possibility to dive within
the data to explore more local structures and their relation in space.
Besides, the interaction in VR facilitates the quantitative analysis of
the data through the combination of user intervention and
optimized analysis algorithms. The ability to easily and quickly
isolate regions of interests in 3D for example is time consuming
and impractical even with efficient desktop software such as ViSP
(Beheiry and Dahan, 2013), while these sorts of interactions are
faster and more precise using VR. Several applications including our
software platform Genuage are dedicated to visualize and analyze
point cloud data in virtual reality (Blanc et al., 2020). Genuage is an
open-source VR–compatible platform for visualization of
n-dimensional point cloud data. It features a set of VR-assisted

tools for data exploration, data selection, and built-in analysis. While
VR visualization parameters can be adapted to the various types and
dimensionality of the recorded point clouds, quantification, on the
other hand, seems far frombeing standard. Point clouds generated in
different acquisition modalities can vary in dimensionality and
might underlay specific information that requires dedicated
algorithms for analysis. Moreover, such algorithms are developed
in different scripting platforms and remain case-dependent. The
standardization of the quantification process remains thus difficult.
In addition, complex analysis can require large computational
resources, making the real-time VR experience uncomfortable.
Moreover, visualization software is mostly designed to represent a
set of data points but lacks flexibility in manipulating and analyzing
the data. Examples include generating new data properties to
visualize, calculating physical properties from selected points,
creating new point clouds derived from the one already uploaded
and combining data sets.

This paper presents the Genuage software for point cloud
visualization and interaction and highlights recent developments.
We introduce new approaches and processes implemented within
the Genuage platform, in which enhanced flexibility and user
experience are made possible by a set of communication tools
and built-in functions. We discuss communication protocols with
user-defined libraries applied on a selection or an entire data set. This
communication mode allows DLLs to compute specific properties
on selected data, generate new data sets or create a new point cloud.
We demonstrate this approach by analyzing the blinking of single-
molecule localization data where it is desirable to combine
localizations originated from blinking molecules, to compute local
density, or to determine dynamical properties. We introduce a new
set of tools for calculating and presenting physical properties in 3D
overlaid to a 3D mesh while maintaining a point cloud dedicated
shader. We additionally introduce learning procedures on graphs
and their relation to points clouds in a biological context. We show
the interaction with data performedwhilemaintaining a high refresh
rate within the VR headsets, thus maintaining user comfort when
communicating with other scripting platforms even if large
computational resources are required. We illustrate this principle
by performing real-time inference of random walk properties of
recorded trajectories with a pre-trained Neural Network running in
Python. Finally, we introduce a new programmable video capture
tool in VR and desktop modes for intuitive data dissemination.

METHODS

VR for Point Cloud Visualization
VR is starting to play a more important role in research initiatives.
From cardboard inserts intended for smartphones to advanced
headsets with multiple sensors for positional tracking, VR
contributes to the design of projects for various science topics.
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Facilitating this process are freely accessible development
platforms, such as Unity and Unreal Engine, and the availability
of many open-source projects. VR applications can now be a part
of the teaching (Brůža et al., 2021) and research environments
(Matthews, 2018; El Beheiry et al., 2019).

Applications centered on point clouds span various fields. Some
relate to data tagging withmachine learning such as those in (Bergé
et al., 2016; Stets et al., 2017; Wirth et al., 2019; Liu et al., 2020;
Ramirez et al., 2020). They range from optimized interfacing to
easy interactions with the data to mixed interactions with various
algorithms to prepare data or detect specific structures of interest.
Some hybrid applications can be found in astronomy such as (Gaia
Sky, 2014). General visualization and interaction software include
PointCloud XR and developments centered on compression to
ensure visualization in VR (and AR) (Pavez et al., 2018). Other
applications such as MegaMol and UnityMol are dedicated for the
visualization of point-based molecular data sets (Doutreligne et al.,
2014; Grottel et al., 2015). Within the context of microscopy and
biological data analysis, which is the focus of this paper, the open
source vLUME software (Spark et al., 2020) provides a direct way
to represent, interact, and analyze static point clouds from single-
molecule experimental data. It features numerous interfaces and
high-quality visualization to highlight structures and better
understand biomolecule geometric distributions within the cell.

We provide in the supplementary a detailed feature
comparison table.

Genuage for Point Cloud Representation
and Analysis
General Features of Genuage
We recently introduced the open-source software platform
Genuage (Blanc et al., 2020; Genuage GitHub, 2020) to
address visualization, interaction and analysis of complex
multi-dimensional point cloud data. The platform can
accommodate several types of point cloud data. Genuage is
built on the Unity game engine and was initiated on the
simple premise that extracting information from high
dimensional point clouds is a non-trivial task. VR immersion
provides the dual possibility of increasing the number of
dimensions represented and allowing more direct interaction
with data. Genuage has a dual interface: a computer desktop
interface and a VR interface. The desktop interface derives its
design principle from ViSP (Beheiry and Dahan, 2013): it allows
users to load the data and set general representation parameters
(Supplementary Figure S2). While all these parameters could be
defined within the VR interface, data visualization and analysis
practices in the lab are often incompatible with long times passed

FIGURE 1 | General overview of Genuage. The VR interface (A) allows the adjustment of the visual parameters associated with the point cloud. It includes
associating visual parameters to specific columns in the data, adjusting the color code, scaling, and aspect ratio. A set of analysis tools allow performing VR-assisted
measurements and complicated 3D selections. Clipping plane tools allow us to explore the inner layers of the point cloud in VR at arbitrary angles. Multidimensional point
cloud data generated by single-molecule localization microscopy are explored in VR in 3D (B) and (3D + time) (C).
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within the VR environment. Hence, we developed a dynamic
process where the user can switch from one interface to the other
based on the specificity and complexity of the action, they wish to
execute following the same design principles of DIVA (El Beheiry
et al., 2020). The VR interface allows visualization and navigation
within the point cloud (Figure 1; Supplementary Figure S3). It
provides multiple means of interaction and for adjusting
visualization parameters within the VR environment. In
addition, various tools for measuring distances, angles,
counting, and time series analysis are accessible.

The data sets and associated parameters presented in this
paper stems from single-molecule localization microscopy
experiments and present some specificities that we will
highlight in the following paragraphs.

Single-Molecule Experiments and Data
Fluorescence microscopy is a powerful tool in modern biological
studies. It provides a window to observe the inner functioning of
cell organelles in physiological conditions with high specificity. In
conventional fluorescence microscopy, images of the whole
sample are acquired with a limited resolution due to the
optical diffraction limit (Lichtman and Conchello, 2005).
However, imaging individual molecules allow overcoming this
limit. Individual labeled proteins can be imaged and localized
with high precision in live and fixed cells thanks to bright
fluorescing molecules. Imaging sparse distributions of single
molecules over time and localizing their centers with high
precision provides two types of information. First, it offers a
means to follow the dynamics of individual emitters in live cells.
The quantification of each molecule’s diffusion behavior and
interaction kinetics provides a statistical map of molecular
interactions avoiding thus population averaging. Second, it
allows the reconstruction of super-resolution images with a
resolution below the diffraction limit of the microscope. The
principle relies on splitting the emission of molecules in time and
space such that only a sparse subset of molecules is active in a
single acquisition frame. Each molecule is localized with a
precision way below the diffraction limit. Repeated steps of
localization, bleaching, and activation of a new subset of
single-molecules allow to sample the whole structure of
interest and reconstruct a pointillist image in super-resolution.
In both cases, the output of the localization algorithm is a set of
3D coordinates [e.g., (Hajj et al., 2014; Nehme et al., 2020)], and,
depending on the complexity of the detection microscope, several
associated parameters such as the color, the intensity of the
detected molecule, the time stamp, and the molecular
orientation to name a few. Visualizing and analyzing such
complex datasets is not trivial on a 2D screen given the large
dimensionalities of the recorded point cloud. The complexity and
the density of data points can conceal or intersect with other
features within the data. In addition to the visualization aspects,
analysis might require specific tasks to be performed within the
complex dataset such as selection and counting. Users often face
the need to analyze a specific trajectory or a selection of
trajectories within a region of interest. Thus, the main
requirements for exploiting single-molecule localization data
are an efficient and intuitive perception of multidimensional

data, ease of navigation through the data, and a facilitated
interaction to accomplish specific tasks such as placing
landmarks for measurements or counting and performing
selections.

There is a clear advantage in using Genuage and VR to
navigate and interact with such complex data. However,
analyses of single-molecule datasets are far from being
standard. It is common for different users to adopt different
strategies for the quantification of the recorded cloud. Custom-
made algorithms are often required and can continuously
improve with evolving functionalities. Moreover, different
algorithms might impact the original point cloud differently,
for instance by generating additional properties for the point
cloud or by creating a completely new data set. There is thus a
clear need to adapt Genuage for different custom-made
algorithms with non-standardized outputs.

General Framework for Visualization and Analysis in
the Genuage Platform
A table of 3D coordinates defines the point clouds and other
associated parameters generated by a specific experimental and
analysis approach. Genuage can read point cloud data from any
text file with any separator type providing that the data is
organized in rows and disregarding the presence of any
header. Individual points are represented directly with
geometric shaders as Gaussian shapes with adjustable standard
deviations to provide an adequate “size” to the points within the
VR environment. The geometry shader spawns 4 points per data
point to define a sprite with the Gaussian shape. Characteristics of
Gaussian profiles such as color, intensity, or transparency can be
mapped to specific data columns associated with a set of point
cloud parameters or obtained as a result of performed analysis.
Different color code palettes, including colorblind friendly
palettes, are provided to account for different experimental
data requirement and avoid visualization artifact (Borland and
Taylor Ii, 2007). Subsets of points are visible or invisible based on
specific thresholding parameters with nearly no impact on
software performance or framerate. In addition, other high-
dimensional information can be presented, such as vectorial
data associated with points. For example, molecular
orientations appear as an overlay on the point cloud of
individual orientation-dependent color-coded segments.
Similarly, we can display dynamic (time series) point clouds as
a function of the recorded time or scrolling time windows.
Trajectories are linked via segments in 3D, as can be seen in
(Figure 1C). The user fully controls the mapping and
correspondence between data columns and visual parameters.
In (Figure 1A) we show a few components of the interface that
are directly related to the discussed application.

Visualizing dense 3D point clouds can be challenging as the
user’s relative position concerning the observed reconstructed
data may not fully visualize the underlying structure. Similarly,
highly anisotropic data can be challenging to visualize due to
orientation dependency. In Genuage, the user can render a set of
point cloud data visible or invisible based on thresholding specific
parameters present in the data. Also, thanks to a clipping plane
feature, the user can control within the VR environment a 3D
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plane that conceals the points it intersects. Furthermore, this
clipping plane can be held in a place and combined with several
additional ones to allow exploration of dense point cloud data at
arbitrary angles.

In addition to the visualization aspects, we provide several
built-in quantification tools in Genuage. VR is a vehicle to
perform otherwise time-consuming quantification tasks more
precisely. A set of essential tools include 3D length
measurement, counting, angle measurement, profiling the
point cloud along a segment as a bin count, selecting a subset
of the point cloud, and exporting data. All geometric operations
in 3D space are simplified thanks to the VR environment. JSON
files are generated as a means to save the manipulation progress
and to record the analysis results.

Advanced analysis such as diffusion coefficient inference on
selected time series data complements the essential tools that are
presented. In addition, a new tool to overlay different shaders is
implemented to represent local physical properties computed on
the local point cloud data set. For example, we provide an analysis
tool for creating a complex 3D mesh based on local point cloud
density. In each region, the code infers the local diffusion
behavior of dynamic molecules data and presents it as a
variation in the color of the mesh or as surfaces with adequate

color. The implementation will be further detailed in the
following section.

The Genuage platform is developed as a versatile package for
point cloud data and is highly modular to allow easy repurposing
of portions of the code. Besides visualization, the goal of Genuage
is efficient, and simplified data analysis. As point cloud data is
ubiquitous, developing a general analysis framework is
challenging. Our first development ensured compatibility with
Python with a dedicated communication protocol launchable
from Genuage. This development was motivated by ensuring that
complex analysis could be performed outside the platform,
especially if they required significant computational resources.
We used a similar approach for volumetric data annotation in the
DIVA-cloud platform (Voxel Learning in DIVA, 2020). Efficient
uses of the pipeline consist of transmitting a subset of selected
data to a python script for analysis and using the results to
enhance the visualization of this subset or provide extra
information in space and time. We also implemented the
Matlab pipeline as it is a popular tool for biological data
analysis. Similar pipelines will soon be added for R and Julia.
An example of an application is shown using a custom Graph
neural network to perform single-molecule trajectory analysis
(see Figure 2; Supplementary Video S1).

FIGURE 2 | Workflow for single-molecule analysis in Genuage. (A) Raw images of diffusing particles in the nucleus of a cell are captured with MFM. Images are
analyzed, and a table is generated containing the position of each particle and the corresponding timestamp. (B) The localizations are imported into Genuage and
explored in VR. Color codes can be tuned to represent individual trajectories or the temporal evolution of the point cloud dynamics. (C) A screenshot of the Genuage
interface as a selection of point cloud subsets and analysis is performed. Trajectory selection is performed using the VR controllers with a visual aid in the form of a
sphere. Other shapes can be used to select points. In highly convoluted point distributions, the user can define landmarks generating a convex hull that will capture points
of interest. Results are displayed as changes of the trajectory colors, with intensity depending on the value of the sub-diffusive exponent. The inference analysis is
performed in real-time on the selected trajectories (inset shows real-time calculation performed). Various means to display results are available. The screenshot also
shows the interface in the current version of the Genuage software. Most of the buttons and displays are self-explanatory [an introduction to the design can be found in
the videos associated with (Blanc et al., 2020)].
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Our newest development focused on numerical data analysis
that either requires limited computational resources or requires a
complex set of packages. We added a toolbox to import ad-hoc
external DLLs libraries. While we use the classical development
process of using addons, plugins, and DLLs to enhance the
Genuage platform, our challenge lied in the end-user
community willingness to engage in the challenges of
developing VR software and in their limited computing
facilities (usually computers with basic graphic cards and few
CPU cores). We streamlined the development and use of a VR
software for experimental scientist and biologists. Furthermore,
the architecture is optimized to ensure usability on most
computing platforms. We provide different templates for the
required possible formats of the DLLs and structures. Different
DLL formats allow performing specific tasks. Currently, we
provide 3 configurations of libraries that allow efficient
integration within the Genuage platform (Figure 3;
Supplementary Video S2). These configurations provide
guidelines for a user to develop other possible integration
architectures. We provide code templates to help user easily
create DLLs from their analysis algorithms, and integrate their
code into an analysis routine through Genuage. Users are able to
run custom algorithms with no need for advanced knowledge in
C# or software development. We favored three analysis
configurations. First, the library generates new columns in the
point cloud data represented within the VR environment and
associated to a specific visual parameter (Figure 3B). Second, the
library generates numerical outputs shown in an extra
visualization window (Figure 3C). Third, the library creates a
new point-cloud dataset (Figure 3D). To illustrate these
procedures and provide development guidelines for new
libraries, we provide three DLLs. The first one simplifies point
density estimation. The second one computes the apparent

diffusion coefficient on a selected trajectory. The third one
combines and displays point clouds localizations generated by
the same molecule due to the inherent molecular blinking
commonly encountered in single-molecule super-resolution
acquisitions (check Supplementary Information for more
details).

While VR is instrumental for data analysis, results are often
communicated without the VR environment. Furthermore, VR
and AR remain new technologies that are not widespread. Hence,
we developed a toolbox to capture information within the VR
environment and export it in an easy to share format. We
developed a dedicated toolbox that features an image capture
module within the VR environment and a video capture mode
where the user defines landmarks for the displacement of a virtual
camera within the virtual point cloud. Furthermore, the user can
adjust the timing at each waypoint and set visual parameters such
as the color and thresholding. Then, the user can access in
desktop mode the newly created external file. The file can be
further adjusted manually to define the position of the waypoints
and the animation using a dedicated scripting language. In
addition, the desktop mode has an interface for timing
adjustment. As a showcase, we present the video capture of
dual color super-resolution localization microscopy data sets
performed in budding yeast (Supplementary Video S3).

Advanced Analysis
Point clouds are ubiquitous and thus analysis can vary
significantly in complexity (Charles et al., 2017; Qi et al., 2017;
Liu et al., 2019). These last 5 years, analysis of point clouds have
been the center of numerous efforts in machine learning. The first
challenge of any set of point clouds analysis is the data’s variable
size, preventing usual machine learning approaches that require
data standardization. The second is the complexity of possible

FIGURE 3 | Different library configurations are compatible with Genuage and allow performing specific manipulation of the data. (A) Initially, the point cloud is
imported as a table of coordinates displays in Genuage as 3D spheres positioned at (X,Y,Z) coordinates with specific visual attributes like colors (c). Depending on its
format, the DLL: (B) performs a specific calculation on the point cloud that results in an additional data column that could be assigned to a specific visual feature, (C)
retrieves the information from selected points. It displays the resulting calculus in a popping up window, (D) generates an entirely new point cloud with different
elements based on specific mathematic manipulation.
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underlying models (if they exist) and associated challenges in
performing Bayesian analysis (Jaqaman et al., 2008; Höfling and
Franosch, 2013). Our domain of application in this paper matches
these two challenges. We cannot control time series size, and
most underlyingmodels have either no known likelihood formula
or are computationally intractable. We refer the reader to
(Höfling and Franosch, 2013; Manzo and Garcia-Parajo, 2015;
Miller et al., 2017) for a general introduction. Hence, we used
simulation-based inference to analyze selected data within the
virtual environment. We leverage our recently developed graph
neural networks (Fey and Lenssen, 2019; Verdier et al., 2021) to
run efficient parameter inferences. We used the following
architecture (Supplementary Figure S1, with explication in
the caption). The inference model was trained on numerical
datasets of various random walk using the “ANDI” package
(AnDi, 2020; Muñoz-Gil et al., 2020). The model is pre-
trained, and the number of associated parameters is reasonable
for a deep model (300,000–500,000). VR representation was done

on a GPU card while the inference was run directly on the CPU,
leveraging multi-threading to analyze sets of individual
trajectories as they were selected by the user.

In the context of single-molecule tracking experiments, a
common task is to find the nature, and associated parameters
of dynamical random walks. The underlying idea is that the
random walk is a proxy to the physical interactions between the
biomolecules and their cellular environments. For this
application, typical analysis time is counted in multiple hours.
From the localization process of single molecules in images to
analysis of trajectories, it can take from hours to multiple days
(especially on a single computer). Here, the computation time of
the trajectory analysis is massively reduced using a pretrained
graph neural network. In our implementation, the challenge was
to run an analysis with the pretrained GNN while the
representation in VR was running and to analyze the selection
of point clouds that could belong to a single or a set of trajectories.
Furthermore, the analysis should not significantly slow down the

FIGURE 4 | Performance quantification: (A) The frame rate of the graphic card is reported as a function of the number of points that are visualized in VR. (B)
Evolution of the frame rate of the graphic card as a function of the number of the trajectories that are analyzed using the pre-trained neural network. A frame rate of 80 Hz
as imposed by the used VR headset defines the range for a comfortable utilization of the VR headset. The refresh rate remains at a comfortable level for up to 30000
trajectories. Such number is considered extremely high compared to realistic data sets. (C) Evolution of computation time of the pretrained neural network as a
function of the number of inferred trajectories. The reported analysis time is extremely fast regarding the computation required by the GNN. The performance
quantifications are performed for a computer with the following specs: Intel Core I5-8400 CPU, 16 Gb ram, Geforce 1080Ti GPU.
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refresh rate to avoid discomfort when analyzing and exploring the
data. We found that the rendering performance in Genuage was
not impacted when performing the analysis with the pretrained
GNN applied on a selection of trajectories. The refresh rate
remained at a comfortable rate (Zhang, 2020) of 80 Hz as
recommended by the testing VR headset. To test the limits, we
quantified the refresh rate as a function of an increasing number
of selected trajectories. We found that the refresh rate remained at
a comfortable level for selections containing up to 30000
trajectories. Such number is considered extremely high
compared to realistic data sets. While the GNN analysis could
take up to few minutes to be performed on such large number of
trajectories, the VR experience is not impacted, and the user is
able to interact with the data during this waiting time. The
quantification of the performance is reported in Figure 4.

Nevertheless, when possible, Bayesian Inference remains a
powerful analysis tool, especially for mapping spatially physical
properties of the cell. One possible analysis approach is
determining a landscape of diffusivity and interaction potential
based on the recorded point cloud trajectories, including the very
short ones, within a given area (Masson et al., 2014; Beheiry et al.,
2015) (check supplementary for details). Here we extended this
principle to 3D for point cloud data generated thanks to the
volumetric imaging capability of MFM. We implemented a 3D
mapping of effective diffusion and forces in 3D through a DLL as
a proof of concept. First, clusters of point clouds are identified
using a k-means clustering algorithm (MacQueen, 1967), and a
3D mesh is generated to define the borders of the different
regions. The assumption is that physical properties, such as
diffusion coefficient and potential, remain constant in small
regions. Second, a Bayesian inference approach estimates the
local diffusion coefficient and other physical properties (check
supplementary). Finally, the calculated values are uploaded as
additional columns. From a visualization point of view, the new
challenge here resides in overlaying the generated regions and the
associated properties to the point cloud in VR. We opted for a
wireframe visualization approach for discriminating the
generated 3D mesh and a 3D surface presentation of the
associated physical property (Supplementary Video S4). The

color code and transparency of each region are adjusted to reflect
the calculated physical properties. Figure 5 illustrates the analysis
and visualization pipeline.

RESULTS: PROOFS OF CONCEPT AND
APPLICATIONS

Here, we demonstrated our procedures on a set of point cloud
data consisting of single-molecule localizations and trajectories of
beads injected in the nucleus of living cells. U2OS cells were
plated on microscope coverslips. Particles 50 nm in size were
injected into the nucleus and allowed to freely diffuse. Volumetric
images were recorded at 30 ms exposure time using multifocus
microscopy (MFM) (Hajj et al., 2014). Thanks to the addition of
several diffractive optical elements on the emission path of a
widefield microscope, MFM captures instantaneous volumetric
images of the whole cell nucleus by tiling different focal planes
side by side on the same camera. MFM fluorescence images are
reconstructed as Z-stacks in a post-processing step. The analysis
pipeline retrieves the 3D sub-pixel localization of each particle via
3D Gaussian fitting. Trajectories are later generated using the
Utrack algorithm (Jaqaman et al., 2008) (Figure 2B and
Figure 6A). Upon injection, the particles explore the
heterogeneous volume of the nucleus, and the diffusive
behavior is thought to be a direct indicator of the physical
properties and compaction of the surrounding chromatin. In
addition, and regardless of the dynamical aspects, the
accumulation of all the localizations of the single particles
reconstitutes a super-resolution image of the empty space that
is surrounded by the chromatin fibers.

In Figure 2we show a capture of the analysis with the Genuage
interface. Supplementary Video S1 shows a full demonstration of
the inference being performed sequentially on subsets of selected
trajectories. They also show the entire procedure from loading the
data to performing a complete analysis of experimental data and
procedures to import custom analysis software within Genuage.
Analysis time is dependent on the size of the selected data. As a
graph is associated with all the selected trajectories, the

FIGURE 5 | The principle of 3D diffusion map analyses. (A) Experimental point cloud data generated from beads injected, imaged in 3D and tracked in the nucleus
of a living cell. The panel shows all the recorded localizations color coded by the axial position. (B) A 3Dmesh allows identifying different regions with a sufficient number
of point clouds to perform the analysis. (C) in each region, the diffusion coefficient is inferred and shown as a closed surface color coded by the diffusion coefficient.
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distribution of trajectory lengths translates into time distributions
in receiving the analysis results.

In the Supplementary Figure S6, we show the measured
evolution of the framerate with increasing analysis constraints.
Beyond 30,000 points, we see a significant decrease in the VR
framerate and an increase in the waiting time to receive the
analysis result.

Thanks to Genuage and the new set of communication tools,
we generated a density map of the particles within the nucleus
using an external DLL (provided). It is a direct link to local
constraints imposed by the surrounding DNA. Figure 6B shows a
slice through the recorded volume where points are color coded
by local density. Observed empty spaces are a direct hint for the
presence of a chromatin area with high compaction or nuclear
compartment that large particles cannot bridge. Conversely,
high-density regions point towards trapped particles due to
local chromatin density.

To check how compaction affects dynamics and the
compaction hypotheses directly linked to diffusion, we
analyzed the dynamics of single particles. Real-time analysis
allowed us to efficiently explore the complex nuclear
environment to retrieve local diffusive properties. As a result,
we have observed different diffusion and sub-diffusion exponent
parameters in various areas of the nucleus, providing evidence of
different compaction levels.

To expand further our investigation, we generated diffusivity
maps all over the observed volume and correlated it to the
presence of a restricted access area or high particle density
area. Figures 6C,D shows a 3D diffusion map generated for a
defined area of the nucleus. A very heterogeneous diffusion
landscape was observed with intermingled regions of slowly

diffusing particles and trapped ones. It is linked to local
chromatin compaction and was confirmed by calculating the
local density of point cloud Figure 6E.

Future works will focus on disturbing the chromatin
organization locally or on a large scale and monitoring the
evolution of the diffusion. We think that the VR experience
and advanced real-time analysis within Genuage will provide a
valuable tool for guiding our future findings.

DISCUSSION

Virtual and augmented reality will likely play a more critical role
in research and medical application. Large scale initiatives using
these technologies will fuel the acceptance of the technologies and
improve their usability. While initiatives relying on VR to
improve complex data visualization are more familiar with
applications on microscopy-based data or medical images, we
feel that leveraging VR as a part of the analysis pipeline will be a
crucial element pushing for research adoption of the tech.

This paper shows dedicated software for real-time
visualization and analysis of multidimensional point cloud
data such as those generated by single-molecule microscopy.
We show that VR is an efficient tool to visualize and interact
with complex point-cloud data. Visual features can represent high
dimensional data sets and the corresponding output following a
quantification process. Genuage is an optimized tool to facilitate
data analysis of complex non-isotropic point clouds such as those
obtained from biomolecule dynamics.

We have shown a set of libraries and toolboxes implemented
in the Genuage platform to perform human-in-the-loop point

FIGURE 6 | Pipeline for calculating 3D diffusion map of point cloud dynamic data. (A) Reconstructed 3D trajectories of beads injected in the nucleus. (B) A slice in
the reconstructed volume shows a point cloud color-coded by the local density (d). A very heterogeneous density is observed pointing towards different chromatin
compaction. (C) 3D diffusion map generated over a small nucleus area represented by the blue square in (B). The different areas are presented by surfaces with
controllable transparency and color-coded by diffusion (Diff). (D) To easily visualize the diffusion landscape point clouds are colored by the diffusion coefficient. The
arrows point toward examples of low diffusivity area where particles are assumed to be trapped. This hypothesis is supported by the corresponding high local density
estimation as presented by (E). Scale bar: 5 microns in (A) and (B), 1 micron in (D).
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cloud analysis in VR. Our developments focused on allowing
analysis without impacting the image rendering refresh rate and
thus ensuring fluid interactions between the user and the data.
We provided the required tools to allow efficient data extraction
from the VR environment to be displayed onto regular 2D
viewing devices. We ensured compatibility with popular
analysis frameworks while keeping on adding new ones.
Finally, we developed proof of concept analysis pipelines to
demonstrate the analysis process in VR and provide guidelines
to develop new ones. We chose an application deeply linked to
biomolecule research. Nevertheless, the generality of the
approach allows applications to any kind of point cloud data.

Our future initiative will center on four topics. First, we will
develop Genuage-cloud, a platform extension to allow complex
analysis to be run on the cloud through a Django interface and
entirely run the visualization and analysis in the cloud while
streaming the images to the VR headset. Second, we will extend
the Genuage platform to run Augmented Reality (AR) applications
on glasses and tablets with a new library focused on amortizing the
representation of large point clouds on devices with limited memory.
In addition, we will develop new shaders to render the fusion of
different data types in the VR environment, facilitating data
interpretation during the analysis. Finally, we will develop a
physical engine library to allow mixing user interaction and
physical simulations to explore organelle structure dynamics in
the cell.

DATA AVAILABILITY STATEMENT

The datasets presented in this study can be found in online
repositories. The names of the repository/repositories and
accession number(s) can be found below: https://github.com/
Genuage/Genuage.

AUTHOR CONTRIBUTIONS

TB, MEB, GP, HV, LR, J-BM, and BH contributed to the code
routines. TB is the main developer of the Genuage platform. BH

provided super-resolution and single-particle tracking data.
MEB, J-BM, and BH conceived the idea. J-BM and BH
directed the project and wrote the paper. All authors read the
paper and contributed to and approved the content.

FUNDING

We acknowledge funding from the Fondation pour la
recherche médicale (FRM; DEI20151234398), the Agence
National de la recherche (ANR-19-CE42-0003-01), the
LabEx CelTisPhyBio (ANR-11-LABX-0038, ANR-10-IDEX-
0001-02), and the Institut Curie. We recognize the support of
France-BioImaging infrastructure grant ANR-10-INBS-04
(Investments for the future). We acknowledge the financial
support of the Agence pour la Recherche sur le Cancer (ARC
Foundation), DIM ELICIT and from ITMO Cancer of Aviesan
on funds administered by Inserm (grant N° 20CP092-00). We
acknowledge funding from the Institut Pasteur, the Institut
Curie, the Paris Science lettre (PSL) University, the
sponsorships of CRPCEN, Gilead Science and foundation
EDF, the INCEPTION project (PIA/ANR-16-CONV-0005,
OG), the programme d’investissement d’avenir supported
by L’Agence Nationale de la Recherche ANR-19-P3IA-0001
Institut 3IA Prairie and the support of the AVIRON grant
from the Région Ile-de-France (DIM-ELICIT).

ACKNOWLEDGMENTS

We acknowledge the naviscope Inria project lab teams and
Thomas Isenberg for fruitful discussions.

SUPPLEMENTARY MATERIAL

The SupplementaryMaterial for this article can be found online at:
https://www.frontiersin.org/articles/10.3389/fbinf.2021.775379/
full#supplementary-material

REFERENCES

AnDi (2020) andi-challenge Available at: http://andi-challenge.org/.
Bergé, L.-P., Aouf, N., Duval, T., and Coppin, G. (20162016). “Generation and VR

Visualization of 3D point Clouds for Drone Target Validation Assisted by an
Operator,” in 8th Computer Science and Electronic Engineering (CEEC), 66–70.
doi:10.1109/CEEC.2016.7835890

Betzig, E., Patterson, G. H., Sougrat, R., Lindwasser, O.W., Olenych, S., Bonifacino,
J. S., et al. (2006). Imaging Intracellular Fluorescent Proteins at Nanometer
Resolution. Science 313, 1642–1645. doi:10.1126/science.1127344

Blanc, T., El Beheiry, M., Caporal, C., Masson, J. B., and Hajj, B. (2020). Genuage:
Visualize and Analyze Multidimensional Single-Molecule point Cloud Data in
Virtual Reality. Nat. Methods 17, 1100–1102. doi:10.1038/s41592-020-0946-1

Borland, D., and Taylor, M. R. (2007). Rainbow Color Map (Still) Considered
Harmful. IEEE Comput. Graph Appl. 27, 14–17. doi:10.1109/
MCG.2007.323435

Brůža, V., Byška, J., Mičan, J., and Kozlíková, B. (2021). VRdeo: Creating Engaging
Educational Material for Asynchronous Student-Teacher Exchange Using
Virtual Reality. Comput. Graphics 98, 280–292. doi:10.1016/j.cag.2021.06.009

Charles, R. Q., Su, H., Kaichun, M., and Guibas, L. J. (2017). “PointNet: Deep
Learning on Point Sets for 3D Classification and Segmentation,” in 2017 IEEE
Conference on Computer Vision and Pattern Recognition (CVPR), Honolulu,
HI (IEEE), 77–85. doi:10.1109/CVPR.2017.16

Chenouard, N., Smal, I., de Chaumont, F., Maška, M., Sbalzarini, I. F., Gong, Y.,
et al. (2014). Objective Comparison of Particle TrackingMethods.Nat. Methods
11, 281–289. doi:10.1038/nmeth.2808

Doutreligne, S., Cragnolini, T., Pasquali, S., Derreumaux, P., and Baaden, M.
(2014). “UnityMol: Interactive Scientific Visualization for Integrative Biology,”
in 2014 IEEE 4th Symposium on Large Data Analysis and Visualization
(LDAV), 109–110. doi:10.1109/LDAV.2014.7013213

El Beheiry, M., Dahan, M., and Masson, J. B. (2015). InferenceMAP: Mapping of
Single-Molecule Dynamics with Bayesian Inference. Nat. Methods 12, 594–595.
doi:10.1038/nmeth.3441

Frontiers in Bioinformatics | www.frontiersin.org January 2022 | Volume 1 | Article 77537910

Blanc et al. Advanced Features for Analyzing Point-Clouds in VR

https://github.com/Genuage/Genuage
https://github.com/Genuage/Genuage
https://www.frontiersin.org/articles/10.3389/fbinf.2021.775379/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fbinf.2021.775379/full#supplementary-material
http://andi-challenge.org/
https://doi.org/10.1109/CEEC.2016.7835890
https://doi.org/10.1126/science.1127344
https://doi.org/10.1038/s41592-020-0946-1
https://doi.org/10.1109/MCG.2007.323435
https://doi.org/10.1109/MCG.2007.323435
https://doi.org/10.1016/j.cag.2021.06.009
https://doi.org/10.1109/CVPR.2017.16
https://doi.org/10.1038/nmeth.2808
https://doi.org/10.1109/LDAV.2014.7013213
https://doi.org/10.1038/nmeth.3441
https://www.frontiersin.org/journals/bioinformatics
www.frontiersin.org
https://www.frontiersin.org/journals/bioinformatics#articles


El Beheiry, M., and Dahan, M. (2013). ViSP: Representing Single-Particle
Localizations in Three Dimensions. Nat. Methods 10, 689–690. doi:10.1038/
nmeth.2566

El Beheiry, M., Doutreligne, S., Caporal, C., Ostertag, C., Dahan, M., and Masson,
J. B. (2019). Virtual Reality: Beyond Visualization. J. Mol. Biol. 431, 1315–1321.
doi:10.1016/j.jmb.2019.01.033

El Beheiry, M., Godard, C., Caporal, C., Marcon, V., Ostertag, C., Sliti, O., et al.
(2020). DIVA: Natural Navigation inside 3D Images Using Virtual Reality.
J. Mol. Biol. 432, 4745–4749. doi:10.1016/j.jmb.2020.05.026

Fey, M., and Lenssen, J. E. (2019). Fast Graph Representation Learning with
PyTorch Geometric. arXiv:1903.02428 [cs, stat]. Available at: http://arxiv.org/
abs/1903.02428.

Gaia Sky (2014). Zentrum für Astronomie. Available at: https://zah.uni-heidelberg.
de/gaia/outreach/gaiasky.

Genuage GitHub (2020). Genuage GitHub. Available at: https://github.com/
genuage/genuage.

Grottel, S., Krone, M., Müller, C., Reina, G., and Ertl, T. (2015). MegaMol--A
Prototyping Framework for Particle-Based Visualization. IEEE Trans. Vis.
Comput. Graph 21, 201–214. doi:10.1109/TVCG.2014.2350479

Hajj, B., Wisniewski, J., El Beheiry, M., Chen, J., Revyakin, A., Wu, C., et al. (2014).
Whole-cell, Multicolor Superresolution Imaging Using Volumetric Multifocus
Microscopy. Proc. Natl. Acad. Sci. U S A. 111, 17480–17485. doi:10.1073/
pnas.1412396111

Höfling, F., and Franosch, T. (2013). Anomalous Transport in the CrowdedWorld
of Biological Cells. Rep. Prog. Phys. 76, 046602. doi:10.1088/0034-4885/76/4/
046602

Jaqaman, K., Loerke, D., Mettlen, M., Kuwata, H., Grinstein, S., Schmid, S. L., et al.
(2008). Robust Single-Particle Tracking in Live-Cell Time-Lapse Sequences.
Nat. Methods 5, 695–702. doi:10.1038/nmeth.1237

Lichtman, J. W., and Conchello, J. A. (2005). Fluorescence Microscopy. Nat.
Methods 2, 910–919. doi:10.1038/nmeth817

Liu, W., Sun, J., Li, W., Hu, T., and Wang, P. (2019). Deep Learning on Point
Clouds and its Application: A Survey. Sensors (Basel) 19, 4188. doi:10.3390/
s19194188

Liu, W., Lai, B., Wang, C., Bian, X., Yang, W., Xia, Y., et al. (2020). “Learning to
Match 2D Images and 3D LiDAR Point Clouds for Outdoor Augmented
Reality,” in 2020 IEEE Conference on Virtual Reality and 3D User
Interfaces Abstracts and Workshops (VRW), 654–655. doi:10.1109/
VRW50115.2020.00178

MacQueen, J. (1967). “Some Methods for Classification and Analysis of
Multivariate Observations,” in Proceedings of the Fifth Berkeley Symposium
on Mathematical Statistics and Probability (Statistics), 1, 281–297.

Manzo, C., and Garcia-Parajo, M. F. (2015). A Review of Progress in Single Particle
Tracking: from Methods to Biophysical Insights. Rep. Prog. Phys. 78, 124601.
doi:10.1088/0034-4885/78/12/124601

Masson, J. B., Dionne, P., Salvatico, C., Renner, M., Specht, C. G., Triller, A., et al.
(2014). Mapping the Energy and Diffusion Landscapes of Membrane Proteins
at the Cell Surface Using High-Density Single-Molecule Imaging and
Bayesian Inference: Application to the Multiscale Dynamics of Glycine
Receptors in the Neuronal Membrane. Biophys. J. 106, 74–83. doi:10.1016/
j.bpj.2013.10.027

Matthews, D. (2018). Virtual-reality Applications Give Science a New Dimension.
Nature 557, 127–128. doi:10.1038/d41586-018-04997-2

Miller, H., Zhou, Z., Shepherd, J., Wollman, A. J. M., and Leake, M. C. (2017).
Single-molecule Techniques in Biophysics: a Review of the Progress in Methods
and Applications. Rep. Prog. Phys. 81, 024601. doi:10.1088/1361-6633/aa8a02

Muñoz-Gil, G., Volpe, G., García-March, M. A., Metzler, R., Lewenstein, M., and
Manzo, C. (2020). “The Anomalous Diffusion challenge: Single Trajectory
Characterisation as a Competition,” in Emerging Topics in Artificial Intelligence
2020 (International Society for Optics and Photonics), 114691C. doi:10.1117/
12.2567914

Nehme, E., Freedman, D., Gordon, R., Ferdman, B., Weiss, L. E., Alalouf, O., et al.
(2020). DeepSTORM3D: Dense 3D Localization Microscopy and PSF Design
by Deep Learning. Nat. Methods 17, 734–740. doi:10.1038/s41592-020-0853-5

Pavez, E., Chou, P. A., de Queiroz, R. L., and Ortega, A. (2018). Dynamic Polygon
Clouds: Representation and Compression for VR/AR. APSIPA Trans. Signal
Inf. Process. 7. doi:10.1017/ATSIP.2018.15

Qi, C. R., Yi, L., Su, H., and Guibas, L. J. (2017). PointNet++: Deep Hierarchical
Feature Learning on Point Sets in a Metric Space. arXiv:1706.02413 [cs].
Available at: http://arxiv.org/abs/1706.02413.

Ramirez, P. Z., Paternesi, C., Luigi, L. D., Lella, L., Gregorio, D. D., and Stefano, L.
D. (2020). “Shooting Labels: 3D Semantic Labeling by Virtual Reality,” in 2020
IEEE International Conference on Artificial Intelligence and Virtual Reality
(AIVR), 99–106. doi:10.1109/AIVR50618.2020.00027

Rust, M. J., Bates, M., and Zhuang, X. (2006). Sub-diffraction-limit Imaging by
Stochastic Optical Reconstruction Microscopy (STORM). Nat. Methods 3,
793–795. doi:10.1038/nmeth929

Spark, A., Kitching, A., Esteban-Ferrer, D., Handa, A., Carr, A. R., Needham, L. M.,
et al. (2020). vLUME: 3D Virtual Reality for Single-Molecule Localization
Microscopy. Nat. Methods 17, 1097–1099. doi:10.1038/s41592-020-0962-1

Stets, J. D., Sun, Y., Corning, W., and Greenwald, S. W. (2017). “Visualization and
Labeling of point Clouds in Virtual Reality,” in SIGGRAPH Asia 2017 Posters
SA 17 (New York, NY, USA: Association for Computing Machinery), 1–2.
doi:10.1145/3145690.3145729

Verdier, H., Duval, M., Laurent, F., Casse, A., Vestergaard, C. L., Masson, J. B., et al.
(2021). Learning physical properties of anomalous random walks using graph
neural networks. J. Phys. A Math. Theoret. 54(23), 234001. doi:10.1038/s41592-
020-0962-1

Voxel Learning in DIVA (2020). Voxel Learning in DIVA. Available at: https://
github.com/DecBayComp/VoxelLearning.

Wirth, F., Quehl, J., Ota, J., and Stiller, C. (2019). “PointAtMe: Efficient 3D Point
Cloud Labeling in Virtual Reality,” in 2019 IEEE Intelligent Vehicles
Symposium (IV), 1693–1698. doi:10.1109/IVS.2019.8814115

Zhang, C. (2020). “Investigation on Motion Sickness in Virtual Reality
Environment from the Perspective of User Experience,” in 2020, IEEE 3rd
International Conference on Information Systems and Computer Aided
Education (ICISCAE), 393–396. doi:10.1109/ICISCAE51034.2020.9236907

Conflict of Interest: MEB and J-BM are cofounders, shareholders and,
respectively, Chief Technology Officer (CTO) and Chief Scientific Officer
(CSO) of AVATAR MEDICAL SAS, a startup that commercialises software for
surgery planning in virtual reality. AVATAR MEDICAL had no role in study
design, data collection and analysis, funding, decision to publish, or preparation of
the manuscript.

The remaining authors declare that the research was conducted in the absence of
any commercial or financial relationships that could be construed as a potential
conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated organizations, or those of
the publisher, the editors and the reviewers. Any product that may be evaluated in
this article, or claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Copyright © 2022 Blanc, Verdier, Regnier, Planchon, Guérinot, El Beheiry, Masson
and Hajj. This is an open-access article distributed under the terms of the Creative
Commons Attribution License (CC BY). The use, distribution or reproduction in
other forums is permitted, provided the original author(s) and the copyright owner(s)
are credited and that the original publication in this journal is cited, in accordance
with accepted academic practice. No use, distribution or reproduction is permitted
which does not comply with these terms.

Frontiers in Bioinformatics | www.frontiersin.org January 2022 | Volume 1 | Article 77537911

Blanc et al. Advanced Features for Analyzing Point-Clouds in VR

https://doi.org/10.1038/nmeth.2566
https://doi.org/10.1038/nmeth.2566
https://doi.org/10.1016/j.jmb.2019.01.033
https://doi.org/10.1016/j.jmb.2020.05.026
http://arxiv.org/abs/1903.02428
http://arxiv.org/abs/1903.02428
https://zah.uni-heidelberg.de/gaia/outreach/gaiasky
https://zah.uni-heidelberg.de/gaia/outreach/gaiasky
https://github.com/genuage/genuage
https://github.com/genuage/genuage
https://doi.org/10.1109/TVCG.2014.2350479
https://doi.org/10.1073/pnas.1412396111
https://doi.org/10.1073/pnas.1412396111
https://doi.org/10.1088/0034-4885/76/4/046602
https://doi.org/10.1088/0034-4885/76/4/046602
https://doi.org/10.1038/nmeth.1237
https://doi.org/10.1038/nmeth817
https://doi.org/10.3390/s19194188
https://doi.org/10.3390/s19194188
https://doi.org/10.1109/VRW50115.2020.00178
https://doi.org/10.1109/VRW50115.2020.00178
https://doi.org/10.1088/0034-4885/78/12/124601
https://doi.org/10.1016/j.bpj.2013.10.027
https://doi.org/10.1016/j.bpj.2013.10.027
https://doi.org/10.1038/d41586-018-04997-2
https://doi.org/10.1088/1361-6633/aa8a02
https://doi.org/10.1117/12.2567914
https://doi.org/10.1117/12.2567914
https://doi.org/10.1038/s41592-020-0853-5
https://doi.org/10.1017/ATSIP.2018.15
http://arxiv.org/abs/1706.02413
https://doi.org/10.1109/AIVR50618.2020.00027
https://doi.org/10.1038/nmeth929
https://doi.org/10.1038/s41592-020-0962-1
https://doi.org/10.1145/3145690.3145729
https://doi.org/10.1038/s41592-020-0962-1
https://doi.org/10.1038/s41592-020-0962-1
https://github.com/DecBayComp/VoxelLearning
https://github.com/DecBayComp/VoxelLearning
https://doi.org/10.1109/IVS.2019.8814115
https://doi.org/10.1109/ICISCAE51034.2020.9236907
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/bioinformatics
www.frontiersin.org
https://www.frontiersin.org/journals/bioinformatics#articles

	Towards Human in the Loop Analysis of Complex Point Clouds: Advanced Visualizations, Quantifications, and Communication Fea ...
	Introduction
	Methods
	VR for Point Cloud Visualization
	Genuage for Point Cloud Representation and Analysis
	General Features of Genuage
	Single-Molecule Experiments and Data
	General Framework for Visualization and Analysis in the Genuage Platform
	Advanced Analysis


	Results: Proofs of Concept and Applications
	Discussion
	Data Availability Statement
	Author Contributions
	Funding
	Acknowledgments
	Supplementary Material
	References


