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Abstract

We report on the study of a detection scheme based on a Bloch separator in two-photon

Bragg interferometers. We increase the spatial separation between the two output ports of the

interferometer by selectively imparting 30 Bloch oscillations to one of them before their detection

via time of flight. This method allows increasing the duration of the interferometer by reducing

the time for discriminating the ports of the interferometer at detection. We study in detail the

impact of this separator on the performance of a dual gravity sensor, and in particular on its

measurement sensitivities to gravity acceleration and gravity gradients.
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INTRODUCTION

Cold atom interferometers have demonstrated their ability to perform state of the art

measurements of inertial quantities [1] such as gravity acceleration [2–5], gravity gradient

[6, 7] or rotation [8, 9], allowing to realize tests of fundamental physics, such as the test of

the equivalence principle [10], and the measurement of the fine structure constant [11] or

the gravitational constant G [12, 13]. In these devices, the inertial quantities of interest are

extracted from phase measurements. This requires in general to measure the populations in

the interferometer’s output ports, thus demanding a clear separation between them. In the

case of Raman interferometers, state labeling [14] allows for detecting them separately with

a series of properly tuned laser pulses, such as in the time of flight (TOF) detection method

used in atomic fountain clocks [15]. In the case of Bragg interferometers, the output ports are

in the same hyperfine state and differ only by their momentum. One can thus in principle

spatially resolve the different momentum states after some free evolution, via absorption

imaging on a CCD camera for instance [16]. This method ideally requires that the spatial

separation between the output ports exceeds the size of the atomic cloud at the detection.

While such a condition is readily fulfilled with Bose-Einstein condensates (BECs), owing to

their small initial size and low expansion, or when using high-order Bragg diffraction [17, 18],

this is generally not the case with laser cooled atomic samples undergoing low order Bragg

diffraction processes. We explore a similar regime in this article, where the impact on the

width of the TOF signals is more dominated by the convolution with the finite size of the

detection than by the velocity-width of the atomic sample, thus leading to the requirement

of a large free fall to separate the output ports at detection. Several detection methods have

been developed so far to circumvent such limitations. One of them makes use of a velocity

selective Raman pulse after the interferometer to transfer the desired output port to another

hyperfine state and drive state-selective time of flight (TOF) detection [19]. Another method

reported relies on delaying the interferometric pulses. This leads to resolved spatial fringes

within the cloud and the possibility to retrieve out of them the phase of the interferometer

[20].

As an alternative, we present here a method based on the use of a moving optical lattice

to spatially separate the output ports of the interferometer before detecting them in a single

resonant horizontal light sheet with different delays. This method was first used in [21],
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where a BEC was used as a source in an atom gravimeter. This was not found to induce any

measurable noise in the data, the stability actually being largely limited by vibration noise.

In this article, we perform a comprehensive study of the impact of this detection method on

the performances of a dual gravity sensor based on laser cooled atoms (rather than a BEC)

that measures not only gravity acceleration but also gravity gradients.

PRINCIPLE OF THE EXPERIMENT

The experimental setup, previously described in [22], uses two vertically separated atom

gravimeters to simultaneously measure gravity and its gradient. It is composed of two

atomic sources of 87Rb (top and bottom respectively) separated by 1 m. The distance from

the center of the top source chamber to the top of the experiment is 45 cm, while the

distance from the center of the bottom source chamber to the bottom of the experiment

is 20 cm. Each source is based on a three dimensional (3D) surface magneto-optical trap

(MOT) loaded from a 2D MOT. The overall height of the vacuum chamber is around 2 m

and the detection region is located at the bottom of the experiment.

After a loading time of 680 ms, we collect around 108 atoms in each source chamber,

which we further cool down to 2 µK in a far detuned molasses. For cooling and detecting

the atoms, we use two extended cavity diode lasers tuned on the |F = 2〉 → |F ′ = 3〉 cycling

transition and |F = 1〉 → |F ′ = 2〉 repumping transition, amplified by a common tapered

amplifier as in [23]. Atoms are then selected with a combination of Raman and pusher

pulses in the |F = 1,mF = 0〉 state with a narrower vertical velocity spread of 0.3 vr rms,

where vr = ~keff/m is the recoil velocity of a photon and keff is the effective wave vector

of the two-photon transition. Once prepared, the two atomic clouds are launched upward

simultaneously using a common accelerated lattice, coherently imparting Bloch oscillations

to both clouds [24]. The final velocity of the atomic clouds corresponding to 110 Bloch

oscillation is 1.3 m s−1. Atom interferometers are then driven simultaneously on the clouds

using a sequence of π
2

- π - π
2

two photon Bragg transitions, realized with Gaussian pulses

of 28-56-28 µs full width at 1/e2 respectively. The Raman, Bragg and launch processes are

realised with a single laser source described in [25]. The maximum interrogation time used

in this work is 2T = 260 ms where T is the time separation between two consecutive Bragg

pulses. We then finally detect the atoms by fluorescence.
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Our detection system is composed of three rectangular retro-reflected horizontal light

sheets (15mm wide, 5mm high). The first one is tuned on the cyclic transition to detect

the atoms in |F = 2〉 state and has its lower part not retro-reflected, so as to push the

atoms afterwards. The second light sheet is tuned on the repumping transition to transfer

the atoms in |F = 1〉 to |F = 2〉 before they fluoresce in the third, also tuned on the

cyclic transition. This versatile setup allows for characterizing both Raman (used in our

experiment for velocity selection) and Bragg processes. In particular, when the atoms are

in the same hyperfine state, such as at the output of our Bragg interferometer, we obtain

a maximal fluorescence signal by directing all the power of both detection and repumping

beams into the first detection sheet only. A typical TOF signal for atoms launched upward

is displayed in figure 1a). The bottom (resp. top) cloud crosses the detection after a delay

(as measured from the start of launch) of 360 ms (resp. 629 ms) with 2.45 ms (resp. 1.71

ms) full width at 1/e2.

FIG. 1. TOF signals of top and bottom atomic clouds. a) with neither Bragg pulse nor Bloch

separator. b) with a Bragg π/2 pulse and no Bloch separator. c) with a Bragg π/2 pulse and a

Bloch separator.

THE DETECTION METHOD

In the work presented here, we use first order Bragg diffraction, which results in a mo-

mentum difference between the two output ports of 2~k. Owing to the delays ∆tb and

∆tt between the last Bragg pulse and the arrival of the bottom and the top cloud at the

TOF detection, the output ports of the two interferometers are spatially separated at the

detection by distances of ∆zb = vr∆tb and ∆zt = vr∆tt. Given our parameters, and in
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particular for an interferometer duration of 2T = 260 ms, ∆tb = 87 ms and ∆tt = 356 ms,

which leads to ∆zb = 1.0 mm and ∆zt = 4.2 mm. This is comparable to, if not smaller

than the size of the light sheet, thus preventing us from resolving these output ports. This

is illustrated in figure 1b), which displays the TOF signals obtained with clouds diffracted

by a single π/2 Bragg pulse at the very time of the last interferometer pulse, which leads to

equivalent momentum and spatial separations. A close look to the signals actually shows a

slight widening and shift to higher time of flight delays, rather than a clear separation.

In order to increase the spatial separations ∆zb and ∆zt between the output ports, one

solution could be to increase ∆tb and ∆tt by performing the last interferometer pulse earlier

and reducing the interrogation time T of the interferometer. But since the stability of the

gradiometer increases with T , the later the last Bragg pulse, the better. Alternatively, the

use of an accelerated lattice circumvents this problem [21], allowing to induce a velocity

selective transport of one of the output ports and thus to increase the spatial separation

between them at the detection. We will name this process a Bloch separator throughout

the article. In practice, the atoms are loaded adiabatically in the lattice for 250 µs, before

undergoing 30 Bloch oscillations in 5 ms, and being finally released adiabatically for another

250 µs. The frequency difference between the two lattice beams is adjusted so as to slow

down selectively the 2~k output port of the interferometer. Atoms in this port thus get

detected later, as displayed in figure 1c), the time separation between the signal of the two

output ports being now increased up to 15 ms for the bottom cloud and 42 ms for the top

cloud on the detection signal. For each cloud, the TOF signal is finally fitted with a double

Gaussian function and the transition probability P = N2

N0+N2
is calculated with N0 (resp.

N2) the number of atoms in the 0~k (resp. 2~k) output port.

This technique reduces the separation time between the last interferometer pulse and

the detection, thus maximizing the available interrogation time and the stability of the

gradiometer. On the other hand, given the finite momentum width of the atoms and the

small momentum separation of 2~k between the ports, significant cross couplings are present,

since the efficiency of the transport of 2~k atoms is not perfect and part of the 0~k output

port is also transported despite being out of resonance. The depth and the acceleration of

the lattice must then be optimized in order to minimize these cross-couplings which have a

direct impact on the effective contrast of the interferometer.
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Optimisation of the lattice depth

FIG. 2. a) Transport efficiencies for the bottom (open blue symbols) and top (full red symbols)

clouds versus lattice depth. Squares correspond to the transport efficiency of the target output

port, while circles correspond to the parasitic transport of the unwanted output port. b) Pseudo

contrast versus lattice depth. Bottom cloud: open blue triangles. Top cloud: full red triangles.

Figure 2a) displays the transport efficiencies of the atomic clouds, after the velocity

selection phase, as a function of the lattice depth. Square points (blue open for the bottom

and red full for the top) are obtained by setting the frequency difference between the two

lasers close to the resonance corresponding to the mean velocity of the cloud. Circles are

obtained by shifting this frequency difference off resonance by 30 kHz, corresponding to

a Doppler shift of 2~k, in order to evaluate what the parasitic transport efficiency of the

unwanted output port will be. Note that these two frequency differences are actually shifted

positively by 7.5 kHz with respect to resonance in order to avoid even larger cross-couplings

due to non adiabatic loading of atoms in the upper Brillouin zone [26]. The duration

of the Bloch separator has been optimized for each lattice depth. The pseudo contrast

displayed in figure 2b) is defined by the difference between the transport efficiencies close

to resonance and off resonance of figure 2a). It characterizes the separation efficiency of the

two output ports by the Bloch separator. An optimum of 60% for the top cloud and 38%

for the bottom cloud is found for a depth of about 18 Er where Er = ~2k2
2m

. These numbers

actually represent the maximum effective contrasts that the detection scheme allows for. We

attribute the difference in transport efficiencies and pseudo contrasts amplitude between the

two clouds to different detection efficiencies of the atoms lost in the transport process, due

6



to Landau-Zener tunneling and spontaneous emission, since the free fall times between the

Bloch separator and the detection are different for the two clouds.

Finally, pseudo contrasts at the depth of 18 Er were measured as a function of the delay at

which the Bloch separator is applied. The results are displayed on figure 3, where the bottom

separation time is defined as the delay between the Bloch separator and the detection of the

bottom cloud. We observe a fairly constant pseudo contrast of 50− 60% for the top cloud.

By contrast, increasing the bottom separation time clearly increases the pseudo contrast of

the bottom cloud. A minimum delay of 150 ms is found to be necessary to obtain pseudo

contrasts similar to the top cloud.

FIG. 3. Pseudo contrast (blue for the bottom and red for the top) as a function of the bottom

separation time for a lattice depth of 18 Er.

Optimisation of the bottom separation time

The transition probability P in the 2~k output port is given by P = A + C
2

cos(∆φ)

where A is an offset, C is the interferometer contrast and ∆φ is the interferometer phase.

For a gravimeter, ∆φ = keffaT
2, where a is the acceleration. Assuming operation of the

interferometer at mid-fringe, fluctuations of the phase are proportional to the fluctuations

of the transition probability and the corresponding Allan standard deviation (ASD) of the

acceleration is given by:

σa =
2σP

CT 2keff
(1)
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where σP is the ASD of the transition probability P . We now look for the optimum delay

that minimizes σa. A late separator requires a larger number of Bloch oscillations to maintain

the spatial separation between the output ports and thus increases losses and reduces the

pseudo-contrast. An early separator reduces the available time for the interferometer and

thus its scale factor and stability. Figure 4a) displays the ASD of the acceleration as a

function of the bottom separation time. This ASD is inferred using equation 1 with 2T

the maximum interrogation time allowed by the separator, C the pseudo-contrast given by

figure 3 and measured levels of detection noise (σP = 3.5 × 10−3 for the bottom cloud and

4.5×10−3 for the top one). Note that the stabilities are given per shot, the cycle time being

TC = 1.45 s.

FIG. 4. a) Stabilities of the gravity acceleration as a function of the bottom separation time.

Bottom cloud: open blue diamonds. Top cloud: full red diamonds. b) Stability of the vertical

gravity gradient as a function of the bottom separation time. Measurements are performed at a

lattice depth of 18 Er.

Figure 4a) shows that the bottom cloud ASD (σa,b) improves when reducing the bottom

separation time until reaching a plateau of 6× 10−8 m s−2/shot for bottom separation times

below 55 ms, for which the gain in interrogation time tends to be balanced by the loss of

contrast. On the contrary, the top cloud ASD (σa,t) improves continuously.

Assuming uncorrelated detection noise for the two clouds, the stability of the gravity gradient

σγ can be expressed as follow : σγ = σδa
L

= 1
L

√
σ2
a,b + σ2

a,t. Figure 4b) displays the calculated

stability of the gravity gradient and shows an optimum of about 80 E/shot for a bottom

separation time smaller than 55 ms.
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FIG. 5. Parametric plot of the top and bottom transition probabilities for an interferometer

duration 2T of 260 ms. Black dots: experimental data, grey line: ellipse fit to the data.

Evaluation of the systematics

Using a Bloch pulse inside an interferometer in order to selectively transport on of the

two arms, so as to increase the separation between them, induces detrimental dephasings

due to the differential light shift acting differently on the two arms of the interferometer

[26]. A proper symmetrisation of the geometry of the interferometer, where both arms are

simultaneously transported, allows mitigating this effect. By contrast, our Bloch pulse acts

on the output ports and not on the interferometer arms. The phase of the interferometer

is already encoded into the population imbalance between the two different momenta states

when the separator is at last applied onto the atoms. Any phase shifts that the separator

would imprint differently to the output ports do not change in principle the population

imbalance, neither the phase of the interferometer. Nevertheless, to put an eventual bias into

evidence, we have measured the phase of the interferometer as a function of the parameters

of the Bloch separator pulse, keeping other experimental conditions (lattice depth for the

launch, Rabi frequencies for the Raman selection and Bragg pulses) unchanged, except for

the interferometer duration. We set the interferometer duration to 2T = 2 ms, so as to

reduce the phase uncertainty measurement and to be more sensitive in detecting any bias

induced by the separator, which we believe should be largely independent from the details of

what occurred before the separation pulse. We varied the bottom separation time, the lattice

depth, its duration, the frequency of the separator and the number of Bloch oscillations. All
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these parameters affect the efficiency of the separator and thus the pseudo contrast of the

interferometer. In particular, since the interferometers phase is encoded in the ratios of

populations, but with different velocity classes potentially carrying different phases, a bias

could appear that would depend on the frequency since it affects the velocity selectivity of

the separator pulse. But, we did not observe any resolved variation of the interferometric

phase with any of these parameters, given our statistical uncertainty of about 10 mrad. This

tends to indicate that the detection method based on the separation with a Bloch pulse does

not lead to a significant bias on the interferometer phase.

GRAVITY GRADIENT MEASUREMENT

With optimized Bloch separator parameters (duration of 5ms, lattice depth of 18 Er,

bottom separation time of 55 ms), we finally perform differential interferometer measure-

ments. The ellipse resulting from the parametric plot of the two transition probabilities

is represented in figure 5, out of which the differential phase is extracted via linear ellipse

fitting. We obtain an equivalent gradiometric stability of σγ = 345 E/shot, larger than the

80 E/shot lower bound imposed by the detection method. This is due on one hand to actual

contrasts being smaller than pseudo contrasts because of imperfections of the Bragg pulses

(arising from coupling inhomogeneities and dephasing coming from Coriolis accelerations).

On the other hand, the setup not being isolated from ground vibrations, the interferometer

phase spans over about 4π radians. The interferometers thus do not operate at mid fringe,

and the extraction of the differential phase via ellipse fitting reduces the stability by a factor

∼ 2 with respect to a mid-fringe lock method [22].

CONCLUSION

We have studied the efficiency of a Bloch separator, a method based on the use of

velocity selective Bloch oscillations to increase the spatial separation between the output

ports of Bragg interferometers, easing their detection and allowing for maximizing the in-

terferometer duration. For an interferometer duration of 2T = 260 ms, we evaluate for

our experiment optimal acceleration stabilities of 6 × 10−8 m s−2/shot and a stability of

the gravity gradients of 80 E/shot. Future improvements will consist in increasing 2T up
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to 500 ms, isolating the experiment from ground vibrations thanks to a passive isolation

platform, compensating Coriolis acceleration thanks to a tip-tilt mirror and improving the

Bragg laser beams intensity profiles with a flat top collimator. This should allow to reach

state of the art gradiometric stability, in the range of a few tens of Eötvös at one second [6, 7].
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