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Abstract. In image colorization, exemplar-based methods use a refer-
ence color image to guide the colorization of a target grayscale image.
In this article, we present a deep learning framework for exemplar-based
image colorization which relies on attention layers to capture robust cor-
respondences between high-resolution deep features from pairs of images.
To avoid the quadratic scaling problem from classic attention, we rely on
a novel attention block computed from superpixel features, which we call
super-attention. Super-attention blocks can learn to transfer semantically
related color characteristics from a reference image at different scales of a
deep network. Our experimental validations highlight the interest of this
approach for exemplar-based colorization. We obtain promising results,
achieving visually appealing colorization and outperforming state-of-the-
art methods on different quantitative metrics.

Keywords: Attention mechanism · Colorization · Superpixel.

1 Introduction

Colorization is the process of adding plausible color information to grayscale im-
ages. Ideally, the result must reach a visually pleasant image, avoiding possible
artifacts or improper colors. Colorization has gained importance in various areas
such as photo enhancement, the broadcasting industry, films post-production,
and legacy content restoration. However, colorization is an inherently ill-posed
problem, as multiple suitable colors might exist for a single grayscale pixel, mak-
ing it a challenging task. This ambiguity on the color decision usually leads to
random choices or undesirable averaging of colors. In order to overcome these is-
sue, several colorization approaches have been proposed, and can be categorized
into three types: automatic learning-based colorization, scribble-based coloriza-
tion, and exemplar-based colorization.

Automatic learning-based methods [1–4] bring fairly good colors to grayscale
images by leveraging on color priors learned from large-scale datasets. Nonethe-
less, this type of methods lacks from user’s decision. In scribble-based methods
[5–9], the user initially adds color scribbles in different image regions, later prop-
agated to the whole image using similarities between neighboring pixels. The last
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group of methods [10–15] transfers color from one (or many) reference color im-
age to the input grayscale, thus biasing the final image’s color to the user’s
preference. However, when semantic similarities do not exist between the refer-
ence image and input image, the efficacy of these exemplar-based methods highly
decreases. Therefore, there is an interest in adding information from large-scale
datasets and associate it with semantic information of a reference image to no
longer depend on just naive pixel-wise matching. To deal with the aforementioned
challenge, [16] proposed an attention mechanism for image colorization, mainly
by calculating non-local similarities between different feature maps (input and
reference images). However, attention mechanisms come with a complexity prob-
lem, namely a quadratic scaling problem, due to its non-local operation. This is
why it has to be applied on features with low dimensions. On the other hand,
low-resolution features lack of detailed information for calculating precise and
robust pixel-wise similarities. For instance, low-resolution deep features mainly
carry high-level semantic information related to a specific application (i.e., seg-
mentation, classification) that can be less relevant for high-resolution similarity
calculation or matching purposes.

In this work, we propose a new exemplar-based colorization method that
relies on similarity calculation between high-resolution deep features. These fea-
tures contain rich low-level characteristics which are important in the coloriza-
tion task. To overcome the complexity issue, we extend to the colorization task
the super-attention block presented in [17] that performs non-local matching over
high-resolution features based on superpixels. The main contributions made are:

– A new end-to-end deep learning architecture for exemplar-based colorization
improving results over state-of-the-art methods.

– Amultiscale attention mechanism based on superpixels features for reference-
based colorization.

– A strategy for choosing relevant target/reference pairs for the training phase.

2 Related work

Colorization with deep learning. Automatic learning-based colorization methods
use large-scale datasets to learn a direct mapping between each of the grayscale
pixels from the input image to a color value. In the earliest work [18], a grayscale
image is fed to a neural network that predicts UV chrominance channels from the
YUV luminance-chrominance color space by a regression loss. In [19] a grayscale
image is given as input to a VGG network architecture, and for each of the pix-
els a histogram of hue and chroma is predicted, which serve as a guide to the
final colorization result. Other deep learning architectures have been used, such
as Generative Adversarial Networks (GANs). For instance, [4] proposes to cou-
ple semantic and perceptual information to colorize a grayscale image. This is
done using adversarial learning and semantic hints from high-level classification
features. A different approach is proposed by [20] by defining an autoregressive
problem to predict the distribution of every pixel’s colors conditioned on the
previous pixel’s color distribution and the input grayscale image, and addresses
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the problem using axial attention [21]. Overall, automatic learning-based meth-
ods reduce colorization time, in contrast to purely manual colorization; however,
this type of methods lacks user-specific requirements.

Exemplar-based methods. Another family of colorization methods is the Exemplar-
based methods, which requires a reference color image from which colors can be
transferred to a target grayscale image. Early work uses matching between lu-
minance and texture information, assuming that similar intensities should have
similar colors [10]. Nonetheless, this approach focuses on matching global statis-
tics while ignoring coherent spatial information, leading to unsatisfactory results.
In [11], a variational formulation is proposed where each pixel is penalized for
taking a chrominance value from a reduced set of possible candidates chosen
from the reference image. In more recent approaches, He et al. [13] was the
first deep learning approach for exemplar-based colorization. This is done by us-
ing the PatchMatch [22] algorithm to search semantic correspondences between
reference and target images and leveraging the colors learned from the dataset.
The authors of [23], inspired by the style transfer techniques, used AdaIN [24] to
initially generate a colorized image to be refined by a second neural network. Fi-
nally, [13, 25] use a deep learning framework that leverages on matching semantic
correspondences between two images for transferring colors from the reference
color image to the grayscale one. However, these methods mostly rely on pure
semantic (low-level) features which leads to imprecise colorization results.

Attention layers. Recently, attention mechanisms have been a hot topic in partic-
ular with transformer architectures [26]. These networks include (self-)attention
layers as their main block. The attention layers learn to compute similarities
called attention maps between input data or embedded sequences by means of
a non-local matching operation [27, 28]. Attention layers have been use for col-
orization in some recent works. For example, [20] presents a transformer architec-
ture capable of predicting high-fidelity colors using the self-attention mechanism.
Then, [16] extends the attention mechanism for searching similarities between
two different feature maps (target and reference) applied to colorization ap-
plication, achieving interesting results. Lately, [15] proposes an attention-based
colorization framework that considers semantic characteristics and a color his-
togram of a reference image as priors to the final result. Finally, [29] implements
the axial attention mechanism to guide the transfer of the color’s characteris-
tics from the reference image to the target image. Even though these methods
provide promising colorization results, they may suffer from the quadratic com-
plexity problem of attention layers, and therefore can only perform non-local
matching at low resolution. In this work, by using attention layers at the super-
pixels level, we allow this matching to be done at full resolution.

3 Colorization framework

Our objective is to colorize a target grayscale image T by taking into consider-
ation the characteristics of a color reference image R. Let TL ∈ RH×W×1be
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Fig. 1. Diagram of our proposal for exemplar-based image colorization. The framework
consists of two main parts: 1) the color feature extractor φ extracts multi-level feature
maps φℓ

R from a color reference image R, and 2) the main colorization network Φ,
which learns to map a luminance channel image TL to its chrominance channels T̂ab

given a reference color image R. This colorization guidance is done by super-attention
modules, which learn superpixel-based attention maps from the target and reference
feature maps from distinct levels f ℓ

T and f ℓ
R respectively.

the luminance component of the target, specifically the channel L from the
color space Lab in CIELAB, and RLab ∈ RH×W×3 the color reference image
in CIELAB color space. In this work, we choose to work with the luminance-
chrominance CIELAB color, as it is perceptually more uniform than other color
spaces [30].

In order to colorize the input image, we train a deep learning model Φ that
learns to map a grayscale image to its chrominance channels (ab) given a refer-
ence color image:

T̂ab = Φ(TL |R). (1)

Our proposed colorization framework is composed of two main parts: an ex-
ternal feature extractor φ for color images, and the main colorization network Φ,
which relies on super-attention blocks applied at different levels (see Figure 1).
The main colorization network Φ is based on a classical Unet-like encoder-
decoder architecture [31], with the addition of the super-attention blocks [17]
which allows transferring color hints from the color reference image to the main
colorization network. Next, this network predicts the target’s chrominance chan-
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nels T̂ab. And, as a final stage, target luminance and chrominance channels are
concatenated into T̂Lab and then converted to the RGB color space T̂ using
Kornia [32].

3.1 Main colorization network

The main colorization network Φ aims to colorize a target grayscale image based
on a reference image when semantic-related content appears, or pulling back
to the learned model when this relation is not present in certain objects or
regions between the images. The colorization network receives target TL and
reference RL as input images to obtain deep learning feature maps f ℓ

T , f
ℓ
R from

the ℓth level of the architecture. In the same sense, the reference color image
R is fed to the color feature extractor, which is a frozen pre-trained VGG19
encoder that retrieves multiscale feature maps φℓ

R. Specifically, feature maps
are extracted from the first three levels of the encoders. Then, all extracted
features are fed to the super-attention blocks, where a correlation is computed
between target and reference encoded features. Next, the content is transferred
from the reference features to the target by multiplying the similarity matrix
and the color reference features. Then, the color features coming from the super-
attention modules are transferred to the future prediction by concatenating them
to the decoder features. Finally, the decoder predicts the two (ab) chrominance
channels T̂ab that are then concatenated to the target luminance channel TL,
then the prediction is converted from CIELAB color space to RGB color space
to provide the final RGB image T̂ . However, this conversion between color spaces
arises clipping problems on RGB values as in certain cases the combination of
predicted Lab values can be outside the conversion range.

3.2 Super-attention as color reference prior

The super-attention block injects colors priors from a reference image R to
the main colorization network Φ. This block relies on multi-level deep features
to calculate robust correspondence matching between the target and reference
images. Specifically, the super-attention block is divided into two parts: The
super-features encoding layer and the super-features matching layer. The super-
features encoding layer provides a compact representation of high-resolution deep
features using superpixels. For the colorization application, we focus on features
maps extracted at the first three levels of the architecture, as they provide a
long range of high and low-level features that suit content and style transfer ap-
plications [17]. Figure 2 depicts the diagram of the super-attention block where
f ℓ
T , f

ℓ
R and φℓ

R are feature maps from the encoder f and the encoder φ at level
ℓ of TL, RL and R respectively. This encoding block leverages on superpixels
decomposition of the target and reference grayscale images. Each of these de-
compositions contain NT and NR superpixels, respectively, with Pi pixels each,
where i is the superpixel index. Finally, the encoding is done by means of a
channel-wise maxpooling operation resulting in super-features F of size C ×N ,
where N ≪ H × W (a typical superpixel segmentation yields N ≈

√
H ×W
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Fig. 2. Diagram of our super-attention block. This layer takes a reference luminance
feature map fR, reference color feature map φR and a target luminance feature map
fT , as an input, and learns an attention map at superpixel level by means of a robust
matching between high-resolution encoded feature maps.

elements). In summary, this encoding part makes possible operations such as
correlation between high-resolution features in our colorization framework.

The super-features matching layer computes the correlation between encoded
high-resolution deep-learning features. This layer is inspired by the classic at-
tention mechanism [16] on images to achieve a robust matching between target
and reference super-features. However, contrary to [17] our similarity matrix
(attention map) is learned by the model. Figure 2 illustrates the process. This
layer exploits the non-local similarities between the target FT and reference FR

super-features, by computing the attention map at layer ℓ as:

Aℓ = softmax(Mℓ
TR/τ). (2)

The softmax operation normalizes row-wise the input into probability dis-
tributions, proportionally to the number of target superpixels NR. Then, the
correlation matrix MTR between target and reference super-features reads:

Mℓ
TR(i, j) =

(
F ℓ
T (i)− µℓ

T

)
·
(
F ℓ
R(j)− µℓ

R

)∥∥F ℓ
T (i)− µℓ

T

∥∥
2

∥∥F ℓ
R(j)− µℓ

R

∥∥
2

(3)

where µT , µR are the mean of each super-feature and i, j are the current super-
pixels from the target and reference respectively.

In terms of complexity, the super-feature encoding approach allows to over-
come the quadratic complexity problem in the computation of standard atten-
tion maps. Indeed, instead of computing attention maps of quadratic size in the
number of pixels, our super-attention maps are computed on a much smaller
number of superpixels (i.e., linear in the number of pixels). More details about
this complexity reduction can be found in [17].

To illustrate the use of this block between target and reference images, Fig-
ure 3.2 shows some examples of matching using the super-attention block at the
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Target Superpixel Reference superpixel guidance Attention map

Fig. 3. Example of guidance maps from the super attention mechanism. First column
highlights one superpixel in the target; second column, the reference in which the
lightness of the superpixels are scaled according to the computed attention map; third
column: the attention map with in red the row corresponding to the target superpixel
and that is used to generate the second column.

first level of the architecture. Mainly, it shows that for one superpixel from the
target feature maps, the learned attention map successfully looks for superpixels
on the reference feature maps with similar characteristics to the reference image.

3.3 Training losses

Designing the loss function in any deep learning model is one of the key parts of
the training strategy. In the classical case of automatic colorization, one would
like to predict T̂ab by reconstructing the colors from the groundtruth image Tab.
But, this idea does not work within exemplar-based colorization as the predicted
T̂ab colors should take into account color’s characteristics from a reference image
T̂ab = ϕ(TL |R). Then, the goal is to guarantee an accurate and well-grounded
transfer of color characteristics to the target from the reference. In this work,
we propose a coupled strategy of two loss terms, L1 smooth and LPIPS, to help
reconstruct the final image.

L1 smooth Loss To close the gap between Tab and T̂ab, and to restore the
missing color information when reference similarities may not be found, we pro-
pose to use a reconstruction term based on Huber loss, also called L1 smooth.
This loss is more robust to outliers than the L2 loss [33], as well as avoiding
averaging colors due to the multi-modal ambiguity problem on colorization [13,
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16, 14]. Notice that Tab and T̂ab are assumed to be the flattened images into 1D
vectors, then the L1 smooth is computed as follows:

L1smooth
=

0.5
(
Tab − T̂ab

)2

, if
∣∣∣Tab − T̂ab

∣∣∣ < 1∣∣∣Tab − T̂ab

∣∣∣− 0.5, otherwise.
(4)

VGG-based LPIPS Loss To encourage the perceptual similarity between
the groundtruth target image T and the predicted one T̂ , we use the LPIPS
loss [34]. Given a pretrained network, LPIPS is computed as a weighted L2

distance between deep features of the predicted colorized target image T̂ and
the groundtruth T . In this work, feature maps f ℓ

T and f̂ ℓ
T are obtained from a

pre-trained VGG network, and the loss term is computed as:

LLPIPS =
∑
ℓ

1

HℓW ℓ

∥∥∥ωℓ ⊙
(
f ℓ
T − f̂ ℓ

T

)∥∥∥2
2

(5)

where Hℓ (resp. W ℓ) is the height (resp. the width) of feature map f ℓ
T at layer

ℓ and ωℓ are weights for each feature. The features are unit-normalized in the
channel dimension. Note that to compute this VGG-based LPIPS loss, both
input images have to be in RGB color space and normalized on range [−1, 1].
As our initial prediction is in the Lab color space, to apply backpropagation it
has to be converted to RGB in a differentiable way using Kornia [32].

Total loss Finally, these two loss terms, L1smooth
and LLPIPS , are summed by

means of different fixed weights which allow to balance the total loss. The joint
total loss used on the training phase is then:

Ltotal = λ1L1smooth
+ λ2LLPIPS (6)

where λ1, λ2 are fixed weights for each of the individual losses.
Notice that some previous exemplar-based colorization methods proposed to

add an additional histogram loss to favor color transfer [14, 15, 29]. As we do not
want to enforce a complete transfer of all colors from the reference, but only the
ones that are relevant with the source image, we have decided not to use it in
our model. We provide in supplementary material additional experiments that
show that adding this loss can decrease the quality of the results.

3.4 Implementation details

For the training phase, we set the weights of two terms of the loss to λ1 = 10,
λ2 = 0.1. These values were chosen empirically to obtain a good balance between
the L1smooth

reconstruction term and the LPIPS semantic term. We train the
network with a batch size of 8 and for 20 epochs. We use the Adam optimizer
with a learning rate of 10−5 and β1 = 0.9, β2 = 0.99. Finally, our model is
trained with a single GPU NVIDIA RTX 2080 Ti and using PyTorch 1.10.0.
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For the super-attention modules, superpixel segmentations are calculated on
the fly using the SLIC algorithm [35]. Multiscale superpixels grid are calculated
using downsampled versions of the grayscale target TL and reference RL images.
These downsamplings are performed to match the size of the feature maps from
the first three levels of the encoder f .

4 Dataset and references selection

We train the proposed colorization network using the COCO dataset [36]. Un-
like ImageNet, this dataset proposes a smaller quantity of images but with more
complex scene structures, depicting a wider diversity of objects classes. Addi-
tionally, the dataset provides the segmentation of objects, which we rely on for
our target/reference images pairs strategy. In detail, this dataset is composed of
100k images for training and 5k images for validation. For the training procedure,
we resize the images to the size of 224×224 pixels.

Another key aspect of the training strategy in exemplar-based methods is
to find a suitable semantic reference to the target image. To build the target-
reference pairs of images, we took inspiration from [13] to design our ranking
of reference images. There, they proposed a correspondence recommendation
pipeline based on grayscale images. Here, our approach focuses on searching
target-reference matches from a wide variety of segmented objects as well as
natural scenes images. Our proposal ranks four images semantically related to
each target image. First, to increase the variety of reference images within a
category, we extract each meaningful object whose size is greater than 10% of the
size of the current image. To retrieve the image objects, we use the segmentations
provided by the dataset. Second, we compute semantically rich features from
the fifth level of a pre-trained VGG-19 [37] encoder φ5

T and φ5
R. Next, for each

target, reference images are ranked based on the L2 distance between these pre-
computed features. Finally, during training, target-reference pairs of images are
sampled using a uniform distribution with a weight of 0.25 by randomly choosing
either itself (i.e., the groundtruth target image is used as the reference) or the
other top-4 semantically closest references.

Figure 4 shows examples of target-reference matching based on our pro-
posal. The target images are presented in the first column, and the following
columns represent its corresponding reference based on the nearest L2 distance
between feature maps. The second column (Top 1) shows the references most
semantically-related to the target, while the last column (Top 4) shows the ref-
erences the least semantically-related to the target.

5 Experimental validations

In this section, we present quantitative and qualitative experimental results to
illustrate the interest of our proposed approach. First, we propose an analysis
of our method with an ablation study comparing different architectural choices
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Target Top 1 Top 2 Top 3 Top 4

Fig. 4. Illustration of our reference selection method. The first column shows example
target images, and the next four columns show the closest references in the dataset, in
decreasing order of similarity.

and training strategies. Then, we compare our results to three state-of-the-art
exemplar-based colorization approaches.

5.1 Analysis of the method

We start by analyzing quantitatively and qualitatively certain variants of our
proposed colorization framework. Within this ablation study, we analyze two
variants. The first one is a baseline colorization model without using references.
It uses the same generator architecture without any attention layer. The second
variant is our framework using a standard attention layer in the bottleneck of
the architecture instead of our super-attention blocks. Finally, the third model
is our proposed exemplar-based colorization framework, which includes the use
of references with super-attention blocks in the top three levels of the network.

Evaluation metrics. To evaluate quantitatively the results of these different
methods, we used three metrics. Two metrics that compare the result with the
groundtruth color image, and a third metric that compare the prediction of colors
with respect to the reference color image. The first one is the structural similar-
ity (SSIM) metric [38], which analyzes the ability of the model to reconstruct the
original image content. The second one is the learned perceptual image patch
similarity (LPIPS) metric [34] which correlates better with the human perceptual
similarity. These first two metrics (SSIM and LPIPS) evaluate the quality of the
output colorization compared to the groundtruth. The third metric employed is
the histogram intersection similarity (HIS) [39] which is computed between the
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Target Reference Ours without Ours with Ours
reference standard

attention

Fig. 5. Colorization results obtained using different variants of our colorization frame-
work. In the first two lines, the chosen color reference is different from the target to be
colorized (but semantically similar). In the last two lines, the reference correspond to
the actual color version of the target image. These results allow to assess the ability of
our method to transfer relevant colors from different types of reference images.

predicted colorization and the reference image. The goal of this third metric is
to evaluate if the colors from the reference have been correctly transferred to the
prediction. However, unless the groundtruth and reference share the same color
distribution, these metrics are inherently contradictory (i.e., good HIS would
lead to bad SSIM/LPIPS). In this work, we do not necessarily want to fully
transfer the colors from the reference image. Instead, we view the reference as
colors hints that can be used by our network to predict a more plausible col-
orization. Therefore, we consider the HIS between the groundtruth target images
and the reference images to be optimal in this sense (i.e., it would be the score
obtained with perfect predictions). On the COCO validation set, we obtain this
reference, HIS=0.542, by picking the top 1 reference for each groundtruth. In
the following, to better assess the quality of our results, we propose to report
∆HIS, that is the absolute difference between the average HIS obtained with our
predictions and the reference HIS of 0.542.

Results and ablation study. The results displayed in Table 1 are the averages of
the metrics calculated using the evaluation set of 5000 pairs of target/reference
images from the COCO validation set. From this Table, we can observe that
our full colorization framework achieves the best SSIM and LPIPS scores in
comparison with the other variants of the model, suggesting that the use of
reference images with super-attention blocks helps in getting better colorization
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Table 1. Quantitative analysis of our model. SSIM and LPIPS metrics are calculated
with respect to the target groundtruth image. ∆HIS is the absolute difference between
the average HIS from the reference and the colorized prediction.

Method SSIM↑ LPIPS↓ ∆HIS↓
Ours without reference 0.920 0.164 -
Ours with standard attention 0.921 0.172 0.081
Ours 0.925 0.160 0.054

results. We can also notice that the full model achieves a better ∆HIS than
the standard attention variant. This suggests that, instead of forcing a global
transfer of colors from the references, our model is capable of picking specific
and plausible colors from the reference images to generate better colorization
results. Note that the ∆HIS is not reported for the first line, as this variant does
not use any reference image.

In addition to this quantitative evaluation, in Figure 5 we present a quali-
tative comparison of our method and its ablation variants. From the results of
the first and second row, we can see that the method with standard attention
proposes a more global transfer of colors, leading to the appearance of brighter
colors related to the reference. However, this also causes unnatural colorization
around the carriage in the first example (i.e., green, orange) and on the hand
of the baseball player in the second example. On the other hand, our method
with super-attention block overcomes this issue and provides a more natural
colorization, using specific colors from the reference. The last two lines show the
effectiveness of our method when the reference is semantically identical to the
target. Indeed, it shows that color characteristics from the reference image are
passed with high fidelity, as compared to the variant without reference where it
results in opaque colors.

In overall, our framework achieves a better visually pleasant colorization,
and the transfer of color characteristics from the reference is done in specific
areas of the target image, thanks to our super-attention blocks. When the color
reference and the super-attention modules are not included in the framework,
we observe a decrease of quality in the resulting colors (i.e., averaging of colors
and/or wrong colorization).

5.2 Comparison with other exemplar-based colorization methods

To evaluate the performance of our exemplar-based colorization framework, we
compare our results quantitatively and qualitatively with three other state-of-
the-art exemplar-based image colorization approaches [13, 15, 29]. In order to
fairly compare these methods, we run their available codes for the three ap-
proaches using the same experimental protocol and the same evaluation set as
in the previous section.

A quantitative evaluation is proposed to compare the three state-of-the-art
methods and our framework. For comparing the methods, we again use SSIM,
LPIPS, and ∆HIS. As shown in Table 2 our colorization framework preserves
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Target Reference [13] [15] [29] Ours

Fig. 6. Comparison of our proposed method with different reference-based colorization
methods: Deep Exemplar [13], Just Attention [15] and XCNET [29].

stronger perceptual structural information from the original target image with
respect to all three state-of-the-art methods. LPIPS score measures the percep-
tual similarity between colorized results and target groundtruth. Our method
surpasses [29], [15], [13] significantly. Finally, our method achieves a smaller
∆HIS with respect to all compared state-of-the-art methods.

Figure 6 shows colorization results from [29], [15], [13] and our approach. For
the first two images, our proposal produces a more visually pleasant colorization
and provides more natural colors than the other methods. In contrast, the results
for the first two images of [15] and [29] shows a high amount of color bleeding,
mainly on top of the baseball player and on the background, as their approach
captured global color distribution from the reference image. For the fourth im-
age, methods [15] and [29] failed to transfer the color information from the red
jacket. Conversely, [13] and our approach did transfer the jacket’s color. Next,
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Table 2. Quantitative comparison with three state-of-the-art exemplar based-
colorization methods. Ours correspond to our full model with references and super-
attention blocks.

Method SSIM ↑ LPIPS ↓ ∆HIS↓
XCNET [29] 0.867 0.270 0.139
Deep Exemplar [13] 0.894 0.241 0.127
Just Attention [15] 0.896 0.239 0.125

Ours 0.925 0.160 0.054

in the results for the fifth image, we observe unnatural colors as the green water
for methods [13] and [29]. In contrast, our method and [15] achieves a natural
colorization by transferring colors from the reference. Finally, for the results of
the last image, [13] encourages the transfer of the colors from the reference im-
age better than the other methods; however, the final colorization results seem
unnatural. For the same image, the colorization results on method [29] and ours
seem to be the right balance between color transfer and naturalness from the
learned colorization model.

6 Conclusion

In this paper, we have proposed a novel end-to-end exemplar-based colorization
framework. Our framework uses a multiscale super-attention mechanism applied
on high-resolution features. This method learns to transfer color characteristics
from a reference color image, while reducing the computational complexity com-
pared to a standard attention block. In this way, we coupled into one network
both semantic similarities from a reference and the learned automatic coloriza-
tion process from a large dataset. Our method outperforms quantitatively state-
of-the-art methods, and achieves qualitatively competitive colorization results in
comparison with the state-of-the-art methods.

The transfer of colors which serve as a colorization guidance in the exemplar-
based methods plays a key relevance on the final results. In our method, we in-
troduce semantically-related colors characteristics from the reference by means
of the super-attention block. This block let us find correspondences at different
levels of the architecture, resulting in rich low-level and high-level information.
Yet we suspect that concatenating the retrieved features of our attention mech-
anism do not completely enforce a strong guidance from reference color and
future work should concentrate on a scheme for finer transfer. One solution we
will consider is adding segmentation masks as in [3] inside our model.

Finally, another future line of research aims at coupling scribbles [40, 9, 5] as
user hints with our reference-based colorization framework.
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