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SCALING LIMIT OF THE DISORDERED

GENERALIZED POLAND–SCHERAGA MODEL FOR DNA DENATURATION

QUENTIN BERGER AND ALEXANDRE LEGRAND

Abstract. The Poland–Scheraga model, introduced in the 1970’s, is a reference model to describe the

denaturation transition of DNA. More recently, it has been generalized in order to allow for asymmetry in
the strands lengths and in the formation of loops: the mathematical representation is based on a bivariate

renewal process, that describes the pairs of bases that bond together. In this paper, we consider a disordered

version of the model, in which the two strands interact via a potential βV (ω̂i, ω̄j)+h when the i-th monomer
of the first strand and the j-th monomer of the second strand meet. Here, h ∈ R is a homogeneous pinning

parameter, (ω̂i)i≥1 and (ω̄j)j≥1 are two sequences of i.i.d. random variables attached to each DNA strand,
V (·, ·) is an interaction function and β > 0 is the disorder intensity. Our main result finds some condition
on the underlying bivariate renewal so that, if one takes β, h ↓ 0 at some appropriate (explicit) rate as the

length of the strands go to infinity, the partition function of the model admits a non-trivial, i.e. disordered,
scaling limit. This is known as an intermediate disorder regime and is linked to the question of disorder
relevance for the denaturation transition. Interestingly, and unlike any other model of our knowledge, the

rate at which one has to take β ↓ 0 depends on the interaction function V (·, ·) and on the distribution of
(ω̂i)i≥1, (ω̄j)j≥1. On the other hand, the intermediate disorder limit of the partition function, when it
exists, is universal: it is expressed as a chaos expansion of iterated integrals against a Gaussian process M,

which arises as the scaling limit of the field (eβV (ω̂i,ω̄j))i,j≥0 and exhibits strong correlations on lines and
columns.

Figure 1. A realization of the (non-isotropic) Gaussian field M appearing in the disordered scaling limit of
the generalized Poland–Scheraga model. The field (V (ω̂i, ω̄j))i,j≥1 presents correlations along rows and columns:

these correlations appear in the limiting process M and can be observed in the figure above.
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1. Introduction

1.1. The Poland–Scheraga model and the question of disorder relevance. The Poland–Scheraga
(PS) model [61] has been introduced in the 1970’s in order to describe the denaturation transition of
DNA. Since then, it has been widely studied in the bio-physics and mathematical literature, both from
a theoretical perspective, see [38, 42, 43], and an experimental one, see e.g. [20, 21]. The model is based
on a renewal process that describes the pairs of bases that bind together and it can naturally embed the
inhomogeneous character of the interactions between the bases (see Figure 2a). More generally, the model
is known as the pinning model, which is also used to describe the behavior of one-dimensional interfaces
(or polymers) interacting with a defect line. The inhomogeneity of the interactions along the DNA strands
is usually modeled thanks to a sequence of random variables, often dubbed as disorder, that represent the
different values of the binding potentials along the polymer; in the context of pinning models, this reduces to
considering an inhomogeneous (disordered) defect line.

One remarkable feature of the pinning model is that its homogeneous version, that is when the binding
potentials are all equals, is solvable. One can show that the model exhibits a depinning (or denaturation)
transition and one can identify the critical temperature and the behavior of the free energy when approaching
the critical temperature, see [42, Ch. 4].

Disorder relevance. A natural question is then to know whether disorder changes the characteristics of the
phase transition: in other words, can we determine if (and how) the critical temperature and the critical
behavior of the free energy is affected by the presence of inhomogeneities in the binding interactions? This is
the general question of disorder relevance for physical systems: if an arbitrarily small amount of disorder
changes the characteristics of the phase transition, then disorder is called relevant ; otherwise disorder is
called irrelevant. In a celebrated paper, the physicist Harris [50] proposed a general criterion, based on the
critical behavior of the homogeneous (or pure) system—more specifically on the correlation length critical
exponent ν—, to predict whether an i.i.d. disorder is relevant or not: for a d-dimensional physical system,
disorder should be irrelevant if ν > 2/d and relevant if ν < 2/d; the case ν = 2/d, called marginal, requires
more investigation.

The pinning model has seen an intense activity over the past decades, both in theoretical physics (see e.g.
[33, 35, 36, 39, 53, 67] to cite a few) and in rigorous mathematical physics (see e.g. [3, 5, 9, 13, 32, 34, 46,
47, 48, 49, 54, 68, 69]). One reason for that activity comes from the fact that the homogeneous model is
exactly solvable and displays a critical exponent ν that ranges from 1 to +∞: the disordered pinning model
has therefore been an ideal framework to test the validity of Harris’ predictions. The Harris criterion has
now been put on rigorous ground by a series of works (see [3, 5, 32, 34, 48, 49, 54, 68, 69]), the marginal
case being also completely settled (see [46, 47] and [13]), after some contradictory predictions in the physics
literature [35, 39].
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Intermediate disorder regime. A recent and complementary approach to the question of disorder relevance
has been to consider scaling limits of the model, see [26] for an overview. In this context, disorder relevance
can be understood as the possibility of tuning down the intensity of disorder as the system size grows in such
a way that disorder is still present in the limit. The idea is therefore to scale the different parameters of the
model with the size of the system, in such a way to obtain a non-trivial, i.e. disordered, scaling limit. This is
called the intermediate disorder regime, which corresponds to identifying a scaling window for the disorder
intensity in which one observes a transition from a “weak disorder” phase to a “strong disorder” phase.

This approach has first been implemented in the context of the directed polymer model in dimension 1 + 1,
see [2], and has been widened in [27] to other models (including the pinning model); let us also mention [14, 64]
for other results in the same spirit. In particular, let us stress that in [27], the conditions for having a
non-trivial scaling limit of the model exactly matches that of Harris’ condition for disorder relevance.

The intermediate disorder scaling limit seems to have wide applications for understanding relevant
disorder systems. For instance: it makes it possible to extract universal behaviors of quantities of interest
such as the critical point shift or the free energy of the model see [30, 57]; it is a way to construct
continuum disordered systems that arise as scaling limits of discrete models (and encapsulate their universal
features), see [1, 15, 23, 25]. Let us also mention that, in the case of marginally relevant disordered systems,
understanding the intermediate disorder scaling limit is much more challenging, see [28]. However, in the
context of the directed polymer in dimension 2 + 1 it provides a way to make sense of (and study) the
ill-defined stochastic heat equation, see the recent paper [29].

Generalization of the Poland–Scheraga model. The Poland–Scheraga model, thanks to its simplicity, plays a
central role in the study of DNA denaturation. But some aspects of it are oversimplified and fail to capture
important features of the model: in particular, the two DNA strands are assumed to be of equal length,
and loops have to be symmetric, ruling out for instance the existence of mismatches (see Figure 2a). For
these reasons, Garel and Orland [40] (see also [58]) introduced a generalization of the model that overcomes
these two limitations: loops are allowed to be asymmetric and the two strands are allowed to be of different
lengths (see Figure 2b).

(a) Standard PS model. (b) Generalized PS model.

Figure 2. Standard vs. generalized Poland-Scheraga models, with two types of monomers along the strands.
The standard PS model is represented on the left: the two strands have the same length and loops are symmetric
(there is no mismatch). The configuration is encoded by the sequence of lengths of the successive loops, from
left to right (in the example (A): 1, 1, 8, 1, 1, 1, 5, 1). The generalized PS model is represented on the right: the
two strands may have different lengths and loops are allowed to be asymmetric. (mismatches occur). A loop is
encoded by a pair (k, `), with k the length of the ’top’ strand and ` the length of the ’bottom’ strand in that
loop: a configuration is encoded by the sequence of pairs describing the successive loops, from left to right (in
the example (B): (1, 1), (3, 3), (13, 7), (1, 1), (1, 1), (1, 1), (5, 8), (1, 1)).

The mathematical formulation of this generalized Poland–Scheraga (gPS) model has been developed by
Giacomin and Khatib [45], and is based on a bivariate renewal process, i.e. a renewal process on N2, whose
increments describe the successive loops in the DNA (an increment (k, `) describes a loop with length k in
the first strand and length ` in the second strand, see Figure 2b). In [45], the authors consider only the
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homogeneous gPS model: somehow surprisingly they find that the model is also solvable, but with a much
richer phenomenology than in the PS model. In particular, in addition to the denaturation transition, other
phase transitions, called condensation transitions, may occur; this was first observed in [58]. The critical
points for the denaturation and condensation transitions can be identified (see [45]). Moreover, the critical
behavior of the denaturation transition has been described in [45] and the condensation transitions have
been further investigated in [10] (it corresponds to a big-jump transition for the bivariate renewal process).

As far as the disordered version of the gPS model is concerned, this has been investigated in the physics
literature, but only at a numerical level, see e.g. [40, 66]. In [11], the authors consider a disordered version
of the model, in which a pairing between the i-th monomer of the first strand and the j-th monomer of the
second strand is associated with a disorder variable ωi,j , where (ωi,j)i,j≥0 are i.i.d. random variables (note
that this is not necessarily adapted to the modeling of DNA). In that case, Harris’ predictions for disorder
relevance on the denaturation phase transition have been confirmed in [11]: if ν is the critical exponent
for the free energy in the pure model, disorder is irrelevant as soon as ν > 1 (here, the dimension of the
disorder field is d = 2). In [56], the author considers the case where the disorder variable ωi,j associated to
the pairing of the i-th monomer of the first strand and the j-th monomer of the second strand is constructed
thanks to two sequences (ω̂i)i≥0, (ω̄j)j≥0 of i.i.d. random variables, representing the inhomogeneities along
the two strands. More precisely, [56] takes ωi,j = ω̂iω̄j as a natural toy model, for which computations are
more explicit. A striking finding of [56] is that, in that case, disorder relevance depends on the distribution
of ω̂i, ω̄j : for “most” distributions, disorder is irrelevant if ν > 2 and relevant if ν < 2 (the disorder is
fundamentally one-dimensional); on the other hand, there are distributions, namely 1

2 (δ−x + δx) for some
x > 0, such that disorder is irrelevant as soon as ν > 1 (the disorder is essentially two-dimensional).

Intermediate disorder scaling limit for the gPS model. One of the goal of the present paper is to complement
the existing results on the influence of disorder on the denaturation transition for the gPS model. For this
purpose, we investigate the intermediate disorder scaling limit of the model, in the spirit of [27, 26]. We
extend the results of [56] in several directions:

• We consider a more general disorder variable ωi,j associated to the pairing of the i-th monomer of
the first strand and the j-th monomer of the second strand: we take ωi,j = V (ω̂i, ω̄j) where (ω̂i)i≥0,
(ω̄j)j≥0 are sequences of i.i.d. random variables and V (·, ·) is any (symmetric) interaction function.

• We identify the correct intermediate disorder scaling and we prove the convergence of the partition
function towards a non-trivial limit under that scaling. Remarkably, the scaling depends finely on the
distribution of ωi,j , i.e. on the function V (·, ·) and on the distribution of ω̂i, ω̄j .

• The identification of the intermediate disorder scaling allows us to give a sufficient condition for disorder
relevance (we determine whether the effective dimension of the disorder is one or two). It also enables
us to obtain sharp bounds on the critical point shift, improving some results of [56].

One of the main novelties of the present paper is that, to the best of our knowledge, it is the first instance
where the intermediate disorder scaling depends on the distribution of disorder, therefore displaying some
non-universality feature. On the other hand, the limit of the partition function under the intermediate
disorder scaling is universal, in the sense that it does not depend on the distribution of the disorder ωi,j or
on the fine details of the underlying bivariate renewal.

One major difficulty of the present work is that the disorder field (ωi,j)i,j≥0 presents some long-range
correlations (along lines and columns): as a result, the limit that we obtain is based on a correlated Gaussian
field M (see Figure 1 for an illustration) that exhibits the same type of correlations. Note that in the PS
model, the question of the influence of long-range correlated disorder on the denaturation transition has been
investigated, for instance in [6, 7, 12, 16, 31, 59]. However, to the best of our knowledge, intermediate disorder
regimes have so far been considered only in the case of i.i.d. disorder fields (or at least time-independent for
models in dimension 1 + d), with the exception of [64]. One can therefore view our result as a new attempt
to investigate the influence of a correlated disorder on physical systems.
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Some notation. Throughout the article, we write elements of N2, R2 with bold characters, and elements of
N, R with plain characters (in particular we note 0 := (0, 0) and 1 := (1, 1)); moreover for t ∈ R2, t (a) will
denote its projection on its a-th coordinate, a ∈ {1, 2}. When there is no risk of confusion, we may also
write more simply t = (t1, t2). We also define orders on R2: for s, t ∈ Rd, write

s ≺ t if s1 < t1, s2 < t2 , and s 4 t if s1 ≤ t1, s2 ≤ t2 .
For 0 4 s 4 t , let [s, t ] denote the rectangle [s1, t1]× [s2, t2] (and similarily [s, t) := [s1, t1)× [s2, t2), etc.)
and Js, tK := [s, t ] ∩ Z2. For s, t ∈ R, we write s ∧ t = min(s, t) and s ∨ t = max(s, t); and for s, t ∈ R2,

s ∧ t := (s1 ∧ t1, s2 ∧ t2) and s ∨ t := (s1 ∨ t1, s2 ∨ t2) .

For s ∈ R2, let bsc := (bs1c, bs2c). Finally, we will say that s, t ∈ R2 are aligned if they are on the same
line or column, that is if s1 = t1 or s2 = t2, and we then write s ↔ t ; otherwise we write s = t .

1.2. The generalized Poland-Scheraga model: definition and first properties. Let τ = (τ k)k≥0 be
a bivariate renewal process, with τ 0 = 0 and inter-arrival distribution

(1.1) P
(
τ 1 = (`1, `2)

)
:= K(`1 + `2) =

L(`1 + `2)

(`1 + `2)2+α
, ∀ ` = (`1, `2) ∈ N2 ,

with P(|τ 1| < +∞) = 1. With a slight abuse of notation, we also interpret τ as a set {τ 1, τ 2, . . .} (we will
always omit τ 0).

Let ω̂ = (ω̂i)i≥1 and ω̄ = (ω̄i)i≥1 be two independent sequences of i.i.d. random variables, whose laws

are denoted P̂ and P̄ respectively. We assume that P̂ = P̄ and we let P := P̂ ⊗ P̄. For i ∈ N2, we denote
ωi = ωi1,i2 := V (ω̂i1 , ω̄i2), where V (·, ·) is a symmetric function describing the interactions between the
monomers; we naturally assume that V (·, ·) is not constant. Let us stress that ω := (ωi )i∈N2 is a strongly
correlated field. Throughout the paper, we assume that there is some β0 > 0 such that

λ(β) := logE[eβω1 ] < +∞ for β ∈ [0, β0) .

Example 1.1. A first, natural example, is to take V in a product form, that is V (x, y) = f(x)f(y) for
some function f : this is the choice made in [56], with f(x) = x. Another natural example would be to take
V (x, y) = g(x+ y), for some function g.

Remark 1.2. Recalling that the gPS model was introduced to model DNA denaturation, it would also
be natural to consider a field (ωi)i∈N2 defined as a function of a unique sequence (ω̃i)i≥1 of i.i.d. random
variables, by ωi = V (ω̃i1 , ω̃i2), with V a symmetric function. Our approach would actually provide results
very similar to the one we obtain in the setting described above. We comment in Section 2.5.3 below what is
expected when constructing ω with a unique sequence ω̃, but we do not develop that case any further since it
becomes more technical and should not bring much different results.

For a fixed realization of ω (quenched disorder), we define, for β ≥ 0 (the disorder strength) and h ∈ R
(the pinning potential), the following polymer measures: for any n ∈ N2, representing the respective lengths
of the strands, let

(1.2)
dPβ,ω,q

n,h

dP
(τ) :=

1

Zβ,ω,qn,h

exp
( ∑

i∈J1,nK

(
βωi − λ(β) + h

)
1{i∈τ}

)
1{n∈τ},

where

(1.3) Zβ,ω,qn,h := E
[

exp
( ∑

i∈J1,nK

(
βωi − λ(β) + h

)
1{i∈τ}

)
1{n∈τ}

]
is the partition function of the system. This corresponds to giving a reward (or penalty if it is negative)
βωi + h if i = (i1, i2) ∈ τ , that is if monomer i1 of the first strand is paired with monomer i2 of the second

strand. The term −λ(β) is only present for renormalization purposes, and even though Zβ,ω,qn,h depends on
the realization of ω, we will drop it in the notation for conciseness.
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Let us mention that it is also natural consider a conditioned or free version of the model, either by
replacing 1{n∈τ} with a conditioning or simply by removing it: the partition functions are then

Zβ,cond
n,h := E

[
exp

( ∑
i∈J1,nK

(
βωi − λ(β) + h

)
1{i∈τ}

) ∣∣∣n ∈ τ] ,(1.4)

and Zβ,free
n,h := E

[
exp

( ∑
i∈J1,nK

(
βωi − λ(β) + h

)
1{i∈τ}

)]
.(1.5)

Free energy and denaturation phase transition. In [11, 56], it is shown that for γ > 0 (the asymptotic strand
lengths ratio), the following limit, called free energy, exists p.s. and in L1(P):

(1.6) Fγ(β, h) = lim
n1,n2→∞
n1/n2→γ

1

n1
logZβ,q(n1,n2),h = lim

n1,n2→∞
n1/n2→γ

1

n1
E logZβ,q(n1,n2),h .

Also, the limit is unchanged if one replaces the partition function by its conditioned or its free counterparts.
The function (β, h) 7→ Fγ(β, h + λ(β)) is non-negative, convex and non-decreasing in each coordinate.
Additionally, the free energy encodes localization properties of the model: indeed, one can exploit the
convexity of Fγ to show that, if ∂hFγ(β, h) exists, which is for all but at most countably many (β, h), then

∂hFγ(β, h) = lim
n1,n2→∞
n1/n2→γ

Eβ,q
n,h

[ 1

n1

∑
i∈J1,nK

1{i∈τ}

]
, P-a.s.

In other words, ∂hFγ(β, h) is the asymptotic fraction of contacts between the two strands. This leads to the
definition of the critical point:

(1.7) hq
c(β) := inf{h : Fγ(β, h) > 0} ,

which marks the transition between a delocalized phase (h < hq
c(β), zero density of contacts) and a localized

phase (h < hq
c(β), positive density of contacts). Let us stress that hq

c(β) does not depend on γ > 0, since we

have the following bounds Fγ(β, h) ≤ Fγ′(β, h) ≤ γ′

γ Fγ(β, h) for 0 < γ ≤ γ′, see [11, Prop. 2.1].

Homogeneous gPS model and Harris’ predictions for disorder relevance. As mentioned above, the homoge-
neous version of the model, i.e. when β = 0, is solvable, see [45]. More precisely, under the assumption (1.1),
we have hc = hc(0) = 0 and we can identify the critical behavior

(1.8) Fγ(0, h) ∼ cα,γψ(1/h)hν , as h ↓ 0 , with ν =
1

α
∨ 1 ,

for some slowly varying function ψ (that depends on α and L(·)) and some constant cα,γ (it is the only
quantity on the r.h.s. of (1.8) that depends on γ). This determines the critical behavior of the homogeneous
denaturation transition, identified by the critical point hc(0) = 0.

Simply by applying Jensen’s inequality, we get that

Fγ(β, h) = lim
n1,n2→∞
n1/n2→γ

1

n1
E logZβ,q(n1,n2),h ≤ lim

n1,n2→∞
n1/n2→γ

1

n1
logE[Zβ,q(n1,n2),h] = Fγ(0, h) ,

where we have used that E[Zβ,qn,h] = Zβ=0,q
n,h , see [56, Eq. (1.11)]. Hence, we get that hq

c(β) ≥ 0 for any β ≥ 0.

In view of (1.8), Harris’ criterion for disorder relevance becomes: if d is the “dimension of disorder”, then
disorder should be irrelevant if α < d

2 and relevant if α > d
2 . It would be natural to assume that in our setting

where ωi = V (ω̂i1 , ω̄i2), disorder is one-dimensional (since two strands of length n involve 2n independent
random variables). Yet, [56] studies the question of the influence of disorder in the case V (x, y) = xy, and

shows the following: (i) if P̂ 6= 1
2 (δ−x + δx) for all x > 0; then disorder is “one-dimensional”: it is relevant if

α > 1
2 and irrelevant if α < 1

2 ; (ii) if P̂ = 1
2 (δ−x + δx) for some x > 0, then disorder is “two-dimensional”: it

is relevant if α > 1 and irrelevant if α < 1.
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2. Main results: intermediate disorder for the gPS model

Our aim is to complete those results on disorder (ir)-relevance for the gPS model, by taking inspiration
from [2, 27]. In those papers the authors proved for some disordered systems (notably the disordered pinning
model in [27]) that, by choosing a disorder intensity βn decaying to 0 as n→∞, it was possible to exhibit an
intermediate disorder regime, laying in-between the homogeneous (β = 0) and disordered (β > 0 constant)
ones. In [26], it is argued that the fact that such a scaling gives rise to a non-trivial, random limit is a new
notion of disorder relevance, and that it should coincide with the usual meaning introduced by Harris [50].

Our main result consists in proving an intermediate disorder scaling limit of the disordered gPS model
defined in Section 1.2: we focus on the scaling limit of the partition function in the case α ∈ (0, 1), since
then the bivariate renewal admits a non-trivial scaling limit, see Proposition 2.1 below. We then derive
some consequences of this scaling limit in terms of disorder relevance, more precisely regarding the critical
point shift. One of the main difficulties we have to overcome is the fact that the disorder field (ωi )i∈N2 has
long-range (in fact, infinite-range) correlations along lines and columns.

2.1. Heuristics of the chaos expansion. As in [2, 27], we look for scaling limits of the partition functions
by computing polynomial expansions, starting with the free version (1.5) for simplicity. Let us define

ζi = ζi (β) := eβωi−λ(β) − 1 ,

so that exp
(
(βωi −λ(β) +h)1{i∈τ}

)
= 1 + (ehζi + eh− 1)1{i∈τ}. Then, for t ∈ (R∗+)2 and n ∈ N, expanding

the product in Zβ,free
nt,h = E

[∏
i∈J1,ntK

(
1 + (ehζi + eh − 1)1{i∈τ}

)]
and using the renewal structure, we have

Zβ,free
nt,h = 1 +

(nt1)∧(nt2)∑
k=1

∑
0=i0≺i1≺...≺ik4nt

k∏
l=1

(
(ehζi l + eh − 1)u(i l − i l−1)

)
,(2.1)

where we denoted u(i) := P(i ∈ τ ) the renewal mass function. In order to understand the correct scaling
for the parameters h and β, let us focus on the convergence of the term k = 1. As h→ 0, it is equal to (up
to smaller order terms in h)

(2.2)
∑

i∈J1,ntK

ζi u(i) + h
∑

i∈J1,ntK

u(i) .

2.1.1. The homogeneous term. Looking at the homogeneous term in (2.2) (i.e. the second one), we need to
estimate the renewal mass function u(i). When α ∈ (0, 1), this is provided by [72].

Proposition 2.1 ([72], main result). Assume α ∈ (0, 1) in (1.1). Then for s ∈ (R∗+)2, we have

(2.3) lim
n→+∞

n2−αL(n)P
(
bnsc ∈ τ

)
= ϕ(s) ,

for some continuous function ϕ : (R∗+)2 → R+. Writing s in the polar form s = reiθ, we get that
ϕ(s) = rα−2a(θ), for some continuous function a : [0, π/2]→ R+, which is equal to 0 at θ = 0 and θ = π/2.

This theorem and a Riemann sum approximation imply that
∑

i∈J1,ntK u(i) ∼ ctL(n)−1nα as n → ∞,

with ct :=
∫

[0,t]
ϕ(s)ds < +∞. Hence, in order to make the second term converge in (2.2), we have to take

h = hn proportional to L(n)n−α.

Remark 2.2. One could show that for any α > 0, the random set 1
nτ = {τ in }i≥0 ⊆ (R+)2 converges in

distribution towards a random closed set Sα ⊆ (R+)2 (for the Fell–Matheron topology, we refer to [25, App. A]
for an overview of such convergence for univariate renewals). When α ∈ (0, 1), Proposition 2.1 shows that Sα
is random (and ϕ characterizes its finite-dimensional distributions). On the other hand, when α ≥ 1, Sα is
easily seen to be simply the diagonal ∆ = {(x, x), x ∈ R+}: this justifies to focus on the case α ∈ (0, 1).

In fact, let us state right away the scaling limit of the homogeneous constrained partition function, i.e.
when βn ≡ 0, in the scaling window hn � L(n)n−α. Similar results hold for the free and conditioned partition
function (see Remark 2.9 in the non-homogeneous case).
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Proposition 2.3. Assume that limn→∞ nαL(n)−1hn = ĥ ∈ R. Then, for any α ∈ (0, 1) and any t � 0,

writing Zn,h := Zβ=0
n,h , we have

(2.4) lim
n→∞

n2−αL(n)Zbntc,hn = Zt,ĥ := ϕ(t) +

+∞∑
k=1

ĥk
∫
· · ·
∫

0≺s1≺···≺sk≺t

k+1∏
i=1

ϕ(si − si−1)ds1 · · · dsk ,

In (2.4) we use the convention s0 := 0 and sk+1 := t for the k-th term of the sum.

In view of Remark 2.2, in the same way as the function ϕ characterizes the finite-dimensional distribution
of the set Sα, one can interpret the quantity Zt,ĥ as characterizing the finite-dimensional distribution of a

(weakly) pinned set Sα, much as in [65] for the usual pinning model. In particular, we have Zt,ĥ=0 = ϕ(t).

2.1.2. The disordered term. Considering the disorder term in (2.2) (i.e. the first one), notice that E[ζi ] = 0
and Var(ζi) ∼ Var(ω1)β2 as β ↓ 0 (see Lemma 2.4 below). If the variables (ζi )i∈N2 were independent, then,
properly rescaled, the sum would converge to an integral of ϕ against a white noise, as is the case for an i.i.d.
disorder, see [2, 27]. However, in our case, the field (ζi )i∈N2 displays strong correlations on each line and
column of N2. Therefore, the first result we prove is that the partial sums of (ζi )i∈N2 , properly normalized
by βrn3/2 for some r ∈ N, converge towards a Gaussian random field M which encapsulates the correlation
structure of ζ, see Theorem 2.7 below. A (non-trivial) consequence of Theorem 2.7 (and Proposition 2.1) is
the following convergence in distribution and in L2(P), as n→∞ and β ↓ 0,

(2.5)
1

σrn3/2βr

∑
i∈J1,ntK

ζi
u(i)L(n)

nα−2
−→

∫
[0,t]

ϕ(s)dM(s) ,

where r ∈ N and σr are constants that depend on the distribution of ωi (see Lemma 2.4 below). The
definition of the integral with respect to M, together with the fact that the integral on the right-hand side
of (2.5) is well-defined, is part of the statement, and is discussed in detail in Section 4 below.

2.1.3. Scaling window. All together, the analysis of the first term (2.2) in the chaos expansion (2.1) suggests
that one should take the following scaling for the parameters βn, hn:

(2.6) lim
n→∞

hn
L(n)n−α

:= ĥ ∈ R and lim
n→∞

βn

(n
1
2−αL(n))

1
r

:= β̂ ∈ [0,+∞) .

Note in particular that in order to be able to have limn→∞ βn = 0 (which is required to obtain an intermediate
disorder regime), we require α > 1

2 .

2.2. Convergence of the field (ζi )i∈N2 . Recall that ωi = V (ω̂i1 , ω̄i2) for some symmetric function V (·, ·).
Let us denote P the set of disorder distributions P = P̂ ⊗ P̄ such that λ(β) := logE[eβω1 ] < +∞ for
β ∈ [0, β0). Recall also that ζi = ζi (βn) := eβnωi−λ(βn) − 1 and that it has mean 0. Before we prove the
convergence of the field (ζi )i∈N2 , let us state a central lemma that provides the asymptotic behavior of the
two-point correlations E[ζiζj ]: a key fact is that the correlations on lines and columns actually depend on
the interaction function V (·, ·) and on the distribution P.

Lemma 2.4. Let i, j ∈ N2. If i = j then E [ζiζj] = 0. Additionally, as βn → 0,

(2.7) E [ζiζj] =

{
σ2β2

n + o(β2
n) if i = j,

σ2
rβ

2r
n + o(β2r

n ) if i↔ j, i 6= j and P ∈ Pr ,

with σ2 := Var(ω1), σ2
r = 1

(r!)2Var
(
E[ωri | ω̂i1 ]

)
and

(2.8) Pr =
{
P : min

{
k ≥ 1 , Var

(
E[ωki | ω̂i1 ]

)
> 0
}

= r
}
.

If σ2
k = 0 for all k ∈ N, i.e. if P ∈ P∞, then E [ζiζj] = 0 for all i 6= j (in fact, E [ζi | ω̂i1 ] = 0).
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Therefore, P is partitioned into sets Pr for r ∈ N ∪ {+∞} and the decay of the correlations on lines
and columns depend on which Pr contains the distribution P. Let us stress that in general, the Pr (and
notably P∞) are non-empty: let us give a few examples.

Example 2.5. In the case V (x, y) = xy we find that (see [56]): P1 is the set of distributions such that
E[ω̄1] 6= 0 (or else E[ωi | ω̂i1 ] = 0 a.s.); P2 is the set of distributions such that E[ω̄1] = 0 and Var(ω̄2

1) > 0;
Pr is empty for any r ≥ 3; P∞ contains the remaining distributions, i.e. P = 1

2 (δ−x + δx) for some x > 0.

Example 2.6. In Appendix C, we tailor an example to obtain an instance where P4 6= ∅ and even P8 6= ∅.
The example is based on an interaction function of the form V (x, y) = xf(y) + yf(x), for some well chosen
distribution P and function f . It is reasonable to expect that such an example could be adapted to construct
cases where Pr is non-empty for some arbitrarily large values of r.

Let us now state the convergence of the field (ζi )i∈N2 . For s = (s1, s2) ∈ (R+)2 and n ∈ N, let us define

(2.9) Mn(s) :=
∑

i∈J1,nsK

ζi ,

with the convention Mn(s) = 0 if s1 < 1/n or s2 < 1/n.

Theorem 2.7. Let t ∈ (R+)2 and recall that ζi = eβnωi−λ(βn) − 1, i ∈ N2. Assume that P ∈ Pr for some
r ∈ N. If limn→∞ βn = 0 and limn→∞ nβ2r

n = +∞, then

(2.10)

(
1

σrn3/2βrn
Mn(s)

)
s∈[0,t]

(d)−−→
(
M(s)

)
s∈[0,t]

,

where M is a Gaussian field on (R+)2 with zero-mean and covariance matrix given by

(2.11) K(u, v) :=
(
u1 ∧ v1

)(
u2 ∧ v2

)(
u1 ∨ v1 + u2 ∨ v2

)
, u = (u1, u2), v = (v1, v2) ∈ (R+)2 .

The convergence holds for the topology of the uniform convergence on [0, t].

Let us also mention that when P ∈ P∞, then using Lemma 2.4 and the central limit theorem, we can
show that (

1

σnβn
Mn(s)

)
s∈[0,t]

(d)−−→
(
W(s)

)
s∈[0,t]

,

where W is a Gaussian field with covariance (u1 ∧ v1)(u2 ∧ v2), i.e. W is a Brownian sheet. In other words,
the rescaled field ( 1

σnβn
ζi )i∈N2 converges to a Gaussian two-dimensional white noise. We do not prove this

statement since it is not needed below.

2.3. Intermediate disorder: statement of the main result. We now have the tools to state our main
result. The only missing piece is that our statement involves iterated integrals against the field M. We refer
to Section 4 and Appendix B below for a construction of the integrals against the field M, and in particular
for the proof that the chaos expansion series in (2.13) is well-defined in L2(P).

Theorem 2.8. Let τ satisfy (1.1) with α ∈ ( 1
2 , 1). Let P ∈ Pr for some r ∈ N, and let (βn)n≥1, (hn)n≥1

satisfy the scaling relation (2.6). Then for any t � 0, we have the convergence in distribution

(2.12) n2−αL(n)Zβn,ω,qbntc,hn
(d)−−−−−→

n→+∞
Zβ̂,M,q

t,ĥ
,

where the random variable Zβ̂,M,q

t,ĥ
is given by the chaos expansion (in L2(P))

(2.13) Zβ̂,M,q

t,ĥ
:= ϕ(t) +

+∞∑
k=1

∫
· · ·
∫

0≺s1≺···≺sk≺t

ψt

(
s1, . . . , sk

) k∏
j=1

(
σrβ̂

r dM(sj) + ĥdsj

)
.
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In (2.13), we have σ2
r := 1

(r!)2Var
(
E[ωri | ω̂i1 ]

)
and ψt is defined by

(2.14) ψt(s1, . . . , sk) := 1{0=:s0≺s1≺···≺sk≺sk+1:=t}

k+1∏
i=1

ϕ(si − si−1) .

Remark 2.9. As far as the conditioned cond and free free partition functions are concerned, the same result
holds, without the scaling factor n2−αL(n): one has to replace ψt respectively by ψcond

t and ψfree
t , defined by

ψcond
t (s1, . . . , sk) :=

ψt(s1, . . . , sk)

ϕ(t)
,(2.15)

ψfree
t (s1, . . . , sk) := 1{0=:s0≺s1≺···≺sk≺t}

k∏
i=1

ϕ(si − si−1) .(2.16)

In this paper we focus on the proof for the constrained partition function, and comment in Remark 4.15
below how to deduce the statement for the other two cases.

Let us conclude this section by showing that when α ∈ (0, 1
2 ) or when α ∈ (0, 1) and P ∈ P∞, then one

cannot obtain a disordered scaling limit by taking βn → 0. This shows that disorder is irrelevant in these
case, in the sense put forward in [26]. We state the result in the free case for future use (similar statements
hold in the constrained and conditioned case).

Proposition 2.10. Assume that α ∈ (0, 1
2 ) or that α ∈ (0, 1) and P ∈ P∞. Then, if limn→∞ nαL(n)−1hn =

ĥ ∈ R, for any vanishing sequence (βn)n≥1 we have that limn→∞ Zβn,free
bntc,hn = Zfree

t,ĥ
in L2(P).

2.4. Consequence on the critical point shift for the gPS model. As a consequence of the scaling
limit obtained above, we are able to obtain upper bounds on the critical point shift. Indeed, the following
general statement allows to relate the second moment of the partition function at the annealed critical point
ha
c(β) = 0 to the critical point shift hc(β). It is extracted from [56, Prop. 3.1], and its proof is inspired by

the approach in [54].

Proposition 2.11 (Proposition 3.1 in [56]). Fix some constant C > 1 and define

nβ := sup
{
n ∈ N, E[(Zβ,free

n1,h=0)2] ≤ C
}
.

Then there is some (explicit) slowly varying function L̃ such that the critical point satisfies

0 ≤ hc(β) ≤ L̃(nβ)n−αβ .

If Zβ,free
n,h=0 is bounded in L2(P), then nβ = +∞ (provided that C had been fixed large enough), so hq

c(β) = 0;

moreover, there exists a slowly varying function L̂ such that for all h ∈ (0, 1) we have Fγ(β, h) ≥ L̂(1/h)h1/α.

Together with Theorem 2.8, this allows us to obtain an upper bound on the critical point shift.

Corollary 2.12. Assume that α ∈ ( 1
2 , 1) and that P ∈ Pr for some r ∈ N. Then, we have the following

upper bound on the critical point: there is some β1 > 0 such that for all β ∈ (0, β1) we have

0 ≤ hq
c(β) ≤ L2(1/β)β

2αr
2α−1 ,

for some slowly varying function L2.

Note that this sharpens the bound found in [56, Prop. 2.4], which treats the case of a product interaction

V (x, y) = xy: when P ∈ P2, it was obtained that hq
c(β) ≤ L2(1/β)β

2α
2α−1 . We believe that the upper bound

in Corollary 2.12 is sharp in general, up to slowly varying functions: indeed, it matches the lower bound on
the critical point shift obtained in [56, Thm. 2.3] (in the case of a product interaction). Obtaining a lower
bound on the critical point shift in the case of a general interaction seems reachable but technically involved.
For this, one would need to adapt the ideas developed in [56], with extra technical difficulties coming from
the general interaction V (x, y). We leave this problem for future work.
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Proof of Corollary 2.12. Let β(n) := (n
1
2−αL(n))1/r and let n̄(·) be the asymptotic inverse of β(·), i.e. such

that β(n̄(u)) ∼ n̄(β(1/u))−1 ∼ u as u ↓ 0. One can show that n̄(u) ∼ L∗(u)u−
2r

2α−1 as u ↓ 0 for some
(semi-explicit) slowly varying function L∗, see [19, Thm. 1.5.13].

Now, by Theorem 2.8 and thanks to the definition of n̄(·), we have that Zβ,free
n̄(β)1,0 converges to Zβ̂=1,free

1,ĥ=0
as

β ↓ 0 in L2. Hence, letting C := 2E[(Z1,free
1,0 )2], we get that there exists β1 > 0 such that E[(Zβ,free

n̄(β)1,h=0)2] ≤ C
for all β ≤ β1. Put otherwise, we get that n̄(β) ≤ nβ for any β ≤ β1, with nβ defined in Proposition 2.11
with the constant C above. Applying Proposition 2.11, we therefore end up with

0 ≤ hq
c(β) ≤ cL̃(n̄(β))n̄(β)−α ,

for all β ≤ β1. Since n̄(u) ∼ L∗(u)u−
2r

2α−1 as u ↓ 0, this concludes the proof. �

Let us stress that another corollary of Proposition 2.11 comes as a consequence of the proof of Proposi-
tion 2.10. The following result shows that when α ∈ (0, 1

2 ) or when α ∈ (0, 1) and P ∈ P∞, then disorder
is irrelevant in the sense that, for small β > 0, there is no critical point shift and no modification of the
homogeneous critical behavior (recall (1.8) and the fact that Fγ(β, h) ≤ Fγ(0, h)).

Corollary 2.13. Assume that α ∈ (0, 1
2 ) or that α ∈ (0, 1) and P ∈ P∞. Then, there is some β1 > 0 such

that for all β ∈ (0, β1) we have hq
c(β) = 0 and Fγ(0, h) ≥ Fγ(β, h) ≥ L̂(1/h)h1/α for all h ∈ (0, 1).

Proof. Thanks to Proposition 2.11, one simply need to show that for β small enough Zβ,free
n,h=0 is bounded in

L2(P). The estimate on E[(Zβ,free
n1,h=0)2] is obtained in the proof of Proposition 2.10, see Section 6.2, more

precisely Remark 6.3. �

2.5. Some Comments.

2.5.1. About disorder relevance. Theorem 2.8 and Proposition 2.10 provide a complete characterization for
the existence of a non-trivial scaling limit for the gPS model with disorder ωi = V (ω̂i1 , ω̄i2) and α < 1.
For the toy model V (x, y) = xy of [56], they confirm the prediction of [26] claiming that this matches
Harris’ criterion for disorder relevance [50], assuming that the dimension of the disorder is described by the
correlations of the field (ζi )i∈N2 as in Lemma 2.4 (i.e., disorder is one-dimensional if and only if E[ζiζj ] 6= 0
for i ↔ j ). Let us stress that we also proved that this limit is (partially) universal, in the sense that the

limiting continuous random fieldM which defines Zβ̂,M,q

t,ĥ
does not depend on V (·, ·) or P̂, P̄, but only on the

line-and-column correlation structure we chose for ω; however, the scaling at which the non-trivial limit holds
depends strongly on the chosen disorder distribution, and ranges in a wide (countable) amount of possible
values indexed by r ∈ N (where we provided explicit examples for r = 1, 2, 4 and 8 in Examples 2.5, 2.6).

Let us mention that all this work is concerned with the denaturation transition. Regarding the condensation
transitions in the gPS model, the question of the influence of disorder has not yet been investigated. However,
the findings of [44] suggest that these (big-jump) transitions are actually absent from the disordered version
of the model.

2.5.2. About the continuum gPS model. In the relevant disorder case, a natural next step would be to study
the continuous model. Inspired by the article [25], one should be able to construct a universal continuum gPS
model, i.e. a disordered measure on random closed sets of R2

+ that are increasing (for ≺), with a continuum

partition function Zβ̂,M,q

t,ĥ
given by (2.13).

Following the lines of [25], one should prove the convergence of a two-parameter family of point-to-point
partition functions towards a process of continuum partition functions, see [25, Thm. 16]; another line of
proof could also be to consider continuum partition functions restricted to functionals of the random closed
set, as done in [15]. Let us stress here that in (Conj1) below, the limit depends on the parameter r (and

σr, which could be absorbed in the definition of β̂): the continuum model therefore carries a dependence



12 Q. BERGER AND A. LEGRAND

on r, but only through the power of the inverse temperature; on the other hand and more importantly, the
disorder field M is what makes the continuum model universal.

Similarly to what is argued in [27, Sec 1.3, §2], one could be able to use the continuum partition to extract
information on the free energy Fγ(β, h) in the weak-disorder limit, i.e. when β, h→ 0. In particular, one can
define the continuum free energy as

(2.17) Fγ(β̂, ĥ) := lim
t→∞, t1t2→γ

1

t1
E
[

log Zβ̂,M,q

t,ĥ

]
.

The fact that the limit exists and is finite is not immediate, but should follow from super-additivity

and concentration arguments. One is then led to conjecture that, setting βε = β̂(εα−
1
2L(1/ε)−1)

1
r and

hε = ĥεαL(1/ε) (see (2.6)), we have that

(Conj1) lim
ε↓0

ε−1Fγ(βε, hε) = Fγ(β̂, ĥ) .

As argued in [27], this amounts to exchanging the limits of infinite volume, i.e. letting the size of the system
to infinity, and of weak disorder, i.e. letting the inverse temperature β and the external field h go to 0. This
exchange of limits is in fact a delicate issue: it has been shown for instance in the context of the copolymer
model with tail exponent α ∈ (0, 1) in [22, 24] and for the pinning model with tail exponent α ∈ ( 1

2 , 1) in [30];
but is known not to hold for α > 1, see [27, Sec 1.3, §3] and [9].

Analogously to what is done in [30], the exchange of limits (Conj1) would provide information on the
behavior of the critical point hq

c(β) defined in (1.7) in the weak-disorder limit β ↓ 0. One should first prove
that the critical point for the continuous model, defined by

hq
c(β̂) := sup

{
ĥ ∈ R,Fγ(β̂, ĥ) = 0

}
,

is positive and finite. Then, using the scaling properties M([0, ct ])
(d)
= c3/2M([0, t ]) and ϕ(ct) = cα−2ϕ(t)

for t � 0 and c > 0, we get that Zβ̂,M,q

ct,ĥ

(d)
= Zc

1
r
(α− 1

2
)β̂,M,q

t,cαĥ
, recalling also that β̂ appears with an exponent r

in the chaos expansion (2.13). This in turns implies that

Fγ
(
c

1
r (α− 1

2 )β̂, cαĥ
)

= cFγ(β̂, ĥ) , and hq
c(β̂) = hq

c(1)β̂
2αr

2α−1 .

Then, similarly to [30, Thm. 2.4], one could expect that a slightly stronger version of (Conj1) would yield
the following universal weak-disorder asymptotics

(Conj2) lim
β↓0

hq
c(β)

L̃α( 1
βr )β

2αr
2α−1

= hq
c(1) ,

where L̃α is a slowly varying function obtained by inverting the relation βr ∼ n 1
2−αL(n) as n ∼ L̃α(β−r)2β

2r
2α−1

as β ↓ 0, n ↑ ∞ (so h ∼ ĥL(n)n−α translates into h ∼ ĥL̃α(β−r)β
2αr

2α−1 ); see [30, Rem. 2.2] or [27, Sec. 3.1]
for details in the context of the pinning model. Let us stress that the constant hq

c(1) depends only on α and
not on the fine details either of the bivariate renewal (in particular not on the slowly varying function L) or
of the disorder distribution ω, except trough the constant σr.

2.5.3. About the case of a single sequence of disorder. Let us now briefly discuss the case where we only
have a single sequence of i.i.d. random variables (ω̃i)i≥1 and where the disorder sequence is given by
ωi := V (ω̃i1 , ω̃i2). Define λ(β) = logE[eβωi ] for i not on the diagonal, i.e. with i1 6= i2; note that in general
we have logE[eβωi ] 6= λ(β) for i on the diagonal. Define again ζi := eβωi−λ(β) − 1 for any i ∈ N2; in
particular, we have E[ζi ] = 0 if i is not on the diagonal and E[ζi ] 6= 0 if i is on the diagonal.

Now, note that ωi is independent of ωj except if i1 = j1, i1 = j2, i2 = j1 or i2 = j2; in that case, we
say that i and j are linked and we write i ! j . We also separate the cases where (i1, i2) = (j1, j2) or
(i1, i2) = (j2, j1), that is i = j or i is the symmetric of j with respect to the diagonal, that we denote as
i 
 j . We provide a figure below: the lines represent the points that are linked to (i, j).
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(i, j)

(j, i)

Now, we can perform the same calculations as for Lemma 2.4. One gets that E [ζiζj ] = 0 if i 6! j and
that, for i and j not on the diagonal and i 6
 j , as βn → 0 we have

(2.18) E [ζiζj ] =

{
σ2
rβ

2r
n + o(β2r

n ) if i ! j and P ∈ Pr,

0 if i ! j and P ∈ P∞,

One can also obtain estimates on E [ζiζj ] when i and j are on the diagonal or i 
 j . One should be able to
adapt the proof of the convergence in Theorem 2.7, with a different covariance structure due to the fact
that the correlations occur in a more intricate way (using the relation i ! j instead of i ↔ j ). After
some calculations, we expect that the (rescaled) field (ζi )i∈N2 converges to a Gaussian field with covariance
function given by

(2.19) Q(s, t) = 2x(1)x(2)x(3) + x(1)x(4)(x(2) + x(3)) ,

with x(1) < x(2) < x(3) < x(4) the ordered points of t1, t2, s1, s2. A realization of such a Gaussian field is
presented in Figure 3. Finally, a reasonable conjecture is that the statement of Theorem 2.8 also holds in
this setting when replacing the field M with the one described above. However, proving this result should
involve even more technicalities than in our setting (see in particular Sections 3.2, 4.3 and 5.5 below) because
of the more complex combinatorics appearing in the correlations. This is the reason why we do not develop
on this further.

Figure 3. A realization of a Gaussian field with covariance Q(·, ·) defined in (2.19). The covariance structure
is different from the Gaussian field M, to be compared with Figure 1.

2.5.4. About other models with long-range correlated disorder. The question of the influence of disorder with
long-range correlations on physical systems has been addressed widely in the physical literature, starting
with the seminal paper by Weinrib and Halperin [71]. In [71], the authors propose a modification of Harris’
predictions on disorder relevance, depending on the rate of decay of the two-point correlation function:
namely, if the disorder verifies E[ωxωy] � ‖x− y‖−a for some a > 0, then disorder should be irrelevant if
ν > 2/min(d, a) and relevant if ν < 2/min(d, a), with ν the critical exponent of the homogeneous model. In
other words, Harris’ criterion is modified if a < d.

As far as the standard (one-dimensional) pinning model is concerned, this question has been investigated
in the mathematical literature, for instance in [6, 7, 12, 16, 17, 31, 60]. In particular, it has been proven in
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[7, 12] that Weinrib–Halperin’s prediction fail: disorder becomes always relevant as soon as a < d = 1. The
main idea is that the two-point correlations do not encapsulate the important features of the environment;
instead one has to study the rare appearance of large regions of favorable disorder. However, one could
still hope to recover Weinrib–Halperin’s predictions for the existence of a non-trivial intermediate disorder
scaling limit of the model (at least for Gaussian disorder), tuning down the inverse temperature βn ↓ 0 at
the correct scale.

As a first step, one would need to make sense of the following continuum partition function, which is the
natural candidate for the limit of the (free) partition function:

(2.20) Zβ(t) = 1 +

∞∑
k=1

βk
∫

0<s1<···<sk<t

k∏
i=1

ϑ(si − si−1)

k∏
i=1

W (dsi) .

In the above expression, ϑ(s) = sα−1 corresponds to the scaled renewal mass function P(i ∈ τ) (with
α ∈ (0, 1) the tail exponent of P(τ1 > i), verifying α = 1/ν) and W a fractional Brownian Motion with
Hurst index H ∈ ( 1

2 , 1), i.e. a Gaussian field with covariance function E[WsWt] = 1
2 (|s|2H + |t|2H − |t− s|2H),

which corresponds to the scaling limit of a Gaussian field (ωn)n∈Z with correlations E[ωn, ωn+k] ∼ c|k|−a,
a = 2(1−H) ∈ (0, 1). Then, one is able to compute (or at least estimate) the L2 norm of each term in the
sum. In particular, for k = 1, one gets∥∥∥∥∫

0<s<t

ϑ(s)W (ds)

∥∥∥∥2

L2

= cH

∫
0<s′<s<1

s′α−1sα−1(s− s′)2H−2dsds′ = cH
Γ(α)Γ(2H − 1)

Γ(α+ 2H − 1)

∫ 1

0

s2α+2H−3ds ,

which is finite if and only if 2α + 2H − 2 = 2/ν − a > 0, that is if and only if ν < 2/a, recovering
Weinrib–Halperin’s condition for disorder relevance. This suggests that the expansion (2.20) makes sense
when ν < 2/a. However, when controlling the L2 norm of the k-th term, we obtain a bound that is not
summable in k. Therefore new ideas are needed in order to decide whether it is possible to make sense
of (2.20) when ν < 2/a; if so, this would confirm Weinrib–Halperin’s predictions, in the sense put forward
in [26].

Let us also mention that the effect of long-range correlations in the disorder has been studied in the directed
polymer model, for instance in [55, 63]. However, in these references, the disorder displays correlations only
in the spatial dimension and not in the time dimension; it remains an open problem to study the model with
correlations in time.

2.6. Organisation of the rest of the paper. Henceforth, the paper is organized as follows. In Section 3
we prove Lemma 2.4, from which we deduce the convergence of arbitrary moments of the rescaled field Mn

to those of M. Theorem 2.7 then follows from standard arguments of finite-dimensional convergence and
tightness. Let us also mention that Claim 3.5 below ensures us that in the remainder of the paper, we may
reduce all questions of convergence, notably the main theorem, to L2-convergences on a convenient L2(P)
space.

In Section 4, we discuss the integration against the random field M. We first provide general results
for defining the integral against a random field by using its covariance measure, notably Theorem 4.8. In
Section 4.2 we apply these to prove the well-posedness of

∫
ϕdM in (2.5), and in Section 4.3 we proceed

similarly for iterated integrals. In particular we prove that the series Z in (2.13) is a well-defined L2(P)
random variable.

Section 5 contains the most technical parts of the paper, which are required to prove Theorem 2.8.
Section 5.1 shows that we may reduce the statement to the case hn ≡ 0, Sections 5.2–5.3 prove the
convergence of any term of the polynomial expansion (2.1) to its continuous counterpart in (2.13), and
Section 5.4 concludes with the convergence of the whole partition function to the series Z.

Finally, Section 6 displays the proofs of statements regarding the homogeneous gPS model (Proposition 2.3),
and when the limit is trivial (Proposition 2.10). Those results are postponed to the end of the paper since
they rely on standard techniques, namely Riemann-sum convergences and estimates on bi-variate renewal
processes.
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Some estimates on bi-variate renewal processes and bivariate homogeneous pinning models are recalled in
Appendix A. In Appendix B we prove Theorem 4.8: similar results can already be found in the literature
(see e.g. [70, Theorem 2.5]), but for the sake of completeness we provide a full construction of the integral
with covariance measures. In Appendix C we eventually provide examples of disorder distributions in P4,
P8, as claimed in Example 2.6.

3. Convergence of the field Mn to M: proof of Theorem 2.7

Let us comment on the meaning of the convergence in Theorem 2.7. Define

(3.1) L∞([0, t ]) :=
{
f : [0, t ]→ R ; f is measurable and bounded

}
,

and equip it with the norm ‖ · ‖∞ (and ensuing Borel sigma-algebra). Then, for any random variables
(Wn)n≥1 and W in L∞([0, t ]), we have that Wn converges in distribution to W if for any bounded function
h : L∞([0, t ]) → R that is continuous (for the aforementioned topology), limn→∞ E[h(Wn)] = E[h(W)].
Notice that the fields Mn and M defined above are a.s. bounded so this convergence is well-posed. In this
section, we prove the convergence in Theorem 2.7 and we also provide useful estimates on (Mn(s))s<0.

To be able to distinguish the different notation, the Lp norms on spaces of functions from [0, t ] to R, i.e.
Lp([0, t ]), will be noted ‖ · ‖p, whereas on spaces of real random variables, i.e. Lp(P), they will be noted
‖ · ‖Lp(P) or ‖ · ‖Lp , p ∈ [1,∞].

3.1. Preliminary results: the covariance structure. We start with some preliminaries, controlling the
covariances of the field (ζi )i∈N2 : we prove Lemma 2.4, then we show how the covariance function K(u , v)
appears and prove some other useful estimates. Recall that ζi = ζi (βn) := eβnωi−λ(βn) − 1 has mean 0, that
ωi = V (ω̂i1 , ω̄i2). Recall also the definition (2.8) of the sets (Pr)r≥1 and P∞ partitioning the set P of all
distributions.

Proof of Lemma 2.4. First of all, if i1 6= j1 and i2 6= j2, then ωi and ωj are independent, so we clearly have
that E[ζiζj ] = 0.

When i = j , by a simple (and classical) Taylor expansion, we find

E[ζiζj ] = eλ(2βn)−2λ(βn) − 1 ∼ Var(ω1)β2
n as βn ↓ 0 .

It remains to treat the case i ↔ j but i 6= j . Let us assume that i1 6= j1 but i2 = j2 and write for
simplicity $1 := ω̂i1 , $2 := ω̄i2 and $3 = ω̂j1 : this way we have ωi = V ($1, $2) and ωj = V ($2, $3).
Then, we write

e2λ(βn)E[ζiζj ] = E[eβn(V ($1,$2)+V ($2,$3))]− E[eβnV ($1,$2)]E[eβnV ($1,$2)]

=

+∞∑
k=0

βkn
k!

k∑
j=0

(
k

j

)(
aj,k − bj,k

)
,

(3.2)

where for the last equality we have expanded the exponentials, developed (V ($1, $2) + V ($2, $3))k and set

aj,k := E[V ($1, $2)jV ($2, $3)k−j ] , bj,k := E[V ($1, $2)j ]E[V ($2, $3)k−j ] .

Now, we show that for P ∈ Pr, if j < r then aj,k = bj,k (and similarly for k − j < r, by symmetry).
Indeed, by definition of Pr the random variable E[V ($1, $2)j |$1] is constant a.s., equal to E[V ($1, $2)j ].
Therefore, if j < r, conditioning with respect to $1 we get

aj,k = E[V ($1, $2)jV ($2, $3)k−j ] = E[E[V ($1, $2)j |$1]V ($2, $3)k−j ]

= E[V ($1, $2)j ]E[V ($2, $3)k] = bj,k .

Note that this also holds if r = +∞.
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Therefore, if P ∈ P∞, we have aj,k = bj,k for all j, k ≥ 0, so E[ζiζj ] = 0, as announced. If P ∈ Pr

with r ∈ N, then we have
∑k
j=0

(
k
j

)
(aj,k − bj,k) = 0 for all k < 2r, and for k = 2r,

∑2r
j=0

(
k
j

)
(aj,k − bj,k) =(

2r
r

)
(ar,r − br,r), with

ar,r − br,r = E[V ($1, $2)rV ($2, $3)r]− E[V ($1, $2)r]E[V ($2, $3)r]

= E
[
E[V ($1, $2)r |$2]2

]
− E[V ($1, $2)r]2

= Var
(
E[V ($1, $2)r |$2]

)
=: σ̃2

r ,

where we have used that conditionally on $2, V ($1, $2) and V ($2, $3) are independent, and by symmetry
of V we have E[V ($1, $2)r |$2] = E[V ($2, $3)r |$2]. Going back to (3.2), for P ∈ Pr, we get that as
βn ↓ 0,

e2λ(βn)E[ζiζj ] = (1 + o(1))
β2r
n

(2r)!

(
2r

r

)
σ̃2
r = (1 + o(1))

σ̃2
r

(r!)2
β2r
n .

Since e2λ(βn) → 1, this concludes the proof of Lemma 2.4 with σ2
r := σ̃2

r/(r!)
2. �

Let us define, for s ∈ R+ × R+,

(3.3) Mn(s) :=
1

σrn3/2βrn
Mn(s) =

1

σrn3/2βrn

∑
i∈J1,nsK

ζi ,

where 1
σrn3/2βrn

is the scaling advertised in Theorem 2.7. Thanks to Lemma 2.4, we easily identify the

covariance structure of (Mn(s))s<0. Let s = (s1, s2), t = (t1, t2) ∈ R2
+, and let us compute

(3.4) E
[
Mn(s)Mn(t)

]
=

1

σ2
rn

3β2r
n

∑
i∈J1,nsK

∑
j∈J1,ntK

E [ζiζj ] .

Then, in view of Lemma 2.4 (or (2.7)), we distinguish in the sum indices (i , j ) that are equal (there are
(1 + o(1))(s1 ∧ t1)(s2 ∧ t2)n2 of them), aligned indices that are not equal (there are (1 + o(1))(s1 ∧ t1)(s2 ∧
t2)(s1 ∨ t1 + s2 ∨ t2)n3 of them, see Figure 4), and other indices (which do not contribute to the sum).

s = (s1, s2)

t = (t1, t2)

s2 ∧ t2

s1 ∧ t10

Figure 4. Graphical representation of indices i ∈ J1, nsK, j ∈ J1, ntK with i ↔ j and i 6= j . One of i , j must be in
J1, nsK ∩ J1, ntK (there are (s1 ∧ t1)(s2 ∧ t2)n2 possible locations, represented as the red dot), and the other one has to
be aligned with it (there are (s1 ∨ t1 + s2 ∨ t2)n− 1 possibilities, represented by the red lines).

Therefore, in view of (2.7), as n→ +∞ the covariance E
[
Mn(s)Mn(t)

]
is asymptotic to

(s1 ∧ t1)(s2 ∧ t2)
σ2

σ2
rnβ

2r
n

+ (s1 ∧ t1)(s2 ∧ t2)(s1 ∨ t1 + s2 ∨ t2) .

If limn→∞ nβ2r
n = +∞, which is one assumption of Theorem 2.7, then we end up with

(3.5) lim
n→+∞

E
[
Mn(s)Mn(t)

]
= K(s, t) := (s1 ∧ t1)(s2 ∧ t2)(s1 ∨ t1 + s2 ∨ t2),
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which is the correlation function in Theorem 2.7.

Let us conclude this section by giving a lemma that gives estimates on multi-point correlations—this will
appear useful in the rest of the paper. Let us define the classes of sets of “m-aligned” indices (with possible
repetitions of the indices) as

(3.6) Am :=

{
(i1, . . . , im) ∈ (N2)m ;

∀ 1 ≤ k, k′ ≤ m, ∃k0 = k, k1, . . . , kp = k′

such that ∀1 ≤ a ≤ p, ika ↔ ika−1

}
,

in other words, (i1, . . . , im) ∈ Am if for all pair (ik, ik′), 1 ≤ k, k′ ≤ m, there is a path from ik to ik′ of
subsequently aligned indices in {i1, . . . , im}. We refer to Figure 5 below for an illustration of sets that are
m-aligned.

Moreover, a specific type of m-aligned sets will play an important role in the computation of the scaling
limit of the partition function below, which may be formed by the union of two renewal trajectories τ , τ ′ ⊂ N2.
A m-aligned set (i1, . . . , im) ∈ Am is called a m-chain of points if there is no repetition of the indices
and if we may reorder it into a non-decreasing sequence i1 4 i2 4 i3 4 . . . such that i1 ≺ i3 ≺ · · · and
i2 ≺ i4 ≺ · · · ; an example is provided in Figure 5. For such sets, we improve our estimate on multi-point
correlations by additionally controlling the dependence of the pre-factor in m ∈ N.

Figure 5. Examples of sets that are m-aligned with m = 7. The indices that are alone on their column or on their
line are represented with (empty) circles, the ones that are aligned with another index both vertically and horizontally

are represented by filled dots. If we denote b the number of points alone on their line or column then we have from left to
right b = 5, b = 0, b = 2. More specifically, the third example is a m-chain of points.

Lemma 3.1. Assume that P ∈ Pr for some r ∈ N. For any m ≥ 2 and q1, . . . , qm ∈ N, there is a constant
C = Cm,q such that for any set I = (i1, i2, . . . , im) ∈ Am of distinct m-aligned points we have

(3.7) 0 ≤ E
[ m∏
p=1

ζ
qp
ip

]
≤ C βRn with R :=

m∑
p=1

qp ∨ rp ,

where rp := r if ip is alone on its line or on its column (in other words if i(2)
p 6= i

(2)
j for all j 6= p or if

i(1)
p 6= i

(1)
j for all j 6= p), and rp = d r2e otherwise.

In addition, there exists a constant C ′ > 0 such that for any m ≥ 2, for any m-chain of points
I = (i1, i2, . . . , im) ∈ Am, we have

(3.8) 0 ≤ E
[ m∏
p=1

ζip

]
≤ (C ′)mβ

2r+(m−2)d r2 e
n .

Proof. The fact that correlations are non-negative simply follows from the observation that ω 7→ eβnω−λ(βn)−1
is non-decreasing and from the FKG inequality (see e.g. [62]), so we only have to prove the upper bound.

Let us write for simplicity $p,1 = ω̂
i
(1)
p

, $p,2 = ω̄
i
(2)
p

: this way, we have ωip = V ($p,1, $p,2). Therefore,

we can write

(3.9) eλ(βn)ζip = eβnV ($p,1,$p,2) − E[eβnV ($p,1,$p,2)] =

+∞∑
k=0

βkn
k!

(
V ($p,1, $p,2)k − E

[
V ($p,1, $p,2)k

])
.
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Hence, expanding the power qp we have(
eλ(βn)ζip

)qp
=

+∞∑
`=0

β`nWp,`

where we have set

Wp,` :=
∑

k1+···+kqp=`

1∏qp
j=1 kj !

qp∏
j=1

(
V ($p,1, $p,2)kj − E

[
V ($p,1, $p,2)kj

])
,

and notice that Wp,` = 0 for any ` < qp. We can now expand the product of series and take the expectation:
we get that

e
∑m
p=1 qpλ(βn)E

[ m∏
p=1

ζ
qp
ip

]
=

+∞∑
`=0

β`n
∑

`1+···+`m=`

E
[ m∏
j=1

Wj,`j

]
.(3.10)

Now, using that for any k < r E[V ($p,1, $p,2)k |$p,2] = E[V ($p,1, $p,2)k] a.s. by definition of Pr, one
can easily check that E[Wp,` |$p,2] = 0 a.s. for any ` < r. With this in mind, if ip is alone on its line

(i.e. i (2)
p 6= i

(2)
j for all j 6= p), since $p,1 appears only in Wp,`p , conditioning with respect to ($j,1)j 6=p and

($j,2)1≤j≤m, we get

E
[ m∏
j=1

Wj,`j

]
= E

[
E[Wp,`p |$p,2]

m∏
j=1,j 6=p

Wj,`j

]
= 0 if `p < r .

This obviously holds also in the case where ip is alone on its column since then $p,2 appears only in Wp,`p .
However, we cannot use the same trick if both $p,1 and $p,2 appear in other terms Wj,`j with j 6= p: in
that case, we use Cauchy–Schwarz inequality to get∣∣∣E[ m∏

j=1

Wj,`j

]∣∣∣ ≤ E
[
W 2
p,`p

]1/2
E
[∏
j 6=p

W 2
j,`j

]1/2
= 0 if 2`p < r .

where we have used that, analogously as above, E[(Wp,`)
2 |$p,2] = 0 a.s. for any 2` < r.

Overall, we get that E[
∏m
j=1Wj,`j ] = 0 if there is some j such that `j < qj ∨ rj , with rj as defined in the

statement of the lemma. Therefore, the first non-zero term in the series (3.10) is (possibly) for `j = qj ∨ rj :
and since exp(−λ(βn)) is bounded by 1, this concludes the proof of (3.7).

For the second part of the lemma (in which qp = 1 for all p), note that starting from (3.9), we have
similarly to (3.10)

(3.11) emλ(βn)E
[ m∏
p=1

ζip

]
=

∑
k1,··· ,km≥0

(βn)k1+···+km∏m
p=1 kp!

E
[ m∏
p=1

Yp,kp

]
,

with Yp,k := V ($p,1, $p,2)k − E
[
V ($p,1, $p,2)k

]
. Then, exactly as above, the sum can be restricted to

kp ≥ rp for all p, with here r1 = rm = r (the first and last index of the chain are both aligned with only one
other index), and otherwise rp = d r2e for 2 ≤ p ≤ m− 1. Now, note that, using Cauchy–Schwarz inequality,
we get that

E
[ m∏
p=1

Yp,kp

]
≤ E

[ ∏
p even

(Yp,kp)2
]1/2

E
[ ∏
p odd

(Yp,kp)2
]1/2

≤
m∏
p=1

E
[
(Yp,kp)2

]1/2
,

where we used that (Yp,kp)p even, resp. (Yp,kp)p odd, are independent, thanks to the structure of I (the indices
ip for p even, resp. p odd, are strictly increasing). Since by assumption V ($p,1, $p,2) admits a finite β0/2
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exponential moment, we get that there is a constant C > 0 such that E[V ($p,1, $p,2)k] ≤ Ck for all k ≥ 1,

hence E[(Yp,kp)2]1/2 ≤ (C ′)kp . We therefore end up with

E
[ m∏
p=1

ζip

]
=

∑
k1≥r1,··· ,km≥rm

(C ′βn)k1+···+km∏m
p=1 kp!

≤ (C ′βn)
∑m
i=1 riemC

′βn ,

where we used that
∑
k≥r

ak

k! ≤ ar
∑
k≥0

ak

k! = area for a ≥ 0. Recalling that we already observed above that∑m
i=1 ri = 2r + (m− 2)d r2e, this concludes the proof of (3.8). �

3.2. Finite-dimensional convergence. In this section, we prove the convergence in distribution of
(Mn(s1), . . . ,Mn(sm)), for any m ∈ N and s1, . . . , sm ∈ R2

+. Let Σs1,...,sm(i, j) := K(si, sj) be the
covariance matrix of (M(s1), . . . ,M(sm)), where we recall that K(·, ·) is defined in (2.11). In view of (3.5),
Σ is the limit of the sequence of the covariance matrices of (Mn(s1), . . . ,Mn(sm)); in particular, it is positive
semi-definite.

Proposition 3.2. Let m ∈ N and s1, . . . , sm ∈ R2
+. As n→∞, if limn→∞βn = 0 and limn→∞ nβ2r

n = +∞,

then (Mn(s1), . . . ,Mn(sm)) converges in distribution toward a Gaussian vector, centered and with covariance
matrix Σs1,...,sm .

Before we prove this proposition, let us start with the case m = 1, which already encapsulates the
combinatorial difficulty and will ease the understanding of the general case m ∈ N. We show the convergence
of the moments of Mn(s) to the moments of a Gaussian variable, which implies the convergence in distribution.

Lemma 3.3. Let ` ∈ N and s ∈ R2
+. Then E

[
(Mn(s))`

]
is well defined if n is large enough, and if

limn→∞βn = 0, limn→∞ nβ2r
n = +∞, then we have

(3.12) lim
n→+∞

E
[(
Mn(s)

)`]
=

{
0 if ` is odd,(
K(s, s)

)`/2 `!
2`/2(`/2)!

if ` is even.

where K(s, t) is defined in (2.11), so K(s, s) = s1s2(s1 + s2).

Proof. We write

(3.13) E
[(
Mn(s)

)`]
=
( 1

σrn3/2βrn

)` ∑
i1∈J1,nsK

· · ·
∑

i`∈J1,nsK

E [ζi1 · · · ζi` ] .

Now, notice that E [ζi1 · · · ζi` ] depends only on the relative positions of the indices (ik)`k=1. For instance, if
one of the ik is isolated (i.e. not aligned with any other index i) then the expectation is equal to 0.

Recall the definition (3.6) of classes of sets of “m-aligned” indices (with possible repetitions of the indices).
Then, for any I = (i1, . . . , i `) ∈ J1, nsK`, there is a unique partition J = {J1, . . . , Jk} of {1, . . . , `} such
that for 1 ≤ a ≤ k, {i j}j∈Ja is a maximal set of “m-aligned” indices of I ; in particular {i j}j∈Ja ∈ A|Ja|
for all 1 ≤ a ≤ k, and i j 6↔ i j′ for any j ∈ Ja, j′ ∈ Jb with a 6= b. One can view (Ja)1≤a≤k as equivalence
classes, for the following equivalence relation (defined for I fixed): j � j′ if and only if there exists a path
j0 = j, j1, . . . , jq = j′ in {1, . . . , `} satisfying i jp ↔ i jp+1

for all 0 ≤ p < q. For I = (i1, . . . , i `) ∈ J1, nsK`,
we denote Φ(I ) = J this partition. For J ⊂ {1, . . . , `} we let Φ−1

I (J) ⊂ I be the set {i j , j ∈ J}, with
possible repetition of the indices: this way, any partition J = {J1, . . . , Jk} of {1, . . . , `} induces a partition
{Φ−1

I (J1), . . . ,Φ−1
I (Js)} of I ; if J = Φ(I ), this corresponds to the partitioning of I into maximal sets of

“m-aligned” indices.
Therefore, if Φ(I ) = J = {J1, . . . , Jk}, we may factorize

(3.14) E [ζi1 · · · ζi` ] =

k∏
a=1

E
[ ∏
j∈Ja

ζij

]
=
∏
J∈J

E
[ ∏
i∈Φ−1

I (J)

ζi

]
.
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As a consequence, denoting J` the set of partitions of {1, . . . , `}, we write

E
[
(Mn(s))`

]
=
( 1

σrn3/2βrn

)` ∑
J∈J`

∑
I∈J1,nsK`

Φ(I )=J

∏
J∈J

E
[ ∏
i∈Φ−1

I (J)

ζi

]
.(3.15)

First of all, in (3.15), we can restrict the sum to having only |J | ≥ 2: indeed if |J | = 1 we obviously have
E[
∏

i∈Φ−1
I (J) ζi ] = E[ζ1] = 0 (note that it also restricts the sum to |J| ≤ `/2). Now, we claim that the main

contribution in the sum comes from having |J | = 2 for all J ∈ J, or in other words from the term |J| = `/2.
Indeed let us show that, for any m ≥ 3,

(3.16)
1

(σrn3/2βrn)m

∑
I∈Am(ns)

E
[∏
i∈I

ζi

]
n→+∞−−−−−→ 0 ,

where we introduced the notation Am(ns) = {I ∈ Am, I ⊂ J1, nsK} (note that we still allow repetitions of

the indices). To that end, we perform a first simplification: denote Ãm(ns) the set of I ∈ Am(ns) such that

all indices in I are distinct. Then, we clearly have that |Am \ Ãm| ≤ m|Am−1| ≤ Cm‖s‖1nm and hence

1

(σrn3/2βrn)m

∑
I∈Am(ns)\Ãm(ns)

E
[∏
i∈I

ζi

]
≤ Cr,m

1

(n1/2βrn)m
n→+∞−−−−−→ 0 ,

where we simply bounded E[
∏

i∈I ζi ] by a constant and used that nβ2r
n → +∞. We therefore only need to

prove (3.16) with Am(ns) replaced by Ãm(ns). Now, with the idea of using Lemma 3.1, let us define (see
Figure 5 for an illustration)

Ã(b)
m (ns) :=

{
{i1, . . . , im} ∈ Ãm(ns) , there are exactly b indices alone on a line or a column

}
.

Now we just have to show (3.16) with Ã(b)
m (ns) in place of Am(ns), for any b ∈ {0, . . . ,m}. Using

Lemma 3.1-(3.7), we then have that for an I ∈ Ã(b)
m (ns) (recall all indices are distinct)

E
[∏
i∈I

ζi

]
≤ Cβbr+(m−b)dr/2e

n ≤ Cβ(b+m)r/2
n .

Hence, using that |Ã(b)
m (ns)| ≤ |Am(ns)| ≤ C‖s‖1nm+1, we have

(3.17)
1

(σrn3/2βrn)m

∑
I∈Ã(b)

m (ns)

E
[∏
i∈I

ζi

]
≤ Cm,r

(n1/2βrn)m
nβ(b+m)r/2

n =
Cm,r

(n1/2βrn)m−2
β(b+m−4)r/2
n .

Now, this goes to 0 since m ≥ 3 and n1/2βrn →∞, due also to the fact that b+m ≥ 4: indeed, we cannot
have b = 0 if m = 3 so we either have b ≥ 1 or m ≥ 4.

In addition to (3.16), recall that when m = 2 then (3.5) shows that

(σrn
3/2βrn)−m

∑
I∈Am(ns)

E
[∏
i∈I

ζi

]
n→+∞−−−−−→ K(s, s) ,

in particular these terms are bounded. All together, for any fixed partition J ∈ J` with at least one |J | ≥ 3,
we have

1

(σrn3/2βrn)`

∑
I∈J1,nsK`

Φ(I )=J

∏
J∈J

E
[ ∏
i∈Φ−1

I (J)

ζi

]
≤
∏
J∈J

( 1

(σrn3/2βrn)|J|

∑
I∈A|J|(ns)

E
[∏
i∈I

ζi

])
n→+∞−→ 0,

(3.18)

where we simply dropped the condition that i j 6↔ i j′ if j, j′ are in different J ’s.

Recall (3.15), where we have already said that we can restrict the sum to J ∈ J` having all |J | ≥ 2.
(i) If ` is odd, then it imposes that one |J | is larger or equal than 3. Hence E[(Mn(s))`] goes to 0, which

proves the first part of (3.12).
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(ii) If ` is even, then the only part contributing to the sum in (3.15) comes from J ∈ J` having all |J | = 2:
we denote P` the set of pairings of {1, . . . , `}, i.e. the sets of partitions J ∈ P` with |J | = 2 for all J ∈ J.
We end up with

E
[
(Mn(s))`

]
= o(1) +

1

n3`/2

∑
J∈P`

∑
I∈J1,nsK`

Φ(I )=J

∏
J∈J

1

σ2
rβ

2r
n

E
[ ∏
i∈Φ−1

I (J)

ζi

]
.(3.19)

Now, denote Υ` = {(i1, . . . , i `) ∈ (N2)`,∃ j, j′ s.t.i j = i j′}. Analogously to (3.18), we get that for a fixed
J ∈P`, the sum over I ∈ J1, nsK`∩Υ` with Φ(I ) = J goes to 0: indeed, there must be some J = {j, j′} with

i j = i j′ , and Lemma 2.4 gives that E[ζ2
ij

] = O(β2
n), so that (n3β2r

n )−1
∑

ij∈J1,nsK E[ζ2
ij

] = O(n−2β
2(1−r)
n )

goes to 0 (and all the other terms are bounded).
As a consequence, the restriction of the sum to I ∈ J1, nsK` ∩Υ` in (3.19) goes to 0, and we have

(3.20) E
[
(Mn(s))`

]
= o(1) +

1

n3`/2

∑
J∈P`

∑
I∈J1,nsK`∩Υc`

Φ(I )=J

∏
J∈J

1

σ2
rβ

2r
n

E
[ ∏
i∈Φ−1

I (J)

ζi

]
.

Then, Lemma 2.4 (or (2.18)) gives that E[
∏

i∈Φ−1
I (J) ζi ] = (1 + o(1))σ2

rβ
2r
n for all J in the product above.

Moreover, there are ((1 + o(1))s1s2(s1 + s2)n3)`/2 terms in the sum (recall Figure 4). All together, we get the
second part of (3.12), using that the number of pairings Card(P`) is the correct combinatorial factor �

Proof of Proposition 3.2. We now prove the finite-dimensional convergence. Let m ∈ N, s1, . . . , sm ∈ R2
+

and let (M(s1), . . . ,M(sm)) be a Gaussian vector of covariance matrix Σs1,...,sm . We show that for

any u1, . . . , um ∈ R,
(∑m

k=1 ukMn(sk)
)
n≥1

converges in distribution to
∑m
k=1 ukM(sk), by showing the

convergence of its moments. Let ` ∈ N, and let us compute

E
[( m∑

k=1

ukMn(sk)
)`]

=

m∑
k1=1

· · ·
m∑

k`=1

E
[ ∏̀
j=1

ukjMn(skj )
]
.(3.21)

We fix k1, . . . , k` ∈ {1, . . . ,m} and we consider

E
[ ∏̀
j=1

Mn(skj )
]

=
( 1

σrn3/2βrn

)` ∑
i1∈J1,sk1K

· · ·
∑

i`∈J1,sk`K

E
[ ∏̀
j=1

ζij

]
.(3.22)

Then, we proceed as for the proof of Lemma 3.3: to each `-uple I = (i1, . . . , i `), we associate a partition
Φ(I ) = J = {J1, . . . , Jk} by decomposing I into disjoint maximal “|J |-aligned” indices. As we showed above,
cf. (3.18), the contribution of the terms with some |J | 6= 2 goes to 0. First of all, this implies that if ` is

odd, then E[
∏`
j=1Mn(skj )] goes to 0 as n→ +∞. If ` is even, then analogously to (3.19)-(3.20), the main

contribution to (3.22) comes from pairings J ∈P`, and from I ∈ J1, nsk1K× · · · × J1, nsk`K with distinct
entries. We therefore have that

E
[ ∏̀
j=1

Mn(skj )
]

= o(1) +
1

n3`/2

∑
J∈P`

∑
I∈J1,nsk1K×···×J1,nsk`K,

I /∈Υ`,Φ(I )=J

∏
J∈J

1

σ2
rβ

2r
n

E
[ ∏
i∈Φ−1

I (J)

ζi

]

= (1 + o(1))
∑
J∈P`

∏
J={j,j′}∈J

K(skj , skj′ ) .

Here, we used again Lemma 2.4, and that for any fixed J, the number of terms in the sum over I with
Φ(I ) = J has (1 + o(1))

∏
J={j,j′}∈JK(skj , skj′ )n

3 terms, in analogy with Figure 4.
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Going back to (3.21), we get that if ` is odd, then the `-th moment goes to 0. If ` is even, we have that it
is (1 + o(1)) times

∑
J∈P`

m∑
k1,...,k`=1

∏
J={j,j′}∈J

ukjukj′K(skj , skj′ ) =
∑
J∈P`

( m∑
k,k′=1

ukuk′K(sk, sk′)
)`/2

.

All together, we have shown that for any u1, . . . , um ∈ R and any even ` ∈ N

(3.23) E
[( m∑

k=1

ukMn(sk)
)`] n→+∞−−−−−→ `!

2`/2(`/2)!

( m∑
k,k′=1

ukuk′K(sk, sk′)

)`/2
.

(The limit is 0 if ` is odd.) Note that the term raised to the power `/2 is the variance of
∑m
k=1 ukM(sk).

This shows that for any ` ∈ N, the `-th moment of
∑m
k=1 ukMn(sk) converges as n→∞ to the `-th moment

of
∑m
k=1 ukM(sk). Since (M(sk))1≤k≤m is a Gaussian vector, this implies the convergence in distribution

of (Mn(sk))1≤k≤m to (M(sk))1≤k≤m. �

3.3. Convergence of (Mn(s))s∈[0,t]. In this section we prove that the sequence (Mn(s))s∈[0,t] converges

in distribution to (M(s))s∈[0,t]. Let us first introduce a continuous interpolation of Mn. For any n ∈ N
and s ∈ R2

+, let s [n] := 1
nbnsc (not to be confused with the projection s(a) ∈ R, a ∈ {1, 2}); notice that

s [n] ∈ 1
nZ

2, and ‖s [n] − s‖1 ≤ 2
n . Define for any s ∈ [0, t ],

M̃n(s) =(1− γ1)(1− γ2)Mn(s [n]) + γ1(1− γ2)Mn(s [n] + 1
n (1, 0))

+ γ2(1− γ1)Mn(s [n] + 1
n (0, 1)) + γ2γ1Mn(s [n] + 1

n (1, 1)) ,
(3.24)

where (γ1, γ2) := n(s−s [n]) ∈ [0, 1)2, and where we use the convention Mn(s) := Mn(s ∧ t) if s ∈ R2
+ \ [0, t ].

Note that M̃n is a continuous random field, which satisfies M̃n(s [n]) = Mn(s [n]) for all s [n] ∈ [0, t ] ∩ 1
nZ.

We prove the following Lemma.

Lemma 3.4. Under the assumptions of Theorem 2.7, one has for any p < +∞,

(3.25) ‖M̃n −Mn‖∞ Lp−→
n→∞

0 .

Recall that ‖M̃n −Mn‖∞ := sup04s4t |M̃n(s)−Mn(s)|, which is a real-valued random variable. Recall
also that for p ∈ N, ζ1 ∈ Lp(P) as soon as n is sufficiently large.

Proof. We prove the result for p ∈ 2N (we take p > 4r) and n sufficiently large, so that in particular
ζ1 ∈ Lp(P). First, notice that for n ∈ N and s ∈ [0, t ], one has

(3.26)
∣∣M̃n(s)−Mn(s)

∣∣ ≤ max


∣∣Mn(s [n])−Mn(s [n] + ( 1

n , 0))
∣∣ ,∣∣Mn(s [n])−Mn(s [n] + (0, 1

n ))
∣∣ ,∣∣Mn(s [n])−Mn(s [n] + ( 1

n ,
1
n ))
∣∣
 .

Let us rewrite the last term, for i ∈ N2
0,

Mn( 1
n i)−Mn( 1

n i + ( 1
n ,

1
n )) =

1

n3/2βrn

( i1+1∑
j=1

ζj,i2+1 +

i2∑
j=1

ζi1+1,j

)
.
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Doing similarly with the two other terms, and using the inequality (a+ b)p ≤ 2p(ap + bp) (recall p ∈ 2N), we
obtain

(n3/2βrn‖M̃n −Mn‖∞)p ≤ C1 sup
04i4nt

( i1∑
j=1

ζ(j,i2+1)

)p
+ C1 sup

04i4nt

( i2∑
j=1

ζ(i1+1,j)

)p
≤ C1

∑
04i4nt

(( i1∑
j=1

ζ(j,i2+1)

)p
+
( i2∑
j=1

ζ(i1+1,j)

)p)(3.27)

for some C1 > 0. Hölder’s inequality and Lemma 3.1-(3.7) give E[ζi1 · · · ζip ] ≤ E[ζp1 ] ≤ cp(βn)p, uniformly in

n ∈ N and i1, . . . , ip ∈ (N2)p: this implies E
[
(
∑i1
j=1 ζ(j,i2+1))

p
]
≤ cp(i1)pβpn. Therefore, (3.27) gives

(3.28) E
[
(‖M̃n −Mn‖∞)p

]
≤ C2t1t2‖t‖p

(n3/2βrn)p
np+2βpn ≤

C2t1t2‖t‖p
(n1/2βrn)p−4

,

where we have used that βpn ≤ β4r
n for the last inequality (recall we took p > 4r). This goes to 0 since p > 4,

recalling that n1/2βrn → +∞. �

We now have all the required estimates to finish the proof of Theorem 2.7.

Proof of Theorem 2.7. First, let us prove that (M̃n)n∈N converges to M in distribution. Lemma 3.4 ensures

us that for m ∈ N and s1, . . . , sm 4 t , the vector (M̃n(s1) −Mn(s1), . . . , M̃n(sm) −Mn(sm)) converges
to (0, . . . , 0) ∈ Rm in probability. Recalling Proposition 3.2 and applying Slutsky’s theorem, this implies

that (M̃n(sk))mk=1 converges to (M(sk))mk=1 in distribution, yielding the finite-dimensional convergence.

As for the tightness of (M̃n)n≥1, it can be proven with a direct adaptation of Donsker’s theorem (see
[52, Theorem 4.1.1 and Proposition 4.3.1, Chapter 6] for the multidimensional variant). In order not to
overburden the presentation of this paper, we do not write the details here.

Finally, let h : L∞([0, t ])→ R be a bounded Lipschitz function, and let us prove that limn→+∞ E[h(Mn)] =
E[h(M)]. We write

(3.29)
∣∣E[h(Mn)]− E[h(M)]

∣∣ ≤ ∣∣E[h(M̃n)]− E[h(M)]
∣∣+ CE

[
‖M̃n −Mn‖∞

]
,

for some C > 0. The convergence in distribution of (M̃n)n∈N implies that the first term goes to 0 as
n→∞, and Lemma 3.4 shows the same for the second term. We conclude with Portmanteau’s theorem [18,
Theorem 2.1], which proves the convergence in distribution of (Mn)n∈N to M. �

3.4. Convergence of the field in Lp(P). Before moving on to the definition of the integral against M, let
us state a last Claim which strengthens Theorem 2.7 on a convenient probability space.

Claim 3.5. There exist a probability space (Ω̂, F̂ , P̂) and copies M̂n, n ≥ 1 (resp. M̂) of Mn, n ≥ 1 (resp.

of M) on that space, such that for s ∈ [0, t] and p ∈ [1,∞), M̂n(s)→ M̂(s) in Lp(P̂) as n→∞.

Proof. This is a consequence of Skorokhod’s representation theorem. Since the set of continuous functions

on [0, t ] with the ‖ · ‖∞-topology is separable, there exist a probability space (Ω̂, F̂ , P̂) and copies M̂ ′n, n ≥ 1

(resp. M̂) of M̃n, n ≥ 1 (resp. M) on that space, such that M̂ ′n → M̂ P̂-almost surely. Using the moment

estimates from Lemma 3.3 and dominated convergence theorem, it follows that for s ∈ [0, t ], M̂ ′n(s)→ M̂(s)

in Lp(P̂). Finally, let M̂n be a piecewise constant modification of M̂ ′n, i.e. M̂n(s) := M̂ ′n(s [n]) for s ∈ [0, t ],

n ∈ N; then M̂n has the same law as Mn, n ∈ N, and we conclude the proof with Lemma 3.4. �

4. Covariance measure of M and stochastic integral

In this section we prove the well-posedness of k-iterated integrals against the field M, of any order k ≥ 1.
In particular we prove that the series Z :=

∑∞
k=1

∫
ψt dM defines a well-posed L2(P)-random variable.
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4.1. Presentation of the general theory. We first present the general theory for integrating a deterministic
function against a L2(P)-random field X on Rd by using its covariance measure. This theory has already
been introduced in the literature (see e.g. [70, Chapter 2]), but to our knowledge its applications were so
far mostly limited to orthogonal fields, that is when E[X(A)X(B)] = 0 for A ∩B = ∅. In our setting it is
applied to the non-orthogonal, non-martingale random field M and allows the construction of the limiting
random variable in Theorem 2.8. Let us mention that part of the following claims can already be found in
the literature, however for the sake of completeness we provide complete proofs in Appendix B.

Let us introduce some definitions. With analogous notation to what is done in R2, for u , v ∈ Rd we
denote u 4 v if all coordinates of u are smaller or equal than those of v ; we also denote u(a) the a-th
coordinate of u . We let

(4.1) Sd :=
{

[u , v) ; u , v ∈ Rd , u 4 v
}
∪ {∅}

be the set of sub-rectangles of Rd, closed at the bottom-left and open at the top-right.

Definition 4.1. We call (additive) L2(P)-random field on Sd any family X of random variables X(A) ∈
L2(P), A ∈ Sd, such that for A,B ∈ Sd with A ∪ B ∈ Sd, A ∩ B = ∅, one has X(A ∪ B) = X(A) +X(B)
P-a.s. With a slight abuse of terminology we also call it a random field on Rd.

Remark 4.2. Notice that Sd is a semi-ring: it is non-empty, stable by finite intersection and for A,B ∈ Sd,
A \B is a finite union of disjoint elements of Sd. Also, we have σ(Sd) = Bor(Rd).

For any application X : Rd → L2(P), that we may call L2(P)-random function from Rd to R, we can
define a random field (X(A))A∈Sd , by setting, for any rectangle A = [u0,u1) ∈ Sd, u0 4 u1,

(4.2) X
(
[u0,u1)

)
:=

∑
ε∈{0,1}d

(−1)d−
∑d
i=1 εiX

(
uε
)
,

where for ε = (ε1, . . . , εd) ∈ {0, 1}d we have set uε = (u
(1)
ε1 , . . . , u

(d)
εd ), and X(∅) := 0. For A ∈ Sd, X(A) is

called the increment of X on A (notice that it is coherent with the dimension d = 1). We then take X(A) as
the definition of the integral of the function 1A with respect to X, which we write 1A �X :=

∫
1A dX below,

and our goal is to extend this definition to more general measurable functions.

Remark 4.3. Any random function generates an additive random field via its increments, but some fields
are not constructed by pointwise-defined functions, as for instance some white noises. Most of the upcoming
statements hold for generic additive random fields, thus we do not distinguish notation between increments
of functions and fields; we mention explicitly whenever we assume that a field is generated via the increments
of some pointwise-defined random function.

Definition. Let X : Sd → L2(P) be a random field. For A,B ∈ Sd, define

(4.3) ν(A×B) = E
[
X(A)X(B)

]
.

If ν can be extended to a σ-finite measure on Bor(Rd × Rd), we call ν the covariance measure of X and we
write νX := ν.

As an example, let us state that the field M appearing in Theorem 2.7 admits a covariance measure νM
that can be computed explicitly (and which displays the correlation structure of the field M on lines and
columns).

Proposition 4.4. Let M be a Gaussian field on (R+)2 with zero-mean and covariance function K(u, v)
given in (2.11). There is a unique σ-finite measure νM on Bor(R2

+ × R2
+) such that for any A,B ∈ S2 ,

νM(A×B) = E[M(A)M(B)]. Moreover, for any non-negative measurable functions g, h : R2
+ → R, we have

(4.4)

∫
R2

+×R2
+

g(u)h(v)dνM(u, v) =

∫
R2

+

g(u)
(∫

R+

h(x, u2)dx+

∫
R+

h(u1, y)dy
)

du .



SCALING LIMIT OF THE DISORDERED GPS MODEL FOR DNA DENATURATION 25

Remark 4.5. For the sake of comparison, let us consider the Gaussian white noise W on Rd. One
has νW (A × B) := E[W (A)W (B)] = λd(A ∩ B) for A,B ∈ Sd, where λd denotes the d-dimensional
Lebesgue measure. This can be extended to all E ∈ Bor(Rd × Rd) by νW (E) = λd

(
πd(E)

)
, where

πd(E) := {u ∈ Rd; (u,u) ∈ E}. Put otherwise, for non-negative and measurable g, h : Rd → R+, we have

(4.5)

∫
Rd×Rd

g(u)h(v)dνW (u, v) =

∫
Rd
g(u)h(u)dλd(u) .

Thus νW is supported on the diagonal of Rd × Rd and displays the absence of correlation in W .
More generally, a Gaussian field (Xs)s∈Rd with covariance function K(s, t) admits a covariance measure νX
which is formally given by dνX(s, t) = ∂2

∂s ∂tK(s, t) ( i.e. in the sense of distributional derivatives).

The proof of Proposition 4.4 is postponed to Section 4.2 below for coherence’s sake.
Assume X is a random field which admits some covariance measure ν := νX . Let us now display some

properties of the measure ν which are useful to construct the stochastic integral against X. First, let us
define

(4.6) L2
ν :=

{
g : Rd → R measurable ;

∫
Rd×Rd

|g(u)g(v)|dν(u , v) < +∞
}
,

and for g, h ∈ L2
ν , write

(4.7) 〈g, h〉ν :=

∫
Rd×Rd

g(u)h(v)dν(u , v) and ‖g‖ν :=
√
〈g, g〉ν .

The next result shows that those definitions are well-posed. In particular, L2
ν is a vector space and 〈·, ·〉ν

enjoys many properties of a scalar product (but is not in general a scalar product, see Remark 4.7 below).

Proposition 4.6. Let X : Sd → L2(P) be a random field which admits a σ-finite, non-negative covariance
measure ν on Bor(Rd × Rd).

(i) The set L2
ν is a vector space. Moreover 〈g, h〉ν is well-posed for g, h ∈ L2

ν .

(ii) The application 〈·, ·〉ν is bilinear, symmetric and semi-definite positive. In particular ‖g‖ν is well-posed
for g ∈ L2

ν .

(iii) (Cauchy-Schwarz) For g, h ∈ L2
ν , one has 〈g, h〉ν ≤ ‖g‖ν‖h‖ν .

(iv) (Triangular inequality) For g, h ∈ L2
ν , one has ‖g + h‖ν ≤ ‖g‖ν + ‖h‖ν .

Remark 4.7. Let us stress that 〈·, ·〉ν is not, in general, a scalar product on L2
ν (in particular ‖ · ‖ν is not a

norm). Recall the expression of νM from (4.4) and let h : R+ → R be defined by

h = 1[0,1/2)×[0,1/2) − 1[1/2,1)×[0,1/2) − 1[0,1/2)×[1/2,1) + 1[1/2,1)×[1/2,1) ,

we have ‖|h|‖νM = ‖1[0,1)‖νM = 2 <∞ so h ∈ L2
νM ; however ‖h‖νM = 0, and more generally 〈g, h〉νM = 0

for all g ∈ L2
νM .

On the other hand, with the Gaussian white noise W on R2, for any function g : R2 → R we have
‖g‖2νW =

∫
R2 g(u)2 dλ2(u) (see (4.5)). This proves that ‖g‖νW = 0 if and only if g = 0 λ2-a.e.

Let us now state the main theorem of this subsection, which defines an integral with respect to X using
its covariance measure ν. Its proof is displayed in Appendix B.

Theorem 4.8. Let X : Sd → L2(P) be a random field which admits a σ-finite, non-negative covariance
measure ν on Bor(Rd × Rd). For A ∈ Sd, we define

1A �X := X(A) ∈ L2(P) .

Then the application g 7→ g �X can be extended into an isometry from L2
ν to L2(P): more precisely, for

g ∈ L2
ν , there exists a random variable g �X defined almost everywhere on (Ω,F ,P) such that

(i) (·) �X is linear: for g, h ∈ L2
ν , λ ∈ R, (g + λh) �X = g �X + λ(h �X) P-a.s.;
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(ii) for g, h ∈ L2
ν ,

(4.8) E
[
(g �X)(h �X)

]
= 〈g, h〉ν .

The random variable g �X is called the integral of g against X and will be denoted
∫
g dX := g �X.

4.2. Application to the field M. Recall that we identify an L2(P)-random function X : R2 → L2(P) with
the field (X(A))A∈S2 , by setting X(∅) := 0 and for any rectangle A = [u , v), u 4 v , by rewriting (4.2) in
dimension d = 2 as

(4.9) X(A) := X(v1, v2)−X(u1, v2)−X(v1, u2) +X(u1, u2) .

Let M be a Gaussian field on (R+)2 with covariance K defined in (2.11). The goal of this section is twofold:
first to prove Proposition 4.4, i.e. to define a measure νM on Bor(R2

+ × R2
+) such that for A,B ∈ S2,

νM(A,B) := νM(A×B) = E
[
M(A)M(B)

]
; and second to prove that the limiting renewal mass function

ϕ is integrable against M.

4.2.1. Computation of the covariance measure of M: proof of Proposition 4.4. By (4.9) M is an additive
field on S2: for any real numbers x ≤ y ≤ z and u ≤ v, one has

(4.10) M([u, v)× [x, z)) = M([u, v)× [x, y)) +M([u, v)× [y, z)) .

Moreover for any rectangles A,B ∈ S2, we can decompose them into finite unions of rectangles A = ∪pi=1Ai
and B = ∪qj=1Bj such that for 1 ≤ i ≤ p, 1 ≤ j ≤ q (we can take p, q ≤ 9), one of the following holds:

(a) Ai = Bj .

(b) There exist u0 ≤ u1 and s0 ≤ s1 ≤ t0 ≤ t1 such that either Ai = [u0, u1) × [s0, s1) and Bj =
[u0, u1)× [t0, t1) or Ai = [s0, s1)× [u0, u1) and Bj = [t0, t1)× [u0, u1), or the other way around.

(c) For a ∈ {1, 2}, the projections of Ai, Bj on the a-th coordinate are disjoint.

This implies that we only have to compute the covariances of increments M(A), M(B) for couples of
rectangles (A,B) satisfying one of the above: this will give us covariances of all rectangles thanks to (4.10)
and the bilinearity of (X,Y ) 7→ E[XY ]. We do so in the following Lemma.

Lemma 4.9. Let M be a Gaussian field on R2
+ with covariance K defined in (2.11). Let u0 ≤ u1 and

s0 ≤ s1 ≤ t0 ≤ t1.

(a) If A = B = [u0, u1)× [s0, s1), then

E
[
M(A)2

]
= (u1 − u0)(s1 − s0)(u1 − u0 + s1 − s0) .

(b) If A = [u0, u1)× [s0, s1) and B = [u0, u1)× [t0, t1), then

E
[
M(A)M(B)

]
= (u1 − u0)(s1 − s0)(t1 − t0) .

(c) If the projections of A,B on the a-th coordinate are disjoint for a ∈ {1, 2}, then E[M(A)M(B)] = 0.

Proof. We only detail the proof in the second case A = [u0, u1)× [s0, s1) and B = [u0, u1)× [t0, t1), since
the other two are very similar. Let us first rewrite (4.2) into

M(A) =
∑

i,j∈{0,1}

(−1)i+jM(ui, sj) ,

since d = 2 is even here. Thus,

E
[
M(A)M(B)

]
=

∑
i,j,k,l∈{0,1}

(−1)i+j+k+l E
[
M(ui, sj)M(uk, tl)

]
=

∑
i,j,k,l∈{0,1}

(−1)i+j+k+l(ui ∧ uk)(sj ∧ tl)(ui ∨ uk + sj ∨ tl)

=
∑

i,j,k,l∈{0,1}

(−1)i+j+k+l(ui ∧ uk)(sj)(ui ∨ uk + tl) ,
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where we used s0 ≤ s1 ≤ t0 ≤ t1. Let us develop the last factor to rewrite E[M(A)M(B)] as a sum of two

terms: in the first one, we can factorize
∑1
l=0(−1)l = 0, so it remains

E
[
M(A)M(B)

]
=

( 1∑
j=0

(−1)j sj

)( 1∑
l=0

(−1)l tl

)( ∑
i,k∈{0,1}

(−1)i+k(ui ∧ uk)

)
,

and a straightforward computation gives the result. �

Note that we can rewrite those expressions for any A,B ∈ S2 as

(4.11) νM(A,B) := E
[
M(A)M(B)

]
=

∫
[0,t)

1A(s)
(∫ t1

0

1B(x, s2)dx+

∫ t2

0

1B(s1, y)dy
)

ds .

where Lemma 4.9 proves this identity for A,B satisfying (a), (b) or (c), and generic couples of rectangles
are handled by bilinearity of the r.h.s. and (4.10). Let us mention that this quantity νM(A,B) can also be
written as

(4.12)
νM(A,B) = λ3

(
(x, y, z) ∈ R3; (x, y) ∈ A and (x, z) ∈ B

)
+ λ3

(
(x, y, z) ∈ R3; (x, y) ∈ A and (z, y) ∈ B

)
,

where λ3 denotes the 3-dimensional Lebesgue measure.

Conclusion of the proof of Proposition 4.4. With this at hand, Proposition 4.4 is a direct consequence of
Proposition B.4 which provides a criterion to extend a function on (S2)2 into a measure on Bor(R2 × R2),
and (4.11) which allows us to identify its expression. Eventually,M admits a well-defined covariance measure
νM on Bor(R2

+ × R2
+) which verifies (4.4). �

4.2.2. Integrability of ϕ and ψ against M. Recall that Theorem 4.8 defines the integrals g �M of functions
g ∈ L2

νM , where the measure νM is given explicitly in (4.4). Let us now prove that the term k = 1 in

the expansion (2.13) is well-defined (at least for ĥ = 0). To lighten notation, from now on we will write
‖ · ‖ := ‖ · ‖1 for the L1 norm on R2.

Proposition 4.10. Fix t � 0 and let g : R2
+ → R+ be the function defined by g(s) := ‖s‖α−21(0,t)(s) for

s ∈ R2
+\{0} and α ∈ (0, 1). Then g ∈ L2

νM if and only if α ∈ ( 1
2 , 1). As a consequence,

∫
[0,t)

ϕ(s)ϕ(t−s)dM(s)

is well-defined if and only if α ∈ ( 1
2 , 1).

Proof. Recalling (4.4), we have that

‖g‖2ν =

∫
(0,t)

g(s)
(∫ t1

0

g(x, s2)dx+

∫ t2

0

g(s1, y)dy
)

ds

=
1

1− α

∫
(0,t)

(sα−1
2 − (t1 + s2)α−1 + sα−1

1 − (t2 + s1)α−1)(s1 + s2)α−2ds1ds2 .

(4.13)

For α ∈ ( 1
2 , 1), we bound this from above by 1

1−α
∫

(0,t)
(sα−1

2 + sα−1
1 )(s1 + s2)α−2ds1ds2. Then we have that∫

(0,t)

sα−1
1 (s1 + s2)α−2ds1ds2 =

∫ t1

0

sα−1
1

α− 1
(sα−1

1 − (s1 + t2)α−1)ds1

≤
∫ t1

0

s2α−2
1

α− 1
ds1 =

t2α−1
1

(1− α)(2α− 1)
,

so we obtain ‖g‖2ν ≤ t2α−1
1 +t2α−1

2

(1−α)2(2α−1) < +∞.

On the other hand, for α ∈ (0, 1
2 ], we write

‖g‖2ν ≥
1

1− α

∫
(0,t)

(sα−1
2 − tα−1

1 + sα−1
1 − tα−1

2 )(s1 + s2)α−2ds1ds2 .
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then we use that (tα−1
1 + tα−1

2 )
∫

(0,t)
(s1 + s2)α−2ds1ds2 < +∞, and∫

(0,t)

sα−1
1 (s1 + s2)α−2ds1ds2 ≥

∫ t1

0

(
s2α−2

1 − sα−1
1 tα−1

2

1− α

)
ds1 = +∞ .

This proves that ‖g‖2ν = +∞ for α ≤ 1
2 .

If we define the function ψt(s) = ϕ(s)ϕ(t − s)1{0≺s≺t}, we can bound ψt(s) ≤ Cg(s)ϕ(t)1{‖s‖≤ 1
2‖t‖}

+

Cϕ(t)g(t−s)1{‖s‖> 1
2‖t‖}

. Hence, ‖ψt‖νM < +∞ if α ∈ ( 1
2 , 1). If on the other hand we have α ∈ (0, 1

2 ], using

that ψt(s) ≥ Cϕ(s)ϕ(t)1(0, 12 t)
(s), we get that ‖ψt‖νM = +∞, since ϕ(s) ≥ cg(s) uniformly for s = reiθ

with θ ∈ ( 1
6π,

1
3π) (which is enough to conclude, with the same computation as above). �

4.3. Integrals of higher rank against M. The goal of this section is to define integrals of higher rank in

the expansion of Z in (2.13) (at least when ĥ = 0) and to prove that the series defines a well-posed random
variable in L2(P).

Recall that Sd denotes the semi-ring of bounded sub-rectangles of Rd and that (Sd)k ' Skd is also a semi-

ring: for X : Sd → L2(P) a random field, we define the product field X⊗k on Skd by X⊗k(A) :=
∏k
i=1X(Ai)

for A = A1 × . . . × Ak ∈ Skd. If X is a random function, i.e. X : Rd → L2(P), then we may define

X⊗k(s1, . . . , sk) :=
∏k
i=1X(si) a random function on (Rd)k ' Rdk, and the above definition of the field

X⊗k(A) matches exactly the dk-dimensional increment of the function X⊗k on A ∈ Skd, see (4.2). With
those notation, if X⊗k admits some covariance measure νX⊗k on Bor(Rdk ×Rdk), then Theorem 4.8 may be
applied as it is to define the stochastic integral against X⊗k. For g : Rdk → R, g ∈ L2

X⊗k , we will write

g
k�X := g � (X⊗k) =

∫
g d(X⊗k) .

Henceforth, this section is analogous to the previous one: first, we prove that the field M⊗k admits a
well-defined, explicit covariance measure νM⊗k on Bor(R2k

+ × R2k
+ ); then, we prove that the function ψt

in (2.14) is integrable with respect to νM⊗k . Therefore the integral of ψt against M⊗k is well-posed, and we
additionally prove that the series of integrals in (2.13), i.e. Z, is well-defined in L2(P).

Covariance measure of M⊗k. We have the following result.

Proposition 4.11. Let M be a Gaussian field on R2
+ with zero-mean and covariance matrix K(u, v) given

in (2.11) and let k ≥ 1. Then M⊗k admits a unique non-negative σ-finite covariance measure νM⊗k on
Bor((R2

+)k) such that for any A,B ∈ Sk2 we have νM⊗k(A,B) = νX⊗k(A × B) = E
[
M⊗k(A)M⊗k(B)

]
.

The measure νM⊗k is characterized by the following: for any measurable non-negative function g : (R2
+)k → R,

we have

(4.14)

∫
R2k

+

g(u1, . . . ,u2k)dνM⊗k(u1, . . . ,u2k)

=
∑
J∈P2k

∫
R2k

+

(∫
Aui1

×···×Auik

g(u1, . . . ,u2k)dλui1 (uj1) . . . dλuik (ujk)

)
dui1 . . . duik ,

where the sum is over all partitions of {1, . . . , 2k} into pairs J = {{i1, j1}, . . . , {ik, jk}}, and for u ∈ R2
+,

• Au denotes the set of points in R2
+ aligned with u, i.e. Au := (R+ × {u2}) ∪

(
{u1} × R+);

• λu denotes the (one-dimensional) Lebesgue measure on Au, i.e. for f : R2
+ → R+,

∫
Au
f(v)dλu(v) =∫∞

0
f(x, u2)dx+

∫∞
0
f(u1, y)dy.

This result is a direct analogue of Proposition 4.4 for generic k ≥ 1. The formula (4.14) can be obtained
as an application of Wick’s formula. Alternatively, one can obtain (4.14) for simple functions g = 1A, A ∈ Sk2
thanks to Proposition 3.2, i.e. with the convergence of moments of Mn to those of M, and then extend it to
all functions (indeed, recall that in the asymptotics of the moments of Mn, we proved that the contributing
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configurations contain only pairs of aligned points, see (3.19)). In order not to overburden the presentation
of this paper, we leave the details to the reader.

Remark 4.12. In the case of a Gaussian field X with covariance measure νX (recall Remark 4.5), the
covariance measure of X⊗k can be obtained via Wick’s formula:

dνX⊗k(u1, . . . ,u2k) =
∑
J∈P2k

∏
{a,b}∈J

dνX(ua,ub) .

Integrability of ψt against M⊗k. For any k ∈ N, we define ψt,k := ψt as in (2.14):

ψt,k(s1, . . . , sk) := ϕ(s1)ϕ(s2 − s1) . . . ϕ(sk − sk1)ϕ(t − sk)1{0≺s1≺···≺sk≺t} .

To lighten notation, let us write νk := νM⊗k henceforth. Similarly to Section 4.2, we prove here that the
integral of ψt,k against νk is well defined when α ∈ ( 1

2 , 1) and we give a bound on its dependence on k.

Proposition 4.13. If α ∈ ( 1
2 , 1), then ψt,k, ψfree

t,k and ψcond
t,k are in L2

νk
for all k ≥ 1. More precisely, there

is a constant Cα > 0 such that for k ∈ N, we have

‖ψt,k‖2νk ≤
(Cα)k+1Ct,k,α

Γ(k(α− 1
2 ))

with Ct,k,α :=
(t(1) ∧ t(2))2(k+1)(α−2)

(t(1)t(2)(t(1) ∨ t(2)))k
.

In particular ψt,k
k�M := ψt,k �M⊗k is a well-defined L2(P)-random variable.

Notice that this proposition and the completeness of L2(P) immediately imply that the series Z from (2.13)

is well-posed (at least for ĥ = 0, we will see in Section 5.1 that we can always reduce to this case).

Corollary 4.14. For β̂ ≥ 0, one has
∑
k≥1 β̂

k‖ψt,k‖νk <∞. In particular
∑
k≥1 β̂

k(ψt,k
k�M) is a well-posed

random variable in L2(P).

Remark 4.15. In the remainder of this paper we focus on the constrained partition function, i.e. on the
integration of ψt,k defined in (2.14). We claim that the same results for ψcond

t,k and ψfree
t,k follow naturally.

Indeed, we have ψcond
t,k = ϕ(t)−1ψt,k so ‖ψcond

t,k ‖2νk ≤ ϕ(t)−2‖ψt,k‖2νk . Using that ϕ(2t− s) ≥ Cϕ(t) uniformly

for s ∈ [0, t) we also get that

ψfree
t,k (s1, . . . , sk) ≤ 1

C
ϕ(t)−1 ϕ(s1)ϕ(s2 − s1) . . . ϕ(sk − sk1)ϕ(2t− sk)1{0≺s1≺···≺sk≺t} ,

hence ψfree
t,k ≤ 1

Cψ
cond
2t,k .

Proof. Let us define gk similarly to ψt,k, but with g(s) = ‖s‖α−2 in place of ϕ(s), where ‖ · ‖ := ‖ · ‖1.
We show the proposition for gk, which will imply the result for ψt,k (recall Proposition 2.1). Let us warn
the reader that the proof is more technical than in the case k = 1, due to the richer combinatorics in the
correlation structure of νk, see (4.14).

We have

(4.15) ‖gk‖2νk =

∫
· · ·
∫

0≺u1≺···≺uk≺t
0≺v1≺···≺vk≺t

gk(u1, . . . ,uk)gk(v1, . . . , vk)dνk(u1, . . . ,uk, v1, . . . , vk).

Note that by a change of variable, we can reduce to the case where t = 1, at the cost of a factor at most

Ct,k,α =
(t (1) ∧ t (2))2(k+1)(α−2)

(t (1)t (2)(t (1) ∨ t (2)))k
,

using that t (1)|x|+ t (2)|y| ≥ (t (1)∧ t (2))(|x|+ |y|). Note that we can bound Ct,k,α ≤ (t (1)∧ t (2))(k+1)(2α−7)+3.
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Now, in view of the expression of νk (recall (4.14)), for any fixed 0 ≺ u1 ≺ · · · ≺ uk ≺ t , the integral over
v1, . . . , vk is concentrated on the “grid” set

G(u1, . . . ,uk) =

k⋃
i=1

Aui ,

where we recall that for u ∈ [0,1], Au is the set of points aligned with u , that we write as Au = L(1)
u ∪ L(2)

u

with L(1)
u = [0, 1] × {u2} and L(2)

u = {u1} × [0, 1]. Moreover, the integral (4.15) is concentrated on
(v1, . . . , vk) ∈ G(u1, . . . ,uk) where there must be some v i in Auj for every 1 ≤ j ≤ k (so that all points uj
are aligned with one v i): since v1 ≺ · · · ≺ vk, there is a permutation σ of {1, . . . , k} such that v i ∈ Auσ(i)

for all i (using also that the Lebesgue measure of points in Auj ∩Aui is equal to 0). We refer to Figure 6 for
an illustration.

u1

u2

u3

u4

v1

v2

v3

v4

Au3

Figure 6. Illustration of the grid set G(u1, . . . ,uk), with k = 4 points. The black squares represent the positions of

u1, . . . ,u4, and the set Au3 is represented in a red solid line. The red dots represent the positions of v1, . . . , v4: here we
have that v1 ∈ Au2 (σ(1) = 2), v2 ∈ Au1 (σ(2) = 1), v3 ∈ Au4 (σ(3) = 4) and v4 ∈ Au3 (σ(4) = 3).

Let us denote S̄k the set of all permutations σ of {1, . . . , k} that are admissible pairings of the v i’s with
uj ’s, in the sense that they are compatible with the condition u1 ≺ · · · ≺ uk and v1 ≺ · · · ≺ vk. All
together, we have

‖gk‖2νk =

∫
· · ·
∫

0≺u1≺···≺uk≺1
0≺v1≺···≺vk≺1

1{∃σ∈S̄k ,vσ(i)∈Aui
∀i}gk(u1, . . . ,uk)gk(v1, . . . , vk)dνk(u1, . . . ,uk, v1, . . . , vk).

Let us stress that S̄k does not contain all permutations: indeed, we cannot have u1 ≺ u2 ≺ u3 and
v1 ≺ v2 ≺ v3 with the following “alignment pattern”: v3 ↔ u1, v2 ↔ u2, v1 ↔ u3. Hence, admissible
permutations must avoid the pattern (3 2 1). Since there are Cn = 1

n+1

(
2n
n

)
≤ 4n such permutations (see e.g.

[51] for a recent account on permutations avoiding patterns of length 3), we get that

(4.16) |S̄k| ≤ 4k .

Therefore, recalling that gk(u) =
∏k+1
i=1 g(u i − u i−1) with by convention u0 = 0, uk+1 = 1, the proof then

consists in showing that, for any σ ∈ S̄k,

(4.17)

∫
· · ·
∫

0≺u1≺···≺uk≺1
0≺v1≺···≺vk≺1

k+1∏
i=1

(
g(uσ(i) − uσ(i)−1)g(v i − v i−1)1{vi∈Auσ(i)

}

)
dνk(u1, . . . ,uk, v1, . . . , vk)

≤ Ck

Γ
(
k(α− 1

2 )
) .
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This is a consequence of the following proposition.

Proposition 4.16. There exists some (explicit) Cα > 0 such that for 0 4 u0 ≺ u1 4 1, 0 4 v0 ≺ v1 4 1
and k ∈ N ∪ {0},

(4.18)

∫
[u0,u1]×[v0,v1]

‖u− u0‖k(α− 1
2 )g(u− u0)g(v− v0)g(u1 − u)g(v1 − v)dνM(u, v)

≤ Cα Γ̃(k) ‖u1 − u0‖(k+1)(α− 1
2 )g(u1 − u0)g(v1 − v0) ,

where Γ̃(k) :=
Γ(k(α− 1

2 ))

Γ((k+1)(α− 1
2 ))

if k ∈ N, and Γ̃(0) := 1.

Applying Proposition 4.16 iteratively, we obtain (4.17), which concludes the proof. �

Proof of Proposition 4.16. The way to estimate the integral in (4.18) depends on the respective locations of

u0,u1, v0, v1. We only treat the case u
(1)
0 < v

(1)
0 < u

(1)
1 < v

(1)
1 and v

(2)
0 < u

(2)
0 < v

(2)
1 < u

(2)
1 , see Figure 7;

other cases are analogous (or easier) and can be treated with similar techniques. We will actually estimate
the integral in (4.18) restricted to u , v being on the same column, i.e. to u (1) = v (1); the case where u , v
are on the same line is similar.

We introduce the following notation, which will be used throughout the proof (we refer to Figure 7 for a
graphical representation):

(4.19)
x := u (1) − v

(1)
0 = v (1) − v

(1)
0 , y := u (2) − u

(2)
0 , z := v (2) − v

(2)
0 ,

x := u
(1)
1 − v

(1)
0 , y := u

(2)
1 − u

(2)
0 , z := v

(2)
1 − v

(2)
0 ,

and also a := v
(1)
0 − u

(1)
0 and b := v

(1)
1 − u

(1)
1 .

u0

u1

v0

v1

a x b

y

z

z

y
x

u

v

Figure 7. Illustration of the relative position of the points in the integral over u , v on the same column (in red). u
(resp. v) is constrained to remain in a rectangle of size x× y (resp. x× z), and their distances to u0,u1, v0 and v1 may
be expressed in terms of x, y, z and the constants a, b, x, y and z.

With these notation, the integral in (4.18) restricted to u , v on the same column can be written as∫ x

0

∫ y

0

∫ z

0

(x+ y + a)k(α− 1
2 )
[
(x+ y + a)(x+ z)(x+ y − x− y)(x+ b+ z − x− z)

]α−2
dx dy dz .

Using a change of variable (x, s, t) = (x, x+ y + a, x+ z), we get∫ x

0

∫ x+y+a

x+a

∫ x+z

x

sk(α− 1
2 )
[
s t (s− s)(t− t)

]α−2
dxdsdt

=
(s

2

)k(α− 1
2 )(s t

4

)2α−3
∫ x

0

∫ 2(x+y+a)/s

2(x+a)/s

∫ 2(x+z)/t

2x/t

sk(α− 1
2 )
[
s t (2− s)(2− t)

]α−2
dxdsdt ,
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where we have set s := x+ y + a = ‖u1 − u0‖, t := x+ z + b = ‖v1 − v0‖, and then rescaled the last two
integrals in s/2, t/2 respectively. Exchanging the integrals to first integrate with respect to x, this is equal to

(4.20)
(s

2

)k(α− 1
2 )(s t

4

)2α−3
∫ 2

0

∫ 2

0

sk(α− 1
2 )
[
s t (2− s)(2− t)

]α−2|As,t|dsdt ,

where As,t ⊂ [0, 1] is defined by

(4.21) As,t :=
{
x ∈ [0, x] ; x+ a ∈ [ s2s− y, s2s] and x ∈ [ t2 t− z, t2 t]

}
,

and |As,t| denotes its Lebesgue measure. Therefore, the proof will be over once we show

(4.22)

∫ 2

0

∫ 2

0

sk(α− 1
2 )
[
s t (2− s)(2− t)

]α−2|As,t|dsdt ≤ Cα 2k(α− 1
2 ) Γ̃(k)

(s t
4

) 1
2

,

for some Cα > 0. Indeed, plugging (4.22) into (4.20), we get that the integral in (4.18) is bounded by

4
5
2−2αCα Γ̃(k) s̄(k+1)(α− 1

2 )+(α−2) t̄(α−2)+(α− 1
2 ) ,

which concludes the proof of (4.18) since t
(α− 1

2 ) ≤ 2α−
1
2 (recall v1, v0 ∈ [0,1]).

Proof of (4.22). Let us first state an inequality which will prove useful henceforth:

(4.23) x ∧ y ≤
√

(x ∧ y)(x ∨ y) =
√
x y , ∀x, y > 0 .

We split the l.h.s. of (4.22) into four integrals over the sets I1 = {s, t ≤ 1}, I2 = {1 ≤ s, t}, I3 = {t ≤ 1 ≤ s}
and I4 = {s ≤ 1 ≤ t} respectively, and we compute an upper bound for each term.

Integral over I1. Since As,t ⊂ [0, s2s]∩ [0, t2 t], we have |As,t| ≤ ( s2s)∧ ( t2 t) ≤ ( st4 )1/2(st)1/2 thanks to (4.23).
Therefore, the integral over I1 verifies∫ 1

0

∫ 1

0

sk(α− 1
2 )
[
s t (2− s)(2− t)

]α−2|As,t|dsdt ≤
(st

4

) 1
2

∫ 1

0

sk(α− 1
2 )+α− 3

2 ds

∫ 1

0

tα−
3
2 dt

=
1

α− 1
2

1

(k + 1)(α− 1
2 )

(st
4

) 1
2

where the last identity holds because α > 1/2 and k ≥ 0. Then, we observe that there is kα ∈ N such that Γ
is increasing on [kα(α− 1

2 ),∞), hence for k ≥ kα,

(4.24)
1

(k + 1)(α− 1
2 )
≤ 1

k(α− 1
2 )

=
Γ(k(α− 1

2 ))

Γ(k(α− 1
2 ) + 1)

≤ Γ̃(k) ≤ 2k(α− 1
2 ) Γ̃(k) .

Fixing a suitable Cα > 0, this proves the upper bound (4.22) for the integral restricted on I1 = {s, t ≤ 1}.
Integral over I2. Recalling (4.21), we have As,t ⊂ [ s2s− y − a, x] ∩ [ t2 t− z, x], hence

|As,t| ≤
(
x+ y + a− s

2s
)
∧
(
x+ z − t

2 t
)
≤
(
s(1− s

2 )
)
∧
(
t(1− t

2 )
)
≤
(st

4

) 1
2 (

(2− s)(2− t)
) 1

2 ,

where we used (4.23). Therefore,∫ 2

1

∫ 2

1

sk(α− 1
2 )
[
s t (2− s)(2− t)

]α−2|As,t|dsdt ≤
(st

4

) 1
2

∫ 2

1

sk(α− 1
2 )−1(2− s)α− 3

2 ds

∫ 2

1

(2− t)α− 3
2 dt

=
1

α− 1
2

(st
4

) 1
2

∫ 2

1

sk(α− 1
2 )−1(2− s)α− 3

2 ds(4.25)

where we also used that sα−1 ≤ 1 for s ∈ [1, 2] in the first inequality. For k = 0 the integral above is finite,

which proves (4.22); for k ≥ 1, we recall that
∫ 1

0
xa−1(1− x)b−1dx = Γ(a)Γ(b)

Γ(a+b) , a, b > 0, which yields (since

α > 1/2)

(4.26)

∫ 2

1

sk(α− 1
2 )−1(2− s)α− 3

2 ds ≤
∫ 2

0

sk(α− 1
2 )−1(2− s)α− 3

2 ds ≤ Cα 2k(α− 1
2 ) Γ(k(α− 1

2 ))Γ(α− 1
2 )

Γ((k + 1)(α− 1
2 ))

.
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We conclude by recognizing the definition of Γ̃(k).

Integral over I3. Similarly to the previous cases, we have As,t ⊂ [ s2s− y − a, x] ∩ [0, t2 t], so (4.23) implies

|As,t| ≤
(
s(1− s

2 )
)
∧
(
t
2 t
)
≤
(st

4

) 1
2 (

(2− s)t
) 1

2 .

Thus,∫ 2

1

∫ 1

0

sk(α− 1
2 )
[
s t (2− s)(2− t)

]α−2|As,t|dsdt ≤
(st

4

) 1
2

∫ 2

1

sk(α− 1
2 )−1(2− s)α− 3

2 ds

∫ 1

0

tα−
3
2 dt ,

and a straightforward change of variable t→ (2− t) yields the same upper bound as in (4.25)-(4.26).

Integral over I4. With the same argument as before we have |As,t| ≤ ( st4 )
1
2 (s(2− t)) 1

2 , so we get∫ 1

0

∫ 2

1

sk(α− 1
2 )
[
s t (2− s)(2− t)

]α−2
λ(As,t) dsdt ≤

(st
4

) 1
2

∫ 1

0

sk(α− 1
2 )+α− 3

2 ds

∫ 2

1

(2− t)α− 3
2 dt

=
1

α− 1
2

1

(k + 1)(α− 1
2 )

(st
4

) 1
2

.

Then we conclude the proof as for the term I1, with (4.24). �

5. Convergence of the polynomial chaos expansion

In this section we consider the polynomial expansion of the partition function. Similarly to Proposition 4.13
we focus on the constrained partition function (the cases of the conditioned or free partition function are
analogous, recall Remark 4.15): similarly to (2.1), we have

(5.1) Zβn,ω,qbntc,hn = eβnωbntc−λ(βn)+hn

bnt1c∧bnt2c∑
k=0

∑
0=i0≺i1≺...≺ik+1=bntc

k∏
l=1

(ehnζi l + ehn − 1)

k+1∏
l=1

u(i l − i l−1) .

Let us highlight the different steps of the proof. First, we show that one can reduce to treating the

case hn = 0, simply by expanding the product
∏k
l=1(ehnζi l + ehn − 1) and factorizing in the homogeneous

partition function. Then, we show the L2 convergence of the k-th term of the expansion to a (multivariate)
integral against M, for each k ≥ 1 separately: this is the purpose of Proposition 5.1. To conclude the proof,
we control the L2 norm of each term of the expansion: we show that the L2 norm of the k-th term is bounded
by some constant ck uniformly in n, with ck summable—this is the content of Proposition 5.3.

Before starting the proof, let us recall the assumptions of Theorem 2.8 we work with in this section:
we have α ∈ ( 1

2 , 1), P ∈ Pr for some r ∈ N, and the scaling relations (2.6) for hn, βn. Recall also the
definition (2.14) of ψ := ψt , where we drop the index t to lighten notation—we work with a fixed t . Also, to
lighten notation, from now on we write nt , nt1, nt2 omitting the integer part.

5.1. Reducing to the case hn = 0. Let us first explain how to reduce to the case hn = 0.

At the continuous level, note that expanding the product
∏k
j=1(σrβ̂

r dM(sj) + ĥ dsj) in (2.13) and sum-

ming over points between indices where dM(sj) appears, we get that the continuum partition function (2.13)
can be rewritten as

Zβ̂,M,q

t,ĥ
=

+∞∑
`=0

(σrβ̂
r)`

∫
· · ·
∫

0≺s1≺···≺s`≺t

`+1∏
j=1

( +∞∑
kj=0

ĥkj
∫
· · ·
∫

sj−1≺s′1≺···≺s′kj≺sj

kj+1∏
i=1

ϕ(s ′i − s ′i−1)

kj∏
i=1

ds ′i

) ∏̀
j=1

dM(sj)

=
+∞∑
`=0

(σrβ̂
r)`

∫
· · ·
∫

0≺s1≺···≺s`≺t

ψ
(ĥ)
t

(
s1, . . . , s`

) ∏̀
j=1

dM(sj) .(5.2)
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where, analogously to (2.14), we have defined

(5.3) ψ
(ĥ)
t

(
s1, . . . , sk

)
:= 1{0=:s0≺s1≺···≺sk≺sk+1:=t}

k+1∏
j=1

Zsj−sj−1,ĥ
,

recalling the definition of Zs,ĥ in Proposition 2.3.

At the discrete level, analogously to what is done in (5.2), expanding the product
∏k+1
l=1 (ehnζi l + ehn − 1)

and rearranging the terms, we can rewrite (5.1) as

e−(βnωnt−λ(βn))Zβn,ω,qbntc,hn

=

∞∑
`=0

∑
0=i0≺i1≺...≺i`≺i`+1=nt

∏̀
j=1

ζij

`+1∏
j=1

ehn
( ∞∑
kj=1

(ehn − 1)kj
∑

ij−1=i ′0≺i ′1≺...≺i ′kj≺i
′
kj+1=ij

kj∏
a=1

u(ia − ia−1)

)

=

∞∑
`=0

∑
0=j 0≺j 1≺...≺j `≺j `+1=nt

∏̀
j=1

ζij

`+1∏
j=1

Zij−ij−1,hn ,

where we recognized the expansion of the homogeneous partition function Zi ,hn to get the last identity,
see (6.1).

Then, we can set u(hn)(i) := Zi ,hn , and observe that thanks to Proposition 2.3 (which is proven in
Section 6 by a standard Riemann-sum approximation) we have, for any s � 0,

lim
n→∞

n2−αL(n)u(hn)(bnsc) = Zs,ĥ =: ϕ(ĥ)(s) .

Note also that Lemma 6.1 which provides the uniform bound u(hn)(i) ≤ CĥL(‖i‖1)−1‖i‖α−2
1 .

These are the two key properties that allow us to adapt the proof of Theorem 2.8, performed in the case
hn ≡ 0, to a general sequence (hn)n≥1 (satisfying (2.6)). Indeed, we simply need to replace the renewal

mass function u(·) with u(hn)(·) and use Lemma 6.1 instead of u(i) ≤ CL(‖i‖1)−1‖i‖α−2
1 , which comes

from [8, Thm. 4.1]. In the limit, the k-points correlation function ψ(s1, . . . , sk) =
∏k+1
i=1 ϕ(si − si−1) for

0 ≺ s0 ≺ s1 ≺ · · · ≺ sk+1 = t from (2.14) is simply replaced by ψ(ĥ) =
∏k
i=1 ϕ

(ĥ)(si− si−1) defined in (5.3),
as appears in (5.2).

5.2. Rewriting of the k-th term as a discrete integral. We now focus on the following expansion, for
hn = 0:

n2−αL(n)Zβn,ω,qnt,hn=0 = eβnωnt−λ(βn)
∞∑
k=0

∑
0=i0≺i1≺...≺ik≺ik+1=nt

n2−αL(n)

k∏
l=1

ζi l

k+1∏
l=1

u(i l − i l−1) ,

which leads us to define

(5.4) Z̃n,k :=
∑

0=i0≺i1≺...≺ik≺ik+1=nt

n2−αL(n)

k∏
l=1

ζi l

k+1∏
l=1

u(i l − i l−1) .

Note that the prefactor e−(βnωnt−λ(βn)) is irrelevant since it converges to 1 in L2. The main idea is to rewrite

the k-th term Z̃n,k as some “integral” of a discrete approximation ψm of ψ against the product discrete field

M
⊗k
n . Note that we use different indices m,n for the approximation of the correlation function ψ and for

the approximation of the field M: in the proof, the idea is to first let n→∞ and then m→∞.
Let us introduce some notation. For m ∈ N, let ∆m := [0, 1

m1) and Dm := 1
mZ2 ∩ [0, t ]. For k,m, n ∈ N

and a function gm : [0, t ]k → R constant on each
∏k
l=1(u l + ∆m), u1, . . . ,uk ∈ Dm, we define the k-iterated
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“discrete integral” of gm against Mn,

(5.5) gm
k· Mn :=

∑
u1,...,uk∈Dm

gm(u1, . . . ,uk)

k∏
l=1

Mn

(
u l − 1

n1 + ∆m

)
,

where we refer to (3.3) for the definition of Mn and to (4.2) for the definition of increments of a field that
appear in the last product. Note that the term (− 1

n1) is added to ensure that, if n = m and 1
n i ∈ Dn = Dm,

then we get Mn( 1
n (i − 1) + ∆n) = 1

σrn3/2βrn
ζi ,n, where we write ζi ,n := ζi = eβnωi−λ(βn) − 1 for i ∈ N2 to

keep track of the dependence on n.
Now, define

(5.6) ϕm(u) := m2−αL(m)P
(
bmuc ∈ τ

)
, u ∈ [0, t ] ,

which is piecewise constant on each (u + ∆m)∩ [0, t ], u ∈ Dm. By Proposition 2.1 (from [72]), ϕm converges
simply to ϕ as m → ∞. With this at hand we define the piecewise constant approximation ψm of ψ by
replacing ϕ with ϕm in its definition (2.14):

ψm(u1, . . . ,uk) = ϕm(u1)ϕm(u2 − u1) · · · ϕm(t − uk)1{0≺u1≺···≺uk≺t} .

With this notation, we can rewrite the k-th term Z̃n,k, see (5.4), as

(5.7) Z̃n,k =

(
σrn

3/2βrn
n2−αL(n)

)k
ψn

k· Mn .

One of our main goals is to prove the following.

Proposition 5.1. Let k ≥ 1. Under the assumptions of Theorem 2.7, one has

ψn
k· Mn

(d)−−−−→
n→∞

ψ
k�M .

This convergence holds in L2(P̂) on a convenient probability space (Ω̂, F̂ , P̂).

Recall from Proposition 4.13 that the stochastic integral ψ
k�M is well defined.

Remark 5.2. The “integral” ψn
k·Mn that we introduced does not fall under the definition from Theorem 4.8.

Even though one could define the covariance measure of M
⊗k
n with a collection of Dirac masses, one cannot

use a direct argument (such as dominated convergence) to get that ψn
k�M⊗kn converges towards ψ

k� M.
Nonetheless, the development of such arguments would be an interesting expansion of our results towards a
general methodology to study the influence of (correlated) disorder on physical systems.

5.3. Proof of Proposition 5.1. Recall from Claim 3.5 that, up to a change of probability space, we may
assume that (Mn)n≥1 converges P-a.s. to M and that all pointwise convergences hold in Lp(P) for p ≥ 1
(we do not change notation for simplicity’s sake). Hence we simply need to prove the L2(P) convergence on
that probability space.

In order to deal with the fact that ϕ blows up around 0, let us introduce a truncated version of ϕm, ψm, ϕ, ψ.
For δ ≥ 0, let ϕδm(u) := ϕm(u)1{‖u‖≥δ} (note that ϕ0

m = ϕm)and

ψδm(u1, . . . ,uk) := ϕδm(u1)ϕδm(u2 − u1) · · · ϕδm(t − uk)1{0≺u1≺···≺uk≺t} .

We define similarly ϕδ(u) := ϕ(u)1{‖u‖≥δ} and ψδ.
We write for n ≥ m, δ > 0,

(5.8) ‖ψn
k· Mn − ψ

k�M‖L2 ≤ I1 + I2 + I3 + I4 + I5 ,
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where

(5.9)

I1 := ‖ψn
k· Mn − ψδn

k· Mn‖L2 , I2 := ‖ψδn
k· Mn − ψδm

k· Mn‖L2 ,

I3 := ‖ψδm
k· Mn − ψδm

k�M‖L2 , I4 := ‖ψδm
k�M− ψδ k�M‖L2 ,

I5 := ‖ψδ k�M− ψ k�M‖L2 .

We now need to control each term separately. We show that we can fix δ sufficiently small so that the
terms I1 and I5 are small, uniformly in n for I1. Then, for a fixed δ, we show that I2, I4 can be made
arbitrarily small by choosing m large, uniformly in n ≥ m for I2. It then remains to see that, for any fixed
m and δ, I3 vanishes as n→∞.

5.3.1. Term I5. First of all, notice that we have limδ→0 ψ
δ = ψ, so by Proposition 4.13, the isometry

property (4.8) and dominated (or monotone) convergence, we get that we can chose δ sufficiently small to
make I5 arbitrarily small.

5.3.2. Term I1. We use the following key result, which shows that I1 is arbitrarily small for small δ, uniformly
in n large. Its proof is postponed to Section 5.5 below; it can be viewed as the core of the proof, and contains
some of the most technical part of the paper. As a first part, we also include a bound on the L2 norm of the
discrete integral for the non-truncated ψn: this part is the discrete analogue of Proposition 4.13 and will
prove useful later.

Proposition 5.3. (i) There exist constants C, c > 0 and some n0 ≥ 1 such that for any k ∈ N, n ≥ n0, one
has

(5.10) ‖ψn
k· Mn‖2L2 ≤ Ck

Γ(k(α− 1
2 ))

+ Ckβckn .

(ii) For every k ∈ N, we have

(5.11) lim
δ↓0

lim sup
n→∞

‖ψn
k· Mn − ψδn

k· Mn‖2L2 = 0 .

5.3.3. Term I4. It is already clear that limm→∞ I4 = 0: this follows from the fact that ψδm(u)→ ψδ(u) as
m→∞ for all u ∈ [0, t ]k, together with Proposition 4.13 and dominated convergence.

5.3.4. Term I2. Let us show that the convergence limm→∞ ψδm = ψδ actually holds for the ‖ · ‖∞ norm on
[0, t ]k. First, the convergence limm→∞ ϕm(u) = ϕ(u), m → ∞ holds uniformly in u ∈ [0, t ] \ [0, δ)2 for
δ > 0 (see [72]). We therefore get that for δ > 0 fixed, limm→∞ ‖ϕδm−ϕδ‖∞ = 0. Now, let u := (u1, . . . ,uk)
with 0 =: u0 4 u1 ≺ . . . ≺ uk 4 uk+1 := t . Then, by the simple fact (proven e.g. by recurrence) that

(5.12)

∣∣∣∣ k∏
i=1

ai −
k∏
i=1

bi

∣∣∣∣ ≤ ( max
1≤i≤k

{|ai|, |bi|}
)k−1 k∑

i=1

|ai − bi| ,

we get that∣∣∣∣ k+1∏
l=1

ϕδm(u l − u l−1)−
k+1∏
l=1

ϕδ(u l − u l−1)

∣∣∣∣ ≤ (k + 1)
(

sup
[0,t]\[0,δ)2

(|ϕm(u)|+ |ϕ(u)|)
)k ∥∥ϕδm − ϕδ∥∥∞ .

Since, |ϕm(u)|, |ϕ(u)| are bounded by a constant Cδ uniformly for ‖u‖ ≥ δ, this indeed shows that
limm→∞ ‖ψδm − ψδ‖∞ = 0.

Let us now prove that we can choose m1 ∈ N to make I2 arbitrarily small uniformly in n ≥ m ≥ m1.
Notice that for n ≥ m and u ∈ Dp, p ∈ {n,m}, we may rewrite

Mn(u − 1
n + ∆p) =

∑
w∈(u+∆p)∩Dnm

Mn(w − 1
n + ∆nm) ,
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which gives, with the definition (5.5),

(5.13) ψδm
k· Mn − ψδn

k· Mn =
∑

w∈(Dnm)k

(
ψδm(w)− ψδn(w)

) k∏
l=1

Mn(wl − 1
n + ∆nm) .

Therefore, recalling that the correlations of the field Mn are non-negative, we have

‖ψδm
k· Mn − ψδn

k· Mn‖2L2 ≤
(
‖ψδm − ψδn‖∞

)2 ∑
w∈(Dnm)2k

E
[ 2k∏
l=1

Mn(wl − 1
n + ∆nm)

]
≤
(
‖ψδm − ψδn‖∞

)2E[Mn([0, t))2k
]

=
(
‖ψδm − ψδn‖∞

)2E[Mn(t)2k
]
.

Recall that (E[Mn(t)2k])n≥1 converges, so it is bounded. Thus, we conclude the proof by choosing m1 ∈ N
such that, for n ≥ m ≥ m1, ‖ψδm − ψδn‖∞ is sufficiently small.

5.3.5. Term I3. Let m ∈ N be fixed and δ ≥ 0 (we allow δ = 0). Since ψδm (or ψ0
m = ψm) is constant on each∏k

l=1( 1
m i l + ∆m), i1, . . . , ik ∈ N2

0, there exists a family {aw ∈ R;w = (w1, . . . ,wk) ∈ (Dm)k} such that for

(u1, . . . ,uk) ∈ [0, t)k,

(5.14) ψδm(u1, . . . ,uk) =
∑

w∈(Dm)k

aw

k∏
l=1

1[0,wl)(u l) .

Thus, starting from the definition (5.5), we get

(5.15)

ψδm
k· Mn =

∑
u∈(Dm)k

( ∑
w∈(Dm)k

aw

k∏
l=1

1[0,wl)(u l)

) k∏
l=1

Mn

(
u l − 1

n1 + ∆m

)
=

∑
w∈(Dm)k

aw
∑

u∈(Dm)k

u∈
∏k
l=1[0,wl)

k∏
l=1

Mn

(
u l − 1

n1 + ∆m

)
=

∑
w∈(Dm)k

aw

k∏
l=1

Mn(wl − 1
n1) .

Recalling the definition of the integral
k�, we have (

∏k
l=1 1[0,wl))

k�M =
∏k
l=1M(wl). Hence we may also

write with a similar computation

(5.16) ψδm
k�M =

∑
w∈(Dm)k

aw

k∏
l=1

M(wl) .

Using Proposition 3.2, it is clear that for fixed δ > 0,m ∈ N we have the convergence

(5.17)
∑

w∈(Dm)k

aw

k∏
l=1

Mn(wl)
L2

−−−−→
n→∞

∑
w∈(Dm)k

aw

k∏
l=1

M(wl) .

It remains to replace Mn(wl − 1
n1) with Mn(wl) in (5.15). For w1, . . . ,wk ∈ [0, t), we have∥∥∥ k∏

l=1

Mn(wl)−
k∏
l=1

Mn(wl − 1
n1)
∥∥∥
L2

≤
k∑
l=1

∥∥∥(Mn(wl)−Mn(wl − 1
n1)
) l−1∏
j=1

Mn(wl)

k∏
j=l+1

Mn(wl − 1
n1)
∥∥∥
L2

≤
k∑
l=1

(∥∥∥Mn(wl)−Mn(wl − 1
n1)
∥∥∥
L2k

l−1∏
j=1

∥∥∥Mn(wl)
∥∥∥
L2k

k∏
j=l+1

∥∥∥Mn(wl − 1
n1)
∥∥∥
L2k

)
,
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where we used Hölder’s inequality. In each term of the sum, the k−1 last factors are all uniformly bounded by
‖Mn(t)‖L2k ≤ C‖M(t)‖L2k <∞ (recall Claim 3.5). Then, the first factor goes to 0, thanks to Lemma 3.4,

which proves that ‖∏k
l=1Mn(wl)−

∏k
l=1Mn(wl − 1

n1)‖L2 goes to 0 as n→∞. Recollecting (5.15–5.17),
this concludes the proof that limn→∞ I3 = 0. Note that all the proof was also valid in the case δ = 0, so we

also have that limn→∞ ‖ψm
k· Mn − ψm

k�M‖L2 = 0. �

5.4. Conclusion of the proof of Theorem 2.8. With the help of Proposition 5.1 and thanks to the first
item of Proposition 5.3, we are able to conclude the proof of Theorem 2.8.

Indeed, in view of (5.7) and using the fact that limn→∞
βrn

n
1
2
−αL(n)

= β̂ by (2.6), Proposition 5.1 shows

that, for any fixed k,

Z̃n,k
L2

−−−−→
n→∞

(σrβ̂)k ψ
k�M =

∫
· · ·
∫

0≺s1≺···≺sk≺t

ψt

(
s1, . . . , sk

) k∏
j=1

σrβ̂
r dM(sj) .

Then, item (i) of Proposition 5.3 shows that there is a constant C > 0 and some n0 ≥ 0 such that, for all
k ∈ N and n ≥ n0,

‖Z̃n,k‖L2 ≤ Ck

Γ(k(α− 1
2 ))1/2

+ (Cβc/2n )k ≤ Ck

Γ(k(α− 1
2 ))1/2

+ 2−k .

Hence, we have the following bound on the L2 norm of rest of the series, valid uniformly for n ≥ n0:∥∥∥ ∑
k≥k0

Z̃n,k

∥∥∥
L2
≤
∑
k≥k0

‖Z̃n,k‖L2 ≤
∑
k≥k0

( Ck

Γ(k(α− 1
2 ))1/2

+ 2−k
)
,

which can be made arbitrarily small by choosing k0 large. Hence, fixing k0 > 0, letting n→∞ and then
k0 →∞, we get that

∞∑
k=0

Z̃n,k
L2

−−−−→
n→∞

∞∑
k=0

(σrβ̂)k ψ
k�M = Zβ̂,M,q

t,ĥ=0
,

using also Corollary 4.14 to ensure that the r.h.s. is well-defined. �

5.5. Proof of Proposition 5.3. The only thing that remains to be proven is now Proposition 5.3. We
start with the proof of the first item and then we built on that proof to deal with the second item.

5.5.1. Proof of item (i) of Proposition 5.3. Notice that from (5.7), ‖ψn
k·Mn‖L2 ≤ Ck‖Z̃n,k‖L2 . We therefore

need to control the L2 norm of Z̃n,k defined in (5.4), that can be written more compactly as

(5.18) Z̃n,k = n2−αL(n)
∑
I∈Ik

un(I )
∏
i∈I

ζi ,

where we have denoted

Ik = Ik(t) =
{
I = (i1, . . . , ik),0 =: i0 ≺ i1 ≺ · · · ≺ ik ≺ nt =: ik+1

}
the set of increasing subsets of J1, ntK with cardinality k, and defined un(I ) :=

∏k+1
l=1 u(i l − i l−1) (with by

convention bi0 = 0, ik+1 = nt). With these notation, we need to control

(5.19) ‖Z̃n,k‖2L2 = (n2−αL(n))2
∑

I ,J∈Ik

un(I )un(J )E
[ ∏
i∈I ,j∈J

ζiζj

]
.
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Step 1. Controlling the correlation term. Since the indices in I ,J are increasing, the set I ∪ J can be
uniquely partitioned (as done in [56, Prop. 3.4]) into disjoint sets

(5.20) ι ∪ ν ∪
⋃
m∈N

σm ,

where:

• ι is the set of isolated points, i.e. indices i ∈ I (resp. in J ) such that j 6↔ i for any j ∈ J (resp. in I );

• ν is the set of intersection points, i.e. indices that are both in I and J ;

• σm are chains of indices, i.e. indices i1, . . . , ip (necessarily alternating between I and J ) such that
i l+1 ↔ i l for all 1 ≤ l ≤ p− 1 and such that any other index in I ∪ J is not aligned with any of the i l;
the integer p ≥ 2 is called the length of the chain.

By independence of the ζi for non-aligned sets, we get that

E
[ ∏
i∈I,j∈J

ζiζj

]
= E[ζ2

1]|ν|E[ζ1]|ι|
∏
m∈N

E
[ ∏
i∈σm

ζi

]
For fixed I ,J , let us denote N0(I ,J ) = |ι| the number of isolated points, N1(I ,J ) = |ν| the number of
intersection points and Np(I ,J ) = |{m, |σm| = p}| the number of chains of length p. The correlation is
equal to 0 when N0(I ,J ) ≥ 1, and in the case N0(I ,J ) = 0 we get, thanks to Lemma 3.1-(3.8),

(5.21) E
[ ∏
i∈I ,j∈J

ζiζj

]
≤ Ckβ2N1(I ,J )

n

k∏
p=2

(
β

2r+(p−2)d r2 e
n

)Np(I ,J )

where we also used that |I | = |J | = k to get that the power of the constant is 2|ν|+ |ι|+∑m≥1 |σm| = 2k.

Going back to (5.19), we can decompose ‖Z̃n,k‖2L2 into two parts. The first part contains the main
contribution, which comes from sets of indices I ,J such that I ∪J contains only chains of length 2, i.e. such
that N2(I ,J ) = k (and necessarily Np(I ,J ) = 0 for all p 6= 2): using (5.21), this is bounded by Ck times

(5.22) K1 = K1(k, n) := (n2−αL(n))2 (β2r
n )k

∑
I ,J∈Ik, N2(I ,J )=k

un(I )un(J ) .

The second part, containing contributions from all other sets of indices I ,J , will be negligible: decomposing
over the value of Np(I ,J ) and using (5.21), we get that it is bounded by Ck times

(5.23) K2 = K2(k, n) := (n2−αL(n))2
∑

q1,...,q2k≥0,q2<k

2q1+
∑2k
p=2 pqp=2k

∑
I ,J∈Ik

Np(I ,J )=qp

un(I )un(J )β
2q1+

∑k
p=2 qp(2r+(p−2)d r2 e)

n .

Lemma 5.4. There exists a constant C > 0 and n0 ≥ 1 such that for all n ≥ n0 and k ∈ N,

K1 ≤
Ck

Γ(1 + k(α− 1
2 ))

.

Lemma 5.5. There exist constants C, c > 0 and n0 ≥ 1 such that for all n ≥ n0 and k ∈ N,

K2 ≤
Ckβn

Γ(1 + k(α− 1
2 ))

+ Ckβckn .

These two lemmas readily conclude the proof of item (i) in Proposition 5.3, so let us now prove them.
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Step 2. Proof of Lemma 5.4. Note that one can rewrite un(I ) = P(I ⊂ τ , nt ∈ τ ). Therefore, letting τ , τ ′

be two independent bivariate renewals with joint law denoted P⊗2, we have that

K1 = (β2r
n )k

∑
I ,J∈Ik, N2(I ,J )=k

(n2−αL(n))2P⊗2(I ⊂ τ ,J ⊂ τ ′, nt ∈ τ ∩ τ ′)

≤ Ct (β
2r
n )k

∑
I ,J∈Ik, N2(I ,J )=k

P⊗2
(
I ⊂ τ ,J ⊂ τ ′ | nt ∈ τ ∩ τ ′

)
= Ct (β

2r
n )kE⊗2

n

[∣∣{(I ,J ) ∈ I2
k , N2(I ,J ) = k, I ⊂ τ ,J ⊂ τ ′

}∣∣] ,
(5.24)

where we have used that n2−αL(n) ≤ C ′tP(nt ∈ τ )−1 for some constant C ′t , see Proposition 2.1. We also
introduced the notation P⊗2

n (·) = P⊗2( · | nt ∈ τ ∩ τ ′). Now, we denote

C2(τ , τ ′) =
∣∣{(i , j ) ∈ J1, ntK2 , i ∈ τ , j ∈ τ ′, i ↔ j

}∣∣ ,
i.e. the number of pairs of aligned points in (τ ∪ τ ′) ∩ J1, ntK, so we have that∣∣{(I ,J ) ∈ I2

k , I ⊂ τ ,J ⊂ τ ′
}∣∣ ≤ (C2(τ , τ ′)

k

)
≤ 1

k!
C2(τ , τ ′)k .

We end up with

K1 ≤
Ck

k!
E⊗2
n

[(
β2r
n C2(τ , τ ′)

)k]
.

Recall that the projection of τ on its a-th coordinate is denoted τ (a), a ∈ {1, 2}. Now, notice that
C2(τ , τ ′) ≤ |ρ(1) ∩ [0, nt1]|+ |ρ(2) ∩ [0, nt2]|, where we have denoted ρ(1) = τ (1) ∩ τ ′(1) and ρ(2) = τ (2) ∩ τ ′(2)

for simplicity. Using that (x + y)k ≤ 2k(xk + yk), and that the law of ρ(a) conditionally on nta ∈ ρ(a) is
symmetric in 1

2nta, we have for a ∈ {1, 2} the upper bound

E⊗2

[(
β2r
n

nta∑
i=1

1{i∈ρ(a)}

)k ∣∣∣∣ nta ∈ ρ(a)

]
≤ C 2k+1 E⊗2

[(
β2r
n

1
2nta∑
i=1

1{i∈ρ(a)}

)k]
,

where we used [46, Lem. A.2] to remove the conditioning, at the cost of a constant factor.
Then, we can bound the term above thanks to Lemma A.2. Indeed, from Remark A.1, we have that

U 1
2nta

=

1
2nta∑
i=1

P(i ∈ ρ(a)) ∼ cα,tan2α−1L(n)−2 ∼ Cα,β̂,taβ
−2r
n as n→∞ ,

where we plugged in the definition (2.6) of βn for the last identity. Therefore, letting γ := 2α − 1 and
0 < δ < γ in Lemma A.2, we have that there exists a constant C > 0 such that

E⊗2

[(
β2r
n

1
2nta∑
i=1

1{i∈ρ(a)}

)k]
≤ Ck Γ

(
k(1− γ + δ) + 1

)
.

This concludes the proof, since Γ(k(1− γ+ δ) + 1) ≤ C ′k k!
Γ(k(γ−δ)+1) thanks to Stirling’s formula, then taking

δ = 1
2γ = α− 1

2 . �

Remark 5.6. Let us note for future use that we have proven above that for any δ ∈ (0, 2α− 1) there is a
constant C > 0 such that for any k ≥ 1

1

k!
E⊗2
n

[(
β2r
n

nta∑
i=1

1{i∈ρ(a)}

)k]
≤ Ck

k!
Γ
(
k(2(1− α) + δ) + 1

)
≤ C ′k

Γ(k(2α− 1− δ) + 1)
.
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Using that
∑
j≥0

uj

Γ(bj+1) ≤ Ce2u1/b

, see e.g. [41, Thm. 1], we get that there is a constant c > 0 such that for

any u > 0,

(5.25) E⊗2
n

[
exp

(
uβ2r

n

nta∑
i=1

1{i∈ρ(a)}

)]
≤ c−1ecu

1/(2α−1+δ)

< +∞ .

Step 3. Proof of Lemma 5.5. We proceed similarly as above, the proof being more involved. Rewriting
un(I ) = P(I ⊂ τ , nt ∈ τ ), we get as in (5.24) that K2 can be bounded by a constant Ct times∑
q1,...,q2k≥0,q2<k

2q1+
∑2k
p=2 pqp=2k

β
2q1+

∑k
p=2 qp(2r+(p−2)d r2 e)

n E⊗2
n

[∣∣{(I ,J ) ∈ I2
k , Np(I ,J ) = qp ∀1 ≤ p ≤ 2k, I ⊂ τ ,J ⊂ τ ′

}∣∣] .
Now, similarly as above, we easily get that∣∣{(I ,J ) ∈ I2

k , Np(I ,J ) = qp ∀1 ≤ p ≤ 2k, I ⊂ τ ,J ⊂ τ ′
}∣∣ ≤ (|τ ∩ τ ′ ∩ J1, ntK|

q1

) 2k∏
p=2

(Cp(τ , τ ′)
qp

)
,

where Cp(τ , τ ′) is the number of chains of length p contained in (τ ∪ τ ′) ∩ J1, ntK. In the end, we need to
bound

(5.26) E⊗2
n

[ ∑
q1,...,q2k≥0,q2<k

2q1+
∑2k
p=2 pqp=2k

1∏k
p=1 qp!

(
β2
n|τ ∩ τ ′ ∩ J1, ntK|

)q1 2k∏
p=2

(
β

2r+(p−2)d r2 e
n Cp(τ , τ ′)

)qp]
.

Let us now make an observation: for any λ = (λ1, . . . , λ2k) with λi ≥ 0, we can write∑
q1,...,q2k≥0,q2<k

2q1+
∑2k
p=2 pqp=2k

2k∏
p=1

λ
qp
p

qp!
= e

∑2k
p=1 λpPλ

(
2Q1 +

2k∑
p=2

pQp = 2k
)
,

where Pλ is the law of independent Poisson random variables (Qp)1≤p≤2k with respective parameters
(λp)1≤p≤2k (by convention Qp = 0 if λp = 0). We can therefore rewrite (5.26) as

(5.27) E⊗2
n

[
e
∑2k
p=1 λpPλ

(
2Q1 +

2k∑
p=2

pQp = 2k,Q2 < k
)]
,

where λ = λ(n)(τ , τ ′) is defined by

(5.28) λ1 = β2
n |τ ∩ τ ′ ∩ J1, ntK| , λp = β

2r+(p−2)d r2 e
n Cp(τ , τ ′) for p ≥ 2 .

Using Hölder’s inequality and Cauchy–Schwarz’s inequality, for any ε > 0 (fixed small enough), we have
that (5.27) is bounded by

(5.29) E⊗2
n

[
e2 1+ε

ε λ1

] ε
2(1+ε)

E⊗2
n

[
e2 1+ε

ε

∑2k
p=2 λp

] ε
2(1+ε)

E⊗2
n

[
Pλ

(
2Q1 +

2k∑
p=2

pQp = 2k,Q2 < k
)1+ε

] 1
1+ε

.

First term in (5.29). From [11, Prop. A.3], we know that when α < 1 the intersection τ ∩ τ ′ is terminating,
so |τ ∩ τ ′| is a geometric random variable. Lemma A.3 below states that the conditioning does not change
this very much: it gives that

E⊗2
n

[
e2 1+ε

ε λ1

]
≤ E⊗2

n

[
e2 1+ε

ε β2
n|τ∩τ

′|
]
≤
∑
k≥0

e2 1+ε
ε βnkP⊗2

n

(
|τ ∩ τ ′| > k

)
≤ C ,

where the last line holds for n large enough (so that 2 1+ε
ε β2

n is smaller than half the constant c appearing in
Lemma A.3).
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Second term in (5.29). Since a chain in τ ∪ τ ′ of length p′ ≥ p contains exactly p′ − p+ 1 chains of length p,
we get that the number of p-chains included in τ ∪ τ ′ is

(5.30) Cp(τ , τ ′) =
∑
p′≥p

(p′ − p+ 1)Np′(τ , τ
′) ,

where we recall that Np(τ , τ
′) is the number of (maximal) chains of length p in the decomposition (5.20) of

(τ ∪ τ ′) ∩ J1, ntK. We therefore get that,

2k∑
p=2

λp =

2k∑
p=2

β
2r+(p−2)d r2 e
n Cp(τ , τ ′) = β2r

n

2k∑
p′=2

Np′(τ , τ
′)

p′∑
p=2

(p′ − p+ 1)β
(p−2)d r2 e
n ≤ 2β2r

n

2k∑
p′=2

p′Np′(τ , τ
′) ,

where we have used that
∑p′

p=2(p′−p+ 1)β
(p−2)d r2 e
n ≤ 2p′ provided that n is large enough so that β

d r2 e
n ≤ 1/2.

Notice also that we have

(5.31)

2k∑
p′=2

p′Np′(τ , τ
′) ≤ 2

(
|ρ(1) ∩ [0, nt1]|+ |ρ(2) ∩ [0, nt2]|

)
,

where we recall that ρ(a) = τ (a) ∩ τ ′(a), a ∈ {1, 2}. Indeed, the left-hand side is the total length of all
the chains of length larger than 2 in τ ∪ τ ′ and point in a chain belongs either to ρ(1) = τ (1) ∩ τ ′(1), to
ρ(2) = τ (2) ∩ τ ′(2) or to both (one may also refer to [56, Eq. (3.22)]). Hence, we get that

E⊗2
n

[
e2 1+ε

ε

∑n
p=2 λp

]
≤ E⊗2

n

[
exp

(
8

1 + ε

ε
β2r
n

( nt1∑
i=1

1{i∈ρ(1)} +

nt2∑
i=1

1{i∈ρ(2)}

))]
,

which is finite thanks to Remark 5.6, see (5.25) (after using Cauchy–Schwarz inequality to deal with ρ(1)

and ρ(2) separately).

Third term in (5.29). Denoting Q̃3 :=
∑
p≥3 pQp, we want to show that there is a constant C, c > 0 such

that, for n large enough (how large must not depend on k)

(5.32) E⊗2
n

[
Pλ

(
2Q1 + 2Q2 + Q̃3 = 2k,Q2 < k

)1+ε
] 1

1+ε

≤ Ckβn

Γ(k(α− 1
2 ) + 1)

+ Ckβckn .

We separate the estimate into three parts, according to the three following events: we fix some η ∈ (0, 1) (its

precise value is given below), (i) Q̃3 = 0 and Q1 ≥ 1; (ii) Q1 +Q2 ≥ (1− η)k, Q̃3 ≥ 1; (iii) Q̃3 ≥ 2ηk.

Case (i). On the event that Q̃3 = 0, we get that

Pλ

(
2Q1 + 2Q2 + Q̃3 = 2k,Q2 < k, Q̃3 = 0

)
≤ Pλ

(
Q1 +Q2 = k,Q2 < k

)
=
e−(λ1+λ2)

k!

k∑
`=1

(
n

k

)
λ`1λ

k−`
2 ≤ 2k

k!

(
λ1λ

k−1
2 + λk1

)
.

where we have bounded (λ1/λ2)` by the maximum of λ1/λ2 and (λ1/λ2)k and bounded the sum of the
binomial factors by 2k. Plugging this in the l.h.s. of (5.32), and using that (x+ y)γ ≤ 2γ(xγ + yγ) for γ ≥ 1

and (x+ y)γ
′ ≤ xγ′ + yγ

′
for γ′ < 1 so that

(5.33) E
[
(A+B)γ

]γ′ ≤ 2γγ
′(

E
[
Aγ
]γ′

+ E
[
Bγ
]γ′)

,

we get that
(5.34)

E⊗2
n

[
Pλ

(
2Q1+2Q2+Q̃3 = 2k,Q2 < k, Q̃3 = 0

)1+ε
] 1

1+ε

≤ 2k+1

k!

(
E⊗2
n

[
(λ1λ

k−1
2 )1+ε

] 1
1+ε

+E⊗2
n

[
λ

(1+ε)k
1

] 1
1+ε

)
.
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For the first term, we use Hölder’s inequality to get

E⊗2
n

[
(λ1λ

k−1
2 )1+ε

] 1
1+ε ≤ E⊗2

n

[
(λ1)

(1+ε)2

ε

] ε
(1+ε)2

E⊗2
n

[
λ

(1+ε)2(k−1)
2

] 1
(1+ε)2

.

Now, recalling that λ1 = β2
n |τ ∩ τ ′ ∩ J1, ntK|, we get that

E⊗2
n

[
(λ1)

(1+ε)2

ε

] ε
(1+ε)2

= β2
nE⊗2

n

[
|τ ∩ τ ′ ∩ J1, ntK| (1+ε)

2

ε

] ε
(1+ε)2 ≤ Cεβ2

n ,

using Lemma A.3 for the last inequality. Using that λ2 ≤ β2r
n (|ρ(1) ∩ [0, nt1]| + |ρ(2) ∩ [0, nt2]|) and

applying (5.33) with γ = (1 + ε)2(k − 1), γ′ = 1
(1+ε)2 , we also get that for δ ∈ (0, 2α− 1),

E⊗2
n

[
λ

(1+ε)2(k−1)
2

] 1
(1+ε)2 ≤ 2k−1

∑
a=1,2

E⊗2
n

[(
β2r
n

nta∑
i=1

1{i∈ρ(a)}

)(1+ε)2(k−1)
] 1

(1+ε)2

≤ CkΓ
(
(1 + ε)2k(2(1− α) + δ) + 1

)1/(1+ε)2 ≤ (C ′)kΓ(k(2(1− α) + δ) + 1) ,

where first we have used Remark 5.6 and then Stirling’s asymptotics for Gamma functions. Using again
Stirling’s formula, setting δ = α− 1

2 , we have 1
k!Γ(k(1− (α− 1

2 )) + 1) ≤ CkΓ(k(α− 1
2 ) + 1)−1.

The second term we need to estimate in (5.34) is

E⊗2
n

[
(λ1)(1+ε)2k

] 1
1+ε

= β2k
n E⊗2

n

[
|τ ∩ τ ′ ∩ J1, ntK|(1+ε)2k

] 1
1+ε ≤ Ckβ2k

n ,

using again Lemma A.3 for the last inequality.
All together, we conclude that

(5.35) E⊗2
n

[
Pλ

(
2Q1 + 2Q2 + Q̃3 = 2k,Q2 < k, Q̃3 = 0

)1+ε
] 1

1+ε

≤ Ckβ2
n

Γ(k(α− 1
2 ) + 1)

+
Ck

k!
β2k
n .

Case (ii). Let η > 0 (fixed below) and consider the event Q1 +Q2 ≥ (1− η)k, Q̃3 ≥ 1. We have

Pλ

(
2Q1 + 2Q2 + Q̃3 = 2k,Q1 +Q2 ≥ (1− η)k, Q̃3 ≥ 1

)
≤

k−1∑
`=(1−η)k

Pλ

(
Q̃3 = 2(k − `), Q1 +Q2 = `

)
≤ max

(1−η)k≤`≤k−1
Pλ

(
Q1 +Q2 = `

)
Pλ

(
Q̃3 ≥ 1

)
≤ (1 ∨ (λ1 + λ2)k−1)

((1− η)k)!

∑
p≥3

pλp ,

where we have used Markov’s inequality for the last line; recall that Q̃3 =
∑
p≥3 pQp, with (Qp)p independent

Poisson random variables of respective parameter λp given in (5.28). (We also omitted the integer part of
(1− η)k for simplicity.) Now, notice that

∑
p≥3

pλp =

2k∑
p=3

β
2r+(p−2)d r2 e
n pCp(τ , τ ′) ≤ 2kβ

2r+d r2 e
n

2k∑
p=2

Cp(τ , τ ′)

≤ 8k2βn × β2r
n (|ρ(1) ∩ [0, nt1]|+ |ρ(2) ∩ [0, nt2]|) ,

where we have also used (5.30)-(5.31) to get that Cp(τ , τ ′) ≤ 2(|ρ(1) ∩ [0, nt1]|+ |ρ(2) ∩ [0, nt2]|) for all p. All

together, bounding (1∨(λ1 +λ2)k−1) ≤ 1+2kλk−1
1 +2kλk−1

2 and recalling also that λ1 = β2
n |τ ∩τ ′∩J1, ntK|,
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λ2 ≤ β2r
n (|ρ(1) ∩ [0, nt1]|+ |ρ(2) ∩ [0, nt2]|), we obtain that

E⊗2
n

[
Pλ

(
2Q1 + 2Q2 + Q̃3 = 2k,Q1 +Q2 ≥ (1− η)k, Q̃3 ≥ 1

)1+ε
] 1

1+ε

≤ Ckβn
((1− η)k)!

∑
a=1,2

(
E⊗2
n

[(
β2r
n

nta∑
i=1

1{i∈ρ(a)}

)1+ε
] 1

1+ε

+ E⊗2
n

[((
β2
n|τ ∩ τ ′ ∩ J1, ntK|

)k−1
β2r
n

nta∑
i=1

1{i∈ρ(a)}

)1+ε
] 1

1+ε

+ E⊗2
n

[(
β2r
n

nta∑
i=1

1{i∈ρ(a)}

)k(1+ε)
] 1

1+ε
)
,

where we have again used (5.33) (with γ = 1 + ε, γ′ = 1
1+ε ). The first expectation is bounded by a constant

thanks to Remark 5.6. The second expectation is also bounded by a constant. Indeed, using Cauchy–Schwarz

inequality to treat both quantities separately, we use Lemma A.3 to show that E⊗2
n [
(
β2
n|τ ∩ τ ′ ∩ ∩J1, ntK|

)b
]

is bounded by some universal constant C (in fact, the constant goes to 0 as b→∞, provided that βn is small
enough), and then we use Remark 5.6 for the other term. For the last term, we can again use Remark 5.6
to get that it is bounded by CkΓ((1 + ε)k(2(1− α) + δ) + 1)1/(1+ε) ≤ C ′kΓ(k(2(1− α) + δ) + 1), the last
inequality following from Stirling’s asymptotics.

Again by Stirling’s formula, setting δ = 1
2 (α− 1

2 ), η = 1
2 (α− 1

2 ), we get that 1
((1−η)k)!Γ(k(2(1−α)+δ)+1) ≤

CkΓ(k(α− 1
2 ) + 1)−1. All together, we have obtained that

(5.36) E⊗2
n

[
Pλ

(
2Q1 + 2Q2 + Q̃3 = 2k,Q1 +Q2 ≥ (1− η)k, Q̃3 ≥ 1

)1+ε
] 1

1+ε

≤ Ckβn

Γ(k(α− 1
2 ) + 1)

.

Case (iii). It remains to control the case where Q1 + Q2 < (1 − η)k and hence Q̃3 ≥ 2ηk. Let
an := − 1

4 log βN and denote An the event {∑p≥3 λpe
pan ≤ k}. We have that

E⊗2
n

[
Pλ

(
2Q1 + 2Q2 + Q̃3 = 2k, Q̃3 ≥ 2ηk

)1+ε
] 1

1+ε

≤ P⊗2
n

(
Ac
n

) 1
1+ε + E⊗2

n

[
Pλ
(
Q̃3 ≥ 2ηk

)1+ε
1An

] 1
1+ε

.

For the first term, notice that by the definition (5.28) of λ and recalling (5.30)-(5.31), we get

2k∑
p=3

λpe
pan ≤ β2r

n

2k∑
p′=3

p′Np′(τ , τ
′)

p′∑
p=3

β
(p−2)d r2 e
n epan

≤ 2β2r
n

(
|ρ(1) ∩ [0, nt1]|+ |ρ(2) ∩ [0, nt2]|

) ∞∑
p=3

βp/3n epan ,

where we have used that p− 2 ≥ p/3 for p ≥ 3. Now, using the definition of an we get that β
p/3
n epan = β

p/12
n

so the last sum is bounded by a constant times β
1/4
n . Hence, we get that for δ ∈ (0, 2α− 1),

P⊗2
n

(
Ac
n

)
≤ P⊗2

n

(
β2r
n

∑
a=1,2

nta∑
i=1

1{i∈ρ(a)} ≥ ckβ−1/4
n

)
≤ exp

(
− cδ(β−1/4

n k)
1

1−(2α−1)+δ

)
,

where the last inequality comes from Lemma A.2; note that the conditioning in P⊗2
n can be removed by using

[46, Lem. A.2]. Since the power verifies 1
1−(2α−1)+δ > 1, this is clearly bounded by exp(−cδβ−1/4

n k) ≤ βkn, at

least for n large enough.
For the second term, we use that

Pλ
(
Q̃3 ≥ 2ηk

)
≤ e−2ηkanEλ

[
eanQ̃3

]
= e−2ηkan exp

(∑
p≥3

λp(e
pan − 1)

)
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where for the last identity we recalled the definition Q̃3 =
∑
p≥3 pQp, with Qp ∼ Poisson(λp). Hence, on the

event An, we get that the sum in the last exponential is bounded by k: we obtain

E⊗2
n

[
Pλ
(
Q̃3 ≥ 2ηk

)1+ε
1An

] 1
1+ε ≤ e−k(2ηan−1) ≤ e−kηan = (βn)

ηk
4 ,

where the last inequality is valid for n large enough, using that an →∞; the last identity follows recalling
that ean = (βn)1/4, by definition of an.

All together, we have obtained that

(5.37) E⊗2
n

[
Pλ

(
2Q1 + 2Q2 + Q̃3 = 2k, Q̃3 ≥ 2ηk

)1+ε
] 1

1+ε

≤ βkn + (βn)
ηk
4 .

Conclusion. We now simply need to collect (5.35)-(5.36)-(5.37) to conclude the proof of (5.32) and hence of
Lemma 5.5; with the constant c = η

4 = 1
8 (α− 1

2 ). �

5.5.2. Proof of item (ii) of Proposition 5.3. Similarly to (5.7) and (5.18), we can write( σrβ
r
n

n
1
2−αL(n)

)k (
ψδn

k· Mn − ψn
k· Mn

)
= n2−αL(n)

∑
I∈Ik

(
uδn(I )− un(I )

)∏
i∈I

ζi ,

where for I = (i1, . . . , ik) increasing, we have set un(I ) :=
∏k+1
l=1 u(i l−i l−1) and uδn(I ) :=

∏k+1
l=1 u

δ(i l−i l−1)

with uδ(i) := u(i)1{‖i‖≥δn} (recall that by convention i0 = 0 and ik+1 = nt). Using that σrβ
r
n ≥ cn

1
2−αL(n),

we simply need to bound the L2 norm of the right-hand side, which is equal to

(n2−αL(n))2
∑

I ,J∈Ik

(
uδn(I )− un(I )

)(
uδn(J )− un(J )

)
E
[ ∏
i∈I ,j∈J

ζiζj

]
,

Note that if all indices in I are such that ‖i l − i l−1‖ ≥ δn, then uδn(I ) = un(I ), and similarly for J ; if
one has ‖i l − i l−1‖ < δn for one l, then we have uδn(I ) = 0. Hence, we get that

‖ψn
k· Mn − ψδn

k· Mn‖2L2 ≤ Ck(n2−αL(n))2
∑

I ,J∈Iδk

un(I )un(J )E
[ ∏
i∈I ,j∈J

ζiζj

]
,

where we have defined Iδk = {I ∈ Ik, ∃1 ≤ l ≤ k + 1, ‖i l − i l−1‖ < δn}. Then, as in the proof of item (i) of
Proposition 5.3, we can decompose over the structure of I ∪ J (see (5.20) and (5.21)): we obtain that

‖ψn
k· Mn − ψδn

k· Mn‖2L2 ≤ Ck
(
Kδ1 +Kδ2

)
,

where Kδ1,Kδ2 are defined exactly as K1,K2, see (5.22)-(5.23), with the sum restricted to I ,J ∈ Iδk instead
of Ik. Now, we can bound Kδ2 ≤ K2, and directly use Lemma 5.5 to deal with this term. Therefore,

lim sup
n→∞

‖ψn
k· Mn − ψδn

k· Mn‖2L2 ≤ Ck lim sup
n→∞

Kδ1 ,

and it remains to deal with Kδ1: as in (5.24), we can write

(5.38) Kδ1 ≤ C(β2r
n )kE⊗2

n

[∣∣{(I ,J ) ∈ Iδk × Iδk , N2(I ,J ) = k, I ⊂ τ ,J ⊂ τ ′
}∣∣] ,

where we recall that N2(I ,J ) = k means that I ∪ J can be written as a union of k disjoint pairs of aligned
indices.

Let us denote A(τ , τ ′) = {(i , j ) ∈ J1, nt − 1K2, i ∈ τ , j ∈ τ ′, i ↔ j } the set of pairs of aligned points in
τ ∪ τ ′; note that on the event {N2(I ,J ) = k}, indices (i , j ) ∈ I × J form k distinct pairs in A(τ , τ ′). Since
I ∈ Iδk , there must be some index l ∈ {1, . . . , k + 1} such that ‖i l − i l−1‖ ≤ δn: decomposing according to
whether l = 1, l = k + 1 or 2 ≤ l ≤ k, we get (using some symmetry)∣∣{(I ,J ) ∈ Iδk × Iδk , N2(I ,J ) = k, I ⊂ τ ,J ⊂ τ ′

}∣∣ ≤ 2Cδ2(τ , τ ′)

(C2(τ , τ ′)

k − 1

)
+ C̃δ2(τ , τ ′)

(C2(τ , τ ′)

k − 2

)
,
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where we recall that C2(τ , τ ′) = |A(τ , τ ′)| and we defined Cδ2(τ , τ ′) = |{(i , j ) ∈ A(τ , τ ′), ‖i‖ ≤ δn}| and

C̃δ2(τ , τ ′) =
∣∣{(i , j ), (i ′, j ′) ∈ A(τ , τ ′), ‖i ′ − i‖ ≤ δn

}∣∣ .
In other words, C̃δ2 counts how many couples of aligned pairs of points in τ ∪ τ ′ have indices i at distance

smaller than δn. Using that
(
b
a

)
≤ 1

a!b
a and recalling (5.38), we therefore need to control (we only need to

control the first term if k = 1)

E⊗2
n

[
β2r
n Cδ2(τ , τ ′)

(
β2r
n C2(τ , τ ′)

)k−1
]
≤ E⊗2

n

[(
β2r
n Cδ2(τ , τ ′)

)2]1/2
E⊗2
n

[(
β2r
n C2(τ , τ ′)

)2(k−1)
]1/2

;

E⊗2
n

[
β4r
n C̃δ2(τ , τ ′)

(
β2r
n C2(τ , τ ′)

)k−2
]
≤ E⊗2

n

[(
β4r
n C̃δ2(τ , τ ′)

)2]1/2
E⊗2
n

[(
β2r
n C2(τ , τ ′)

)2(k−2)
]1/2

.

In both cases, the second term is bounded by a constant (which depends on k), see Remark 5.6. On
the first line, for the first term one easily gets that Cδ2(τ , τ ′) ≤ |ρ(1) ∩ [0, δn]| + |ρ(2) ∩ [0, δn]|. It is then
straightforward to get that

E⊗2
n

[(
β2r
n Cδ2(τ , τ ′)

)2] ≤ CE⊗2

[(
β2r
n

δn∑
i=1

1{i∈ρ(1)}

)2
]
≤ C ′

(
β2r
n L(n)−2(δn)2α−1

)2

≤ Cδ2(2α−1) ,

using first [46, Lem. A.2] to remove the conditioning, then expanding the square and using that P(i ∈ ρ(1)) =
P(i ∈ τ (1))2 ∼ cL(i)−2i2α−2 as i→∞. Details are left to the reader.

It only remains to estimate

E⊗2
n

[
C̃δ2(τ , τ ′)2

]
= E⊗2

n

[( ∑
0≺i≺i ′≺nt
j ,j ′∈J0,ntK

1{‖i ′−i‖≤δn}1{(i ,j )∈A(τ ,τ ′)}1{(i ′,j ′)∈A(τ ,τ ′)}

)2]

≤ 1

P(nt ∈ τ )2

∑
0≺i14i24i34i44nt
‖i2−i1‖≤δn

∑
0≺j 14j 24j 34j 4≺nt

∃σ∈S4, j l↔iσ(l) for 1≤l≤4

P
(
i1, i2, i3, i4, nt ∈ τ

)
P
(
j 1, j 2, j 3, j 4, nt ∈ τ ′

)
.

Note that the indices must be in non-decreasing order, otherwise we cannot have i1, i2, i3, i4, nt ∈ τ . Then,
we can use the following uniform bound from [8, Thm. 4.1, see also Eq. (4.2)]: there exists c > 0 such that

P(i ∈ t) ≤ cL(‖i‖)−1 ‖i‖α−2 , ∀ i ∈ N2 .

Note that Lemma 6.1 is the analogous of this inequality in the case hn 6≡ 0. Using this, if all indices are
distinct, we bound P(i1, i2, i3, i4, nt ∈ τ ′) by a constant times

∏5
l=1 L(‖i l − i l−1‖)−1‖i l − i l−1‖α−2 (with

the convention i0 = j 0 = 0, i5 = j 5 := nt), and similarly for P(j 1, j 2, j 3, j 4, nt ∈ τ ′): by a Riemann sum
approximation, we have that for any σ ∈ S4∑
0≺i1≺i2≺i3≺i4≺nt
0≺j 1≺j 2≺j 3≺j 4≺nt
j l↔iσ(l) for 1≤l≤4

1{‖i2−i1‖≤δn}P
(
i1, i2, i3, i4, nt ∈ τ ′

)
P
(
j 1, j 2, j 3, j 4, nt ∈ τ ′

)
≤ C

(
L(n)−1nα−2

)10
(n3)4

×
∫

[0,t]4

(∫
Au1×···×Au4

g(v1, . . . , v4)

4∏
l=1

λuσ(l)(dv l)

)
g(u1, . . . ,u4)1{‖u2−u1‖≤δ}

4∏
l=1

du l ,

where g(s1, . . . , s4) =
∏5
l=1 ‖s l − s l−1‖α−2 with the convention s0 = 0 and s5 = t . Here, we have used the

notation of Proposition 4.11: Au denotes the points in R2
+ aligned with u and λu is the (one-dimensional)

Lebesgue measure on Au . In particular, the integral in the right-hand side is bounded by∫
R16

+

g(u1, . . . ,u4)g(v1, . . . , v4)dνM⊗8(u1, . . . ,u4, v1, . . . , v4) = ‖g‖2
ν
(4)
M
,

which is known to be finite by Proposition 4.13. The case where some of the indices ia (or j b) are equal in
the sum is treated exactly in the same manner: there are simply fewer terms and the sum is smaller (details
are left to the reader).
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Recalling that β2r
n ∼ cL(n)2n1−2α and that P(nt ∈ τ ) ∼ ϕ(t)L(n)−2nα−2, we therefore end up with

E⊗2
n

[(
β4r
n C̃δ2(τ , τ ′)

)2] ≤ CIδ,
where

Iδ :=

∫
R16

+

1{‖u2−u1‖≤δ}g(u1, . . . ,u4)g(v1, . . . , v4)dνM⊗8(u1, . . . ,u4, v1, . . . , v4) .

We therefore end up with lim supn→∞Kδ1 ≤ Ck,t(δ
2(2α−1) + Iδ). Since limδ↓0 Iδ = 0 by dominated

convergence, this concludes the proof. �

6. Homogeneous and degenerate disordered case: proof of Propositions 2.3 and 2.10

6.1. Homogeneous case: proof of Proposition 2.3. Let us prove the result, which essentially comes from
Riemann-sum convergence. We focus here on the constrained partition function; the free case is identical.
First of all, we expand the partition function as

Znt,hn = E
[( ∏

i∈J1,ntK

(1 + (ehn − 1)1{i∈τ})
)
1{nt∈τ}

]

= ehn
(nt1)∧(nt2)∑

k=0

(ehn − 1)k
∑

0=i0≺i1≺...≺ik≺ik+1=nt

k+1∏
l=1

u(i l − i l−1) .

(6.1)

Since hn ∼ ĥL(n)n−α by assumption, we have that for any fixed ε > 0, for n large enough, (1 − ε)ĥ ≤
ehn−1
L(n)n−α ≤ (1− ε)ĥ. We now define for ȟ ∈ R,

Žnt,ȟ =

∞∑
k=0

ȟk
1

n2k

∑
0=i0≺i1≺...≺ik≺ik+1=nt

k+1∏
l=1

(
L(n)n2−αu(i l − i l−1)

)
,

so that Žnt,(1−ε)ĥ ≤ L(n)n2−αZnt,hn ≤ Žnt,(1+ε)ĥ for large enough n. We show below that

(6.2) lim
n→∞

Žnt,ȟ = Zt,ȟ =

+∞∑
k=0

ȟk
∫
· · ·
∫

0≺s1≺···≺sk≺t

ψt

(
s1, . . . , sk

)
ds1 · · · dsk

and that ȟ 7→ Zt,ȟ is continuous. Together with the above bounds, this will conclude the proof.

For each k, the convergence of the k-th term in Žnt,ȟ to the k-th term of Zt,ȟ is a simple consequence of

Riemann-sum convergence, since L(n)n2−αu(bnuc−bnvc) converges to ϕ(i l−i l−1), see Proposition 2.1—the
convergence is actually uniform on compacts. One can also use the uniform bound L(n)n2−αu(i) ≤ C‖ 1

n i‖α−2
1 ,

which comes from [8, Thm. 4.1], to bound all sums uniformly: there exists C > 0 such that for all k ≥ 1

1

n2k

∑
0=i0≺i1≺...≺ik≺ik+1=nt

k+1∏
l=1

(
L(n)n2−αu(i l − i l−1)

)

≤ Ck
∫
· · ·
∫

0=s0≺s1≺···≺sk≺sk+1=t

k+1∏
i=1

‖si − si−1‖α−2ds1 · · · dsk

≤ (C ′)k
∫
· · ·
∫

0=t0<t1<···<tk<tk+1=‖t‖1

k+1∏
i=1

(ti − ti−1)α−1dt1 · · · dtk =
(C ′Γ(α))k

Γ(kα)
‖t‖(k+1)α−1

1 ,
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where we have used a standard calculation for the last identity (see e.g. [14, Lem. A.3]). Therefore, this
shows that for any k0 ≥ 1∑

k≥k0

ȟk
1

n2k

∑
0=i0≺i1≺...≺ik≺ik+1=nt

k+1∏
l=1

(
L(n)n2−αu(i l − i l−1)

)
≤
∑
k≥k0

(C ′Γ(α)ȟ)k

Γ(kα)
‖t‖(k+1)α−1

1 ,

which can be made arbitrarily small by taking k0 large, uniformly for ȟ in a bounded interval. This concludes
the proof of (6.2) and shows that the convergence is uniform on compacts. Hence, this also shows that the
limit Zt,ȟ is continuous in ȟ. �

Notice that Proposition 2.3 shows that limn→∞ n2−αL(n)Znu,nv ,hn = Zu−v ,ĥ, where we have set

Za,b,hn = E

[
exp

(
hn

∑
i∈Ja+1,bK

1{i∈τ}

)
1{b∈τ}

∣∣∣∣a ∈ τ] .
Let us state a lemma which will be useful in the following: it can be found in [56, Lem. 5.2]

Lemma 6.1. If hn ∼ ĥL(n)n−α for some ĥ ∈ R, there exists a constant C = Cĥ,t such that for any n ∈ N,

i ∈ J1, ntK, we have

Zi,hn ≤ CL(‖i‖1)−1‖i‖α−2
1 .

As a by-product, this proves that Zs,ĥ ≤ C‖s‖α−2
1 for all 0 ≺ s ≺ t.

6.2. Degenerate disordered case: proof of Proposition 2.10. Here, we focus on the free partition
function. First of all, let us notice that we can write

Zβn,free
nt,hn

= Zfree
nt,hnEhn

[
exp

( ∑
i∈J1,ntK

(βnωi − λ(βn))1{i∈τ}

)]
,

where we have used the short-hand notation Phn = Pβ̂=0,free
nt,hn

. We have seen in Proposition 2.3 that Zfree
nt,hn

converges to Zfree
t,ĥ

. We therefore simply need to prove that the second term above converges to 1 in L2(P),

which is the purpose of the following lemma.

Lemma 6.2. Assume that α ∈ (0, 1
2 ) or that α ∈ (0, 1) and P ∈ P∞. Then if hn ∼ ĥL(n)n−α, for any

vanishing sequence (βn)n≥1 we have

lim
n→∞

Ehn

[
exp

( ∑
i∈J1,ntK

(βnωi − λ(βn))1{i∈τ}

)]
= 1 in L2(P) .

Proof. We focus on the proof in the case hn ≡ 0, that is when Phn = P. Let

Zωnt,βn = E
[

exp
( ∑

i∈J1,ntK

(βnωi − λ(βn))1{i∈τ}

)]
.

Since E[Zωnt,βn ] = 1, we simply need to show that limn→∞ E[(Zωnt,βn)2] = 1.

Case α ∈ (0, 1
2 ). In that case, one can use [56, Prop. 3.3] (whose proof uses only that ωi is correlated via

horizontal and vertical lines, but not the specific definition of ωi ): it gives that

(6.3) 1 ≤ E[(Zωnt,βn)2] ≤ E⊗2
[
e

3
2 (λ(2βn)−2λ(βn))

(
|τ (1)∩τ ′(1)|+|τ (2)∩τ ′(2)|

)]
,

where τ , τ ′ are two independent bivariate renewals with the same distribution, and τ (i), τ ′(i) are their
projections on the i-th coordinate. Notice that τ (i), τ ′(i) are two independent recurrent renewal processes,
with inter-arrival distribution verifying P(τ (i) = n) ∼ cαL(n)n−(1+α) as n→∞, so we get P(n ∈ τ (i)) ∼
c′αL(n)−1n1−α thanks to [37]. Hence, τ (i) ∩ τ ′(i) is a renewal process which is terminating if α ∈ (0, 1

2 ),

because
∑∞
n=1 P(n ∈ τ (i) ∩ τ ′(i)) =

∑∞
n=1 P(n ∈ τ (i))2 < +∞. We therefore have that |τ (1) ∩ τ ′(1)|,
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|τ (2) ∩τ ′(2)| are two (correlated) geometric random variable, so the upper bound in (6.3) goes to 0 as βn → 0
(for instance using Cauchy–Schwarz inequality to treat the two geometric random variables separately).

Case α ∈ (0, 1), P ∈ P∞. In that case, we can compute exactly the second moment of the partition function.
Writing ζi := eβnωi−λ(βn) − 1 and expanding the product as in (2.1), we get

Zωnt,βn = 1 +

(nt1)∧(nt2)∑
k=1

∑
0=i0≺i1≺...≺ik4nt

k∏
l=1

ζi l u(i l − i l−1).

By Lemma 2.4, if P ∈ P∞ then we have E[ζi | (ζj )j 6=i ] = 0. We therefore get that, for any i1 ≺ · · · ≺ ik and
i ′1 ≺ · · · ≺ i ′k′ ,

E
[ k∏
l=1

ζi l

k′∏
l=1

ζi ′l

]
=

{
0 if i l 6= i ′l for some l

E[ζ2
1]k if k = k′ and i l = i ′l for all l ,

where the second line comes from the fact that (ζ2
il

)1≤l≤k are independent, because i1 ≺ · · · ≺ ik. Since

E[ζ2
1] = eλ(2β)−2λ(β) − 1, we therefore end up with

E[(Zβ,ωnt,βn
)2] = 1 +

(nt1)∧(nt2)∑
k=1

∑
0=i0≺i1≺...≺ik4nt

k∏
l=1

(eλ(2βn)−2λ(βn) − 1)u(i l − i l−1)2

= E⊗2

[
exp

(
(λ(2βn)− 2λ(βn))

∑
i∈J1,ntK

1{i∈τ∩τ ′}

)]
≤ E⊗2

[
e(λ(2βn)−2λ(βn))|τ∩τ ′|

]
,

(6.4)

where again τ , τ ′ are two independent bivariate renewals with the same distribution. From [11, Prop A.3],
τ ∩ τ ′ is terminating when α < 1, so |τ ∩ τ ′| is a geometric random variable, and the upper bound in (6.4)
goes to 1 as βn → 0.

The case of a general sequence (hn)n≥1 satisfying hn ∼ ĥL(n)n−α can easily be adapted, using for instance
that Phn(i ∈ τ ) = Zi ,hnZ

free
nt−i ,hn , together with Proposition 2.3 (and the help of Lemma 6.1)—or analogous

results for the one-dimensional pinning model in the case α ∈ ( 1
2 , 1). �

Remark 6.3 (Proof of Corollary 2.13). Let us stress that the bounds (6.3)-(6.4) provide uniform bounds

on the second moment E[(Zβ,free
nt,β )2], also for a non-vanishing β > 0. We therefore get that if β > 0 is

fixed small enough, the upper bounds (6.3)-(6.4) are finite, so that Zβ,free
nt,β is bounded in L2(P). Applying

Proposition 2.11, this gives Corollary 2.13.

Appendix A. Technical results on renewal processes

We give in this section some technical estimates on the intersection of two independent copies τ , τ ′ of a
bivariate renewal satisfying (1.1). We start with a lemma that gives estimates on τ (1)∩τ ′(1), the intersection
of the projection of τ , τ ′.

Let τ = (τi)i≥1 be a recurrent one-dimensional renewal process on N starting from τ0 = 0 and inter-arrival
distribution verifying P(τ1 > n) ∼ `(n)n−γ as n → ∞, for some γ ∈ (0, 1) and some slowly varying
function `(·). Define

Un :=

n∑
i=1

P(i ∈ τ) .

Then, P(τ1 > n) ∼ `(n)n−γ is equivalent to the fact that Un ∼ cγn
γ`(n)−1 with cγ = sin(πγ)

πγ , see [19,

Thm. 8.7.3].

Remark A.1. If τ , τ ′ are two independent copies of a bivariate renewal satisfying (1.1), then τ = τ (1)∩τ ′(1)

is a one-dimensional renewal process: if α ∈ ( 1
2 , 1), then τ is recurrent and verifies the above tail assumption,

with γ = 2α− 1 ∈ (0, 1) and `(n) = cαL(n)2 for some explicit constant cα. Indeed, thanks to (1.1), we have
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P(τ (1) = n) ∼ cL(n)n−(1+α) as n → ∞, so Doney’s result [37] gives that P(n ∈ τ (1)) ∼ cαn
α−1L(n)−1.

Then, if α ∈ ( 1
2 , 1),

Un =

n∑
i=1

P(i ∈ τ (1) ∩ τ ′(1)) =

n∑
i=1

P(i ∈ τ (1))2 ∼ cγn2α−1L(n)−2

and one concludes thanks to [19, Thm. 8.7.3].

The following large deviation estimate is standard but we include it here since most of the literature
treats more general cases (or with less optimal bounds, as in [4, Lem. A.3]).

Lemma A.2. For any δ ∈ (0, γ) there is a constant cδ such that for any t ≥ 1 and any n ≥ 1

P
( n∑
i=1

1{i∈τ} ≥ tUn
)
≤ exp

(
− cδ t

1
1−γ+δ

)
.

As a consequence, for any δ ∈ (0, γ), there is a constant Cδ > 0 such that for any k ≥ 1

E
[( 1

Un

n∑
i=1

1{i∈τ}

)k]
≤ (Cδ)

kΓ
(
k(1− γ + δ)

)
.

Proof. Denote tn := dtUne, so that, for any λ ∈ (0, 1),

P
( n∑
i=1

1{i∈τ} ≥ tUn
)

= P(τtn ≤ n) ≤ eλnE[e−λτ1 ]tn .

Then, one can use that there is a constant c such that E[e−λτ1 ] ≤ 1− c`(1/λ)λγ for all λ ∈ (0, 1), by standard
properties of the Laplace transform (see e.g. [19, Thm. 1.7.1]). Hence, using that Un ∼ cγnγ`(n)−1, we get
that

P
( n∑
i=1

1{i∈τ} ≥ tUn
)
≤ exp

(
λn− c′tnγ`(n)−1λγ`(1/λ)

)
≤ exp

(
λn− c′δt(λn)γ−δ

)
,

where we have used Potter’s bound ([19, Thm. 1.5.6]), to get that for any δ ∈ (0, γ) there is a constant cδ > 0

such that `(1/λ)
`(n) ≥ cδ(λn)−δ for any λ ≥ 1/n. Optimizing over λ, we choose λ = c′′δ t

1/(1−γ+δ)/n (which is

greater than 1/n, at least for t large). This completes the upper bound.
For the second term, using the first part of the result, we bound

E
[( 1

Un

n∑
i=1

1{i∈τ}

)k]
=

∫ ∞
0

P
( n∑
i=1

1{i∈τ} ≥ t1/kUn
)

dt ≤ 1 +

∫ ∞
0

e−cδt
1

k(1−γ+δ)
dt

= 1 + (cδ)
k(1−γ+δ)k(1− γ − δ)Γ(k(1− γ + δ))

where we simply used a change of variable t = (u/cδ)
k(1−γ+δ) for the last identity. This concludes the proof,

using also that zΓ(z) = Γ(z + 1). �

Lemma A.3. Let τ , τ ′ be two independent copies of a bivariate renewal satisfying (1.1) with α ∈ (0, 1).
For any t � 0, there exist constants c, ct > 0 such that for any k ≥ 1

P⊗2
(∣∣τ ∩ τ ′ ∩ J0, ntK

∣∣ > k
∣∣∣nt ∈ τ ∩ τ ′) ≤ ctP⊗2

(∣∣τ ∩ τ ′ ∩ J0, ntK
∣∣ > k

)
≤ cte−ck .

Proof. Let T := {i ∈ J0, ntK, ‖i‖ ≤ ‖nt − i‖} be the set of points that are closer to 0 than nt . Since
conditionally on nt ∈ τ , the time-reversed process τ̃ in J0, ntK \T starting from nt has the same law in as
τ in T, we get by sub-additivity that

P⊗2
(
|τ ∩ τ ′ ∩ J0, ntK| > k | nt ∈ τ ∩ τ ′

)
≤ 2P⊗2

(
|τ ∩ τ ′ ∩T| > k

2 | nt ∈ τ ∩ τ ′
)
.

Therefore, it suffices to compute an upper bound for the r.h.s. above. Let X := sup{i ∈ τ , i ∈ T} and
X ′ := sup{i ∈ τ ′, i ∈ T} be the up-right most point (i.e. the sup is taken for the order 4) of τ , resp. τ ′
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in T. Then [56, Lem. A.1] (which is proven in the symmetric case t = 1 but remains valid for any t � 0)
proves that there exists a constant Ct such that, for all i ∈ T,

P(X = i | nt ∈ τ ) ≤ Ct

P(nt ∈ τ )
L(‖n‖)−1‖n‖−(2−α)P(X = i) ≤ C ′tP(X = i) ,

where the last inequality comes from Proposition 2.1 (taken from [72]). Using this, we obtain

P⊗2
(
|τ ∩ τ ′ ∩T| > k

2

∣∣nt ∈ τ ∩ τ ′)
=
∑
i ,j∈T

P⊗2
(
|τ ∩ τ ′ ∩T| > k

2

∣∣X = i ,X ′ = j
)
P(X = i | nt ∈ τ )P(X ′ = j | nt ∈ τ ′)

≤ (C ′t )
2
∑
i ,j∈T

P⊗2
(
|τ ∩ τ ′ ∩T| > k

2 | X = i ,X ′ = j
)
P(X = i)P(X ′ = j )

≤ (C ′t )
2P⊗2

(
|τ ∩ τ ′ ∩T| > k

2

)
.

This proves the first inequality in the lemma. Since it is proven in [11, Prop. A.3] that the bivariate renewal
τ ∩ τ ′ is terminating for α ∈ (0, 1), we get that |τ ∩ τ ′| is a geometric random variable, which concludes the
proof. �

Appendix B. Integration against a correlated field: proofs of the general theory

Recall the definition of the semi-ring of rectangles of Rd:
Sd :=

{
[u , v) ⊂ Rd ; u 4 v

}
∪ {∅} ,

and let Rd be the ring of sets generated by Sd: it is given by all finite unions of rectangles in Sd (recall that a
ring of sets is a non-empty class of sets, stable by finite union and difference). Recall also that we call any family
(X(A))A∈Sd of L2(P) random variables an (additive) L2(P)-random field on Sd if X(A∪B) = X(A) +X(B)
P-a.s. for all A,B ∈ Sd, A ∪ B ∈ Sd and A ∩ B = ∅. Let X : Sd → L2(P) be a L2(P) random field and
assume that there exists a σ-finite measure ν on Bor(Rd × Rd) ' Bor(R2d) such that for A,B ∈ Sd,

E
[
X(A)X(B)

]
= ν(A×B) .

In this section we establish the properties of L2
ν and 〈·, ·〉ν (recall (4.6-4.7)) and we define the integral

against X. We divide this appendix into four parts:

• First, we prove that any L2(P) random field on Sd can be uniquely extended to bounded sets of Bor(Rd)
(in particular we define the integrals of indicator functions of bounded Borel sets against X);

• Second, we prove Proposition 4.6, that is L2
ν is (almost) an inner product vector space;

• Third, we extend the integral to L2
ν and prove Theorem 4.8;

• Finally, we provide sufficient conditions for a generic correlation function on Sk, k ∈ N to be extended
to a full σ-additive measure on Bor(Rk). In particular this implies the well-posedness of νM in
Proposition 4.4.

B.1. Extension to indicator functions of bounded Borel sets.

Proposition B.1. Let X : Sd → L2(P) be an additive L2(P)-random field. Then it admits a unique “regular”
extension to bounded sets of Bor(Rd).

Here, “regular” means that for a given bounded B ∈ Bor(Rd) and a sequence An ∈ Rd, n ≥ 1 that
converges to B in the sense that

lim sup
n→∞

B4An :=
⋂
n≥1

⋃
k≥n

(B4Ak) = ∅,

(where 4 denotes the symmetric difference), then we have limn→∞X(An) = X(B) in L2(P). Also, “unique”

means that for any two such extensions X̃, X̂ then for any bounded B ∈ Bor(Rd) we have X̃(B) = X̂(B)
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P-a.s. Let us mention that this regularity property can be extended to sequences An ∈ Bor(Rd), n ≥ 1
uniformly bounded and satisfying the above, but we leave the proof as an exercise to the reader.

Proof. The core of the proof relies on the following two observations.
—Fact 1. Notice that any C ∈ Rd can be written as a disjoint union of rectangles ∪ki=1Ci, so we can define

(B.1) 1C �X :=

k∑
i=1

(1Ci �X) =

k∑
i=1

X(Ci) =: X(C) ,

which does not depend on the chosen decomposition (recall (4.10)). Moreover, the isometry relation (4.8)
clearly applies to 1A, 1B with A,B ∈ Rd by bilinearity, that is

E[(1A �X)(1B �X)] = 〈1A, 1B〉ν , A,B ∈ Rd ,
(recall that the 〈·, ·〉ν is defined in (4.7)). Furthermore, the definition of (·) �X can also be extended linearly

to expressions
∑k
i=1 ai1Ai with Ai ∈ Rd, ai ∈ R, 1 ≤ i ≤ k, and by bilinearity they still satisfy the isometry

relation.
—Fact 2. We have the following lemma from measure theory, which is proven afterwards.

Lemma B.2. Let (E, E , µ) be a measured space such that µ(E) < ∞ and let R ⊂ P(E) be a non-empty
ring of sets such that σ(R) = E. Then for any B ∈ E and n ∈ N, there exists An ∈ R such that

(B.2) µ(B4An) ≤ 2−n ,

where 4 denotes the symmetric difference.

With these two observations at hand the proof is direct. Let B be a bounded set of Bor(Rd): in particular,
setting Λm := [−m,m)d, we have that B ∈ Bor(Λm) for some m > 0. Let (An)n≥1 be a sequence of
elements of Rd ∩ Bor(Λm) satisfying (B.2) for the finite measure µm(A) := ν(A× Λm) on Bor(Λm). Then
X(An) = 1An �X ∈ L2(P), n ≥ 1 is well defined, and for p, q ≥ 1,

E
[
(X(Ap)−X(Aq))

2
]

= ‖1Ap �X − 1Aq �X‖2L2 = ‖1Ap − 1Aq‖2ν
=

∫
Λ2
m

(1Ap − 1Aq )(u)× (1Ap − 1Aq )(v) dν(u , v)

≤
∫

Λ2
m

1Ap4Aq (u) dν(u , v) = µm(Ap4Aq) ,

where we used |1Ap − 1Aq | = 1Ap4Aq ≤ 1. Since Ap4Aq ⊂ (Ap4B) ∪ (B4Aq), it follows that µ(Ap4Aq) ≤
2−p + 2−q, thus (X(An))n≥1 is a Cauchy sequence in L2(P). By completeness, it therefore has a limit
that we denote X(B) (or 1B �X), which does not depend on the chosen sequence (An)n≥1 that verifies
limn→∞ µ(B4An) = 0 (this is obtained with the same computation as above). �

Before proving Lemma B.2, let us mention that the sequence (An)n≥1 constructed above satisfies
(i) limn→∞ 1An = 1B µm-a.e., and (ii) limn→∞ 1An �X = 1B �X in L2(P). Thus, the functions 1B with
B ∈ Bor(Λm) bounded do satisfy the isometry relation (4.8) again, by dominated convergence and bilinearity.

Proof of Lemma B.2. Let us define for n ∈ N,

An :=
{
B ∈ E ; ∃A ∈ R, µ(B4A) ≤ 2−n

}
,

and A = ∩n≥1An. It is clear that R ⊂ An for all n ∈ N, so R ⊂ A. Let us prove that A is a Dynkin system,
which will conclude the proof by Dynkin’s π-λ theorem.

First, we clearly have R ⊂ A, so A is non-empty. Let B1, B2 ∈ A such that B1 ⊂ B2, and n ∈ N. By
assumption there exist A1, A2 ∈ R such that µ(Ba4Aa) ≤ 2−n−1, a ∈ {1, 2}. Since R is a ring, we have
A2 \A1 ∈ R, and we also notice

(B2 \B1)4 (A2 \A1) ⊂ (B24A2) ∪ (B14A1) .
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Hence µ((B2 \B1)4(A2 \A1)) ≤ 2−n and B2 \B1 ∈ An for all n ∈ N, thus A is stable by difference.
Let Bk ∈ A such that Bk ⊂ Bk+1, k ≥ 1, and let B = ∪k≥1Bk. Let n ∈ N. Notice that, since µ(B) <∞,

there exists k0 ∈ N such that µ(B \ Bk0) ≤ 2−n−1. Moreover Bk0 ∈ A, so there exists A ∈ R such that
µ(Bk04A) ≤ 2−n−1. Thus,

µ(B4A) ≤ µ(B \Bk0) + µ(Bk04A) ≤ 2−n ,

which finishes the proof. �

B.2. Proof of Proposition 4.6. Consider the application

(g, h) 7→ 〈g, h〉ν =

∫
Rd
g(u)h(v)dν(u , v) ,

which is well-defined (possibly infinite) on non-negative, measurable functions. We claim that it is bilinear,
symmetric and positive semi-definite: indeed, we have proven in the previous section that the isometry (4.8)
is satisfied for indicator functions of bounded Borel sets, which implies those properties; and they can be
extended to non-negative measurable functions on Rd by monotone convergence.

In order to prove that L2
ν is a vector space (notice that it is not straightforward from the definition), we

first have to prove a Cauchy-Schwarz inequality for non-negative functions: for g, h non-negative measurable
functions on Rd, we claim that:

(B.3) 〈g, h〉ν ≤ ‖g‖ν‖h‖ν , ∀ g, h ≥ 0 .

To show this, let us define G (resp. G+) the set of finite linear combinations of indicator functions g =∑n
i=1 ci1Ai of bounded Borel sets Ai ∈ Bor(Rd), ci ∈ R, 1 ≤ i ≤ n (resp. with ci ≥ 0). Notice that, using

the bilinearity of 〈·, ·〉ν , the application g 7→ g �X can be extended to G and satisfies the isometry property
(4.8) for all g, h ∈ G. With those observations in mind let g, h be measurable non-negative functions, which
we can write as g =

∑
i≥1 ci1Ai and h =

∑
j≥1 dj1Bj for some ci, dj ≥ 0, Ai, Bj ∈ Bor(Rd) bounded, i, j ≥ 1.

For n ∈ N, define gn =
∑n
i=1 ci1Ai and hn =

∑n
j=1 dj1Bj , so that gn, hn ∈ G+. Therefore, using (4.8) on G,

Cauchy–Schwarz inequality on L2(P), then (4.8) again, we obtain

〈gn, hn〉ν = E
[
(gn �X)(hn �X)

]
≤ E

[
(gn �X)2

]1/2E[(hn �X)2
]1/2

= ‖gn‖ν‖hn‖ν .
We conclude the proof of (B.3) by monotone convergence, letting n→∞.

Therefore, for g, h ∈ L2
ν , the inequality (B.3) implies that 〈|g|, |h|〉ν < ∞ and thus g + h ∈ L2

ν , which
proves that L2

ν is a vector space. Moreover, the observation that 〈·, ·〉ν is bilinear, symmetric and positive
semi-definite can also be extended on L2

ν using (4.8) on G and dominated convergence. This fully proves
Proposition 4.6-(i)-(ii).

Regarding the Cauchy-Schwarz inequality, we may extend it from non-negative functions (recall (B.3))
to L2

ν : indeed, write for g, h ∈ L2
ν and λ ∈ R,

0 ≤ ‖g + λh‖2ν = ‖g‖2ν + 2λ〈g, h〉ν + λ2‖h‖2ν ,
and since 〈g, h〉ν ∈ R is well-posed, we deduce that the quadratic polynomial in λ above has a non-positive
discriminant, which concludes the proof of (iii).

Finally, we deduce that a triangle inequality (iv) holds for ‖ · ‖ν : for g, h ∈ L2
ν , write

(B.4) ‖g + h‖2ν = ‖g‖2ν + 2〈g, h〉ν + ‖h‖2ν ≤ ‖g‖2ν + 2‖g‖ν‖h‖ν + ‖h‖2ν = (‖g‖ν + ‖h‖ν)2,

which proves the inequality. �

B.3. Proof of Theorem 4.8. We finally extend the definition of the integral to L2
ν . Recall that G is the set

of finite linear combinations of indicator functions of bounded Borel sets, that g 7→ g �X is well-posed on G
and satisfies (4.8). Finally, notice that G is dense in L2

ν . Therefore, our goal is to extend the integral from G
to L2

ν by completeness; however this is not straightforward since (L2
ν , ‖ · ‖ν) is not actually a normed space

(because ‖ · ‖ν is not a genuine norm, recall Remark 4.7). We circumvent this difficulty with a quotient of
vector spaces.
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Define (with an abuse of notation)

(B.5) Ker(ν) := {g ∈ L2
ν ; ‖g‖ν = 0} = {g ∈ L2

ν ; ∀h ∈ L2
ν , 〈g, h〉ν = 0} .

The equality in (B.5) is a direct consequence of the Cauchy-Schwarz inequality: for g ∈ L2
ν such that ‖g‖ν = 0

and h ∈ L2
ν , one has 〈g, h〉ν ≤ ‖g‖ν‖h‖ν = 0 and −〈g, h〉ν ≤ ‖g‖ν ‖ − h‖ν = 0, so 〈g, h〉ν = 0. In particular,

Ker(ν) is a linear subspace of L2
ν .

For g ∈ L2
ν , let us denote g its equivalence class in L2

ν/Ker(ν). It is clear that for g, h ∈ L2
ν/Ker(ν)

and any representatives g1, g2 ∈ g and h1, h2 ∈ h, then we have 〈g1, h1〉ν = 〈g2, h2〉ν . Therefore 〈·, ·〉ν can
be defined on L2

ν/Ker(ν), on which it is a scalar product; in particular ‖ · ‖ν is a well-defined norm on
L2
ν/Ker(ν).
Recall that the integral is well-posed on G and satisfies (4.8). For any g ∈ G, we may define g �X := g �X,

which is well-defined almost everywhere on (Ω,F ,P): indeed, for any two representatives g1, g2 ∈ g,

‖g1 �X − g2 �X‖2L2 = ‖g1 − g2‖2ν = 0 ,

so g1 �X = g2 �X almost surely. Therefore, the application g 7→ g �X is an isometry from the normed
space (G/Ker(ν), ‖ · ‖ν) to L2(P), hence it can be extended to the completion of (G/Ker(ν), ‖ · ‖ν) which is
(L2

ν/Ker(ν), ‖ · ‖ν). Finally for g ∈ L2
ν , define g �X := g �X, which satisfies (4.8) and thus concludes the

proof of Theorem 4.8. �

B.4. A sufficient condition for the well-posedness of the covariance measure. Let us stress that the
assumption that the covariance function ν defines a non-negative, σ-additive measure on Bor(Rd) does not
follow naturally from its definition. On the one hand, if the field X admits some negative correlations, then
the construction has to be adapted to signed measures (which should not prove too difficult conceptually).
On the other hand, it is easy to construct fields with non-σ-additive correlations.

Example B.3. Consider the case d = 2 and the deterministic field X(u1, u2) = 1{u1+u2≥0}, (u1, u2) ∈ R2.
For any point of the line {(x,−x), x ∈ R}, say 0 for simplicity, one can construct sequences of sets such as
An = [−2/n, 1/n]2 and Bn = [−1/n, 2/n]2 which satisfy

lim sup
n→∞

An = lim sup
n→∞

Bn = {0}, and X(An) = 1 = −X(Bn) , ∀n ≥ 1 .

Hence it is clear that neither X or its covariance function can be extended to bounded Borel sets consistently.

In dimension 1 this issue around discontinuities can be circumvented by allowing atoms in the covariance
measure, but this isn’t enough in higher dimensions (in the above example, the whole diagonal {(x,−x), x ∈ R}
is singular). An interesting question would therefore be to find sufficient and/or necessary conditions on
a random function or field X for its covariance function to be σ-additive and effectively define a measure
on Bor(Rd). The following result is a step in this direction, giving a simple sufficient condition. It will be
applied to functions defined on Sd × Sd ' S2d, but for the sake of generality we prove it for functions on Sk,
k ≥ 1.

Proposition B.4. Let ν : Sk → R satisfy the following:

(i) ν is non-negative on Sk;

(ii) ν is additive on Sk;

(iii) ν is σ-finite on Sk: that is ν([−m,m)k) <∞ for all m > 0;

(iv) there exists a measure µ on Bor(Rk), σ-finite on Sk, such that for A ∈ Sk, ν(A) ≤ µ(A).

Then ν can be extended to a σ-finite measure on Bor(Rk), which is unique. In particular, if ν(A) = µ(A) for
all A ∈ Sk, then ν(A) = µ(A) for all A ∈ Bor(Rk).

Let us point out that for X an additive L2(P)-random field on Sd and ν(A × B) := E[X(A)X(B)],
A,B ∈ Sd, then (ii), (iii) automatically hold, and (i) holds for fields X with non-negative correlations.
Finally, we prove in (4.11)-(4.12) that νM satisfies assumption (iv), so Proposition B.4 applies to νM and
directly implies Proposition 4.4.
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Proof of Proposition B.4. By assumption ν is additive on Sk which is a semi-ring of sets and σ(Sk) = Bor(Rk),
so in order to extend it into a measure with Carathéodory’s theorem it only remains to show that it is
σ-additive on Sk (and the extension will be unique because of assumption (iii)). We do so under the
additional assumption µ(Sk) < ∞, then the general result follows by defining νm := ν(· ∩ [−m,m)k),
µm := µ(· ∩ [−m,m)k) and letting m→∞.

First, let us prove that ν is non-decreasing on Sk: let A1, A2 ∈ Sk such that A1 ⊂ A2. Since Sk is a
semi-ring, A2 \A1 = ∪pi=1Bi for some p ∈ N and disjoint Bi ∈ Sk, 1 ≤ i ≤ p. Using assumptions (i) and (ii),
we have

ν(A2) = ν(A1) +

p∑
i=1

ν(Bi) ≥ ν(A1) ,

which proves the statement. Moreover, this can straightforwardly be extended to A1, A2 ∈ R(Sk) which is
the ring generated by Sk (i.e. all finite unions of rectangles).

Now let Ai ∈ Sk, i ∈ N, such that A :=
⋃
i≥1Ai ∈ Sk. We may assume that the (Ai)i≥1 are disjoint

without loss of generality. For n ∈ N, we have

ν
( ⋃
i≥1

Ai

)
≥ ν

( n⋃
i=1

Ai

)
=

n∑
i=1

ν(Ai) ,

and taking the limit as n → ∞, we obtain ν(
⋃
i≥1Ai) ≥

∑
i≥1 ν(Ai). Let us now show that ν(

⋃
i≥nAi)

vanishes as n → ∞, which will conclude the proof. For n ∈ N, recall that
⋃
i≥1Ai ∈ Sk and Ai ∈ Sk,

1 ≤ i ≤ n− 1. Since Sk is a semi-ring of sets,
⋃
i≥nAi can be written as a finite union

⋃p
j=1Bj for some

disjoint Bj ∈ Sk, 1 ≤ j ≤ p. Thereby,

0 ≤ ν
( ⋃
i≥n

Ai

)
=

p∑
j=1

ν(Bj) ≤
p∑
j=1

µ(Bj) = µ
( ⋃
i≥n

Ai

)
,

where we used assumption (iv). Since we assumed that µ is a finite measure,

lim
n→∞

µ
( ⋃
i≥n

Ai

)
= µ

( ⋂
n≥1

⋃
i≥n

Ai

)
= µ(∅) = 0 ,

which concludes the proof. �

Appendix C. An example of distribution in P4,P8

Let us provide an example of distributions P and interaction function V (x, y) tailored to obtain cases
where P4,P8 are not empty. We let V (x, y) = xf(y) + yf(x), where f is determined below. We choose

X := ω̂i (and Y := ω̄i) to be uniformly distributed in the set E = {±√a,±
√
b,±
√

2− a,±
√

2− b}, where
0 < a < b < 1 are two parameters we can play with. Now, we choose a function f : E → E by setting

f(±√a) = ±
√

2− a (the sign is the same),

f(±
√

2− a) = ∓√a (the sign is reversed),

f(±
√
b) = ±

√
2− b (the sign is the same),

f(±
√

2− b) = ∓
√
b (the sign is reversed).

Observe then that for all x ∈ E we have x2 + f(x)2 = 2 and that f(f(x)) = −x. From this we get the
following facts on ωi := V (X,Y ) = Xf(Y ) + Y f(X):

• For any k ≥ 0 we have E[V (X,Y )2k+1 |X] = 0. This is due to the fact that all the terms Y 2k+1−jf(Y )j ,
0 ≤ j ≤ 2k + 1 appearing in the binomial expansion of V (X,Y )k have mean zero. This is easily shown by
induction on j, using that that E[Y 2k+1] = 0, E[Y 2kf(Y )] = 0 by a direct calculation and then reducing j
by using that f(x)2 = 2− x2 when j ≥ 2. This shows that P /∈ Pr for any odd r.
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• We have that Y and f(Y ) have the same distribution and E[Y ] = 0, E[Y 2] = 1. By a direct calculation,
one finds that

E[V (X,Y )2 |X] = X2 + f(X)2 = 2 ,

where we also have used that E[Y f(Y )] = 0 (by a direct calculation or making use of the fact that Y and
f(Y ) have the same law and f(f(Y )) = −Y ). We therefore get that P /∈ P2.

• Now, by a direct calculation, we get that

E[V (X,Y )4 |X] = E[Y 4]
(
X4 + f(X)4

)
+ 6X2f(X)2E[Y 2f(Y )2] + 4Xf(X)(f(X)2 −X2)E[Y 3f(Y )] ,

using also that E[Y f(Y )3] = −E[Y 3f(Y )], since Y and f(Y ) have the same law and f(f(Y )) = −Y . Note
that X4 + f(X)4 = 4 − 2X2f(X)2 and E[Y 4] = 2 − E[Y 2f(Y )2], so that setting µ0 = E[Y 2f(Y )2] and
µ1 = E[Y 3f(Y )] we can write

E[V (X,Y )4 |X] = 4(2− µ0) + 4(2µ0 − 1)X2f(X)2 + 4µ1Xf(X)(f(X)2 −X2) .

Then, one can notice that X2f(X)2 can only take two values, u := a(2− a) and v := b(2− b), with equal
probabilities (note that 0 < u < v < 1). In particular, we have

µ0 := E[Y 2f(Y )2] =
1

2
(u+ v) .

Similarly, one can check that Xf(X)(f(X)2 − X2) takes only two values (with equal probabilities),

2
√
a(2− a)(1 − a) = 2

√
u(1− u) and 2

√
b(2− b)(1 − b) = 2

√
v(1− v). Recalling that E[Y f(Y )3] =

−E[Y 3f(Y )] this gives that

µ1 = E[Y 3f(Y )] = −1

2
(
√
u(1− u) +

√
v(1− v)) .

Overall, we find that E[V (X,Y )4 |X] takes two values with equal probabilities:

A = 4(2− µ0) + 4(2µ0 − 1)u+ 8µ1

√
u(1− u) ,

B = 4(2− µ0) + 4(2µ0 − 1)v + 8µ1

√
v(1− v) .

It then remains to determine whether A 6= B. We have

A−B = 4(2µ0 − 1)(u− v) + 8µ1(
√
u(1− u)−

√
v(1− v))

= 4(u+ v − 1)(u− v)− 4(u(1− u)− v(1− v)) = 8(u− v)(u+ v − 1) ,

where we have used the values of µ0 and µ1 above. If u+ v 6= 1 then A 6= B, showing that E[V (X,Y )4 |X]
is not a.s. constant and thus P ∈ P4.

• In the case where we have u + v = 1 then the above shows that E[V (X,Y )4 |X] is a.s. constant, so
P /∈ P4. One can then carry on and determine whether P ∈ Pr for some r ≥ 6. We do not develop here
the calculations, but one can actually check that in the case u + v = 1 then E[V (X,Y )6 |X] is again a.s.
constant: we have that P /∈ P6. On the other hand, E[V (X,Y )8 |X] can be checked to be a.s. non-constant
(except for one value of u) showing that P ∈ P8 in that case.
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probabilités de Saint-Flour. Springer-Verlag Berlin Heidelberg, 2010.
[44] G. Giacomin and B. Havret. Localization, big-jump regime and the effect of disorder for a class of generalized pinning

models. J. Stat. Phys., 2020.

[45] G. Giacomin and M. Khatib. Generalized Poland-Scheraga denaturation model and two-dimensional renewal processes.
Stoch. Proc. Appl., 127(526-573), 2017.

[46] G. Giacomin, H. Lacoin, and F. L. Toninelli. Marginal relevance of disorder for pinning models. Commun. Pure Appl.
Math., 63:233–265, 2010.

[47] G. Giacomin, H. Lacoin, and F. L. Toninelli. Disorder relevance at marginality and critical point shift. Ann. Inst. H.
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XIV–1984, volume 1180 of Lecture Notes in Math., pages 265–439. Springer, Berlin, 1986.

[71] A. Weinrib and B. I. Halperin. Critical phenomena in systems with long-range-correlated quenched disorder. Phys. Rev. B,
27(1):413, 1983.

[72] J. A. Williamson. Random walks and Riesz kernels. Pacific J. Math., 25(2), 1968.
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