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FROM GEODESIC EXTRAPOLATION TO A VARIATIONAL BDF2

SCHEME FOR WASSERSTEIN GRADIENT FLOWS

THOMAS O. GALLOUËT, ANDREA NATALE, AND GABRIELE TODESCHI

Abstract. We introduce a time discretization for Wasserstein gradient flows based on the
classical Backward Differentiation Formula of order two. The main building block of the
scheme is the notion of geodesic extrapolation in the Wasserstein space, which in general is
not uniquely defined. We propose several possible definitions for such an operation, and we
prove convergence of the resulting scheme to the limit PDE, in the case of the Fokker-Planck
equation. For a specific choice of extrapolation we also prove a more general result, that is
convergence towards EVI flows. Finally, we propose a variational finite volume discretization
of the scheme which numerically achieves second order accuracy in both space and time.
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1. Introduction

In this paper we are concerned with the construction of second-order in time discretizations
for the following system of PDEs, describing the time evolution of a density % : [0, T ]×Ω→ R+

on a convex bounded domain Ω and over the time interval [0, T ]:

(1.1) ∂t%− div

(
%∇δE

δρ
(%)

)
= 0 on (0, T )× Ω ,

with initial and boundary conditions:

(1.2) %(0, ·) = ρ0 , %∇δE
δρ

(%) · n∂Ω = 0 on (0, T )× ∂Ω ,

for a given initial density ρ0, and where n∂Ω denotes the outward pointing normal to ∂Ω. In
equation (1.1), E : L1(Ω;R+)→ R is a functional of the density and describes the energy of the
system. Different choices for E yield different equations modelling a wide range of phenomena.
Typical examples are the Fokker-Planck equation [20], the porous medium equation [30] or
the Keller-Segel equation [5], but also more complex cases such as multiphase flows [9, 22, 10]
or crowd motion models [34] can be considered.

Since the density satisfies the continuity equation with zero boundary flux, its total mass
is conserved. Moreover, the energy decreases along the evolution:

d

dt
E(%(t, ·)) ≤ 0 .

This behaviour is a consequence of the fact that system (1.1), under suitable assumptions
on the energy, can be interpreted as a gradient flow in the space of probability measures
P(Ω) equipped with the Wasserstein distance W2. This interpretation is well-known since the
pioneering work of Jordan, Kinderlehrer, and Otto [20], who showed that one recovers the
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Fokker-Planck equation when following the steepest descent curve of an entropy functional
with respect to the Wasserstein metric. Such result is best explained in the time-discrete
setting: given a uniform decomposition 0 = t0 < t1 < . . . < tN = T of the interval [0, T ] with
time step τ := tn+1 − tn, consider the sequence (ρn)n defined for 1 ≤ n ≤ N by

(1.3) ρn = argmin
ρ∈P(Ω)

W 2
2 (ρ, ρn−1)

2τ
+ E(ρ) ,

where the energy is given by

(1.4) E(ρ) =

∫
Ω
V ρ+ ρ log ρ ,

with V : Ω → R being a Lipschitz function, if ρ is absolutely continuous with respect to the
Lebesgue measure and +∞ otherwise. Then, one can show that the discrete curve t 7→ %̃(t),
defined by %̃(t, ·) = ρn−1 for t ∈ (tn−1, tn] and 1 ≤ n ≤ N , converges uniformly in the W2

distance to the unique solution of the Fokker-Planck equation

(1.5) ∂t%− div(%∇V )−∆% = 0 on (0, T )× Ω ,

satisfying (1.2).
The numerical scheme defined in equation (1.3) is known as JKO scheme and it allows

one to interpret many different models as Wasserstein gradient flows. It also provides a
convenient framework both for the analysis of such models (e.g., to prove existence of solutions
or exponential convergence towards steady states) [1, 33], and for the design of numerical
discretizations [4, 14, 11, 24, 13]. In fact, reproducing the JKO scheme at the discrete level
generally implies energy stability even in very degenerate settings. Moreover in the case of
convex energies one can use robust convex optimization tools that, e.g., can easily take into
account the positivity constraint on the density or even other type of strong constraints (as
in the case of incompressible immiscible multiphase flows in porous media, see Section 7.3).

Since the JKO scheme is a variational version of the implicit Euler scheme, it is an order one
method. Recently, several higher-order alternatives to the JKO scheme have been proposed,
but it is not trivial to translate them into a fully-discrete setting (see [27, 25], and Section 1.2
below for a detailed description of such approaches). In fact, to the best of our knowledge,
there exist no viable fully-discrete approach able to compute with second order accuracy
general Wasserstein gradient flows while preserving (to some extent) the underlying variational
structure.

In this paper we will accomplish this by reformulating the classical multistep scheme based
on the Backward Differentiation Formula of order two (BDF2) as the composition of two inner
steps: a geodesic extrapolation step, and a standard JKO step. We refer to the resulting
scheme as Extrapolated Variational BDF2 (EVBDF2) scheme. We prove that, as for the
JKO scheme, the discrete solutions generated by the EVBDF2 scheme with the energy (1.4)
converge to weak solutions of the Fokker-Planck equation. Importantly, we also propose
a simple and efficient (space-time discrete) implementation which realizes numerically the
desired second-order accuracy.

1.1. Description of the BDF2 approach and main results. In the Euclidean setting,
the gradient flow associated to a smooth real-valued convex function F : Rd → R and a
starting point x0 ∈ Rd, is the unique solution to the Cauchy problem

(1.6)

{
x′(t) = −∇F (x(t)) , ∀ t > 0 ,
x(0) = x0 .
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Figure 1. A graphical representation of the time intervals involved in the
definition of the EVBDF2 scheme.

The BDF2 scheme applied to such a system, with time step τ > 0, can be written as follows:
given x0, x1 ∈ Rd, for n ≥ 2 find xn ∈ Rd satisfying

(1.7)
3

2τ

(
xn −

4

3
xn−1 +

1

3
xn−2

)
= −∇F (xn) .

This can be interpreted as an implicit Euler step, with starting point

xαn−1 := xn−2 + α(xn−1 − xn−2) = xn−1 + β(xn−1 − xn−2) ,

where α = 4/3 and β = α − 1 = 1/3, and with time step (1 − β)τ = 2τ/3. In turn, xαn−1

coincides with the Euclidean extrapolation at time α, from xn−2 (at time 0) to xn−1 (at time
1), with respect to a fictitious time variable (see Figure 1 for a graphical representation of the
time intervals involved in the scheme).

In order to define a counterpart to the BDF2 scheme (1.7) for Wasserstein gradient flows,
one needs to replace the Euclidean extrapolation at time α > 1 by an analogous operation
in the space of probability measures equipped with the W2 metric. In this paper, we will
represent such an operation by a map Eα : P2(Rd)× P2(Rd)→ P2(Rd) (where P2(Rd) is the
set of probability measures on Rd with finite second moments), which we will refer to as an
α-extrapolation operator. Given such a map, we define the EVBDF2 scheme as follows: given
ρ0, ρ1 ∈ P(Ω), for n ≥ 2 find ρn ∈ P(Ω) satisfying

(1.8) ρn ∈ argmin
ρ∈P(Ω)

W 2
2 (ρ, ραn−1)

2(1− β)τ
+ E(ρ) , ραn−1 = Eα(ρn−2, ρn−1) ,

where here E : P(Ω)→ R is defined on the whole space P(Ω).
The extrapolation operator Eα plays a crucial role in the scheme, but it is not trivial to

propose an appropriate definition for it due to the structure of W2 geodesics on P2(Rd). To
clarify this, recall that a (globally length-minimizing) geodesic with respect to the W2 metric
is a curve ω : [t0, t1]→ P2(Rd) such that

(1.9) W2(ω(s0), ω(s1)) =
|s1 − s0|
|t1 − t0|

W2(ω(t0), ω(t1)) ,

for all s0, s1 ∈ (t0, t1). Given two measures µ0, µ1 ∈ P2(Rd) there always exists a geodesic
connecting the two. Furthermore, due to Brenier’s theorem, supposing that µ0 is absolutely
continuous with respect to the Lebesgue measure, there exists a unique geodesic ω : [0, 1] →
P2(Rd) such that ω(0) = µ0 and ω(1) = µ1, and this has a very simple expression:

(1.10) ω(t) = ((1− t)Id + t∇u)#µ0 ,

where Id is the identity map on Ω and u : Ω → R is a convex function. This means that
particles travel on straight lines along the interpolation, without colliding into each other.
However, for a given α > 1, there may exist no geodesic defined on [0, α] that coincide on [0, 1]
with ω. This is because following their straight trajectories particles may collide immediately
after time t = 1, even if both µ0 and µ1 have smooth and strictly positive densities. This
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means that one cannot use such geodesic extensions to define the extrapolation operator Eα
in a unique way. Therefore, instead of focusing on a particular definition, we only require a
uniform stability bound on the extrapolation which we will need to prove the convergence of
the scheme. In particular, we will focus on extrapolation operators that are dissipative in the
following sense:

Definition 1.1 (Dissipative extrapolations). An extrapolation operator Eα is θ-dissipative if
it satisfies

(1.11) W2(µ1,Eα(µ0, µ1)) ≤ θW2(µ0, µ1) ,

for any µ0, µ1 ∈ P2(Rd) and for a constant θ ≥ 0.

Note that by equation (1.9), if the extrapolation is consistent with the geodesic extension
when this exists, then we have β = α− 1 ≤ θ. Upon adding a further consistency assumption
on the extrapolation (see equation (1.12) below) we can establish the following convergence
result:

Theorem 1.2. Let ρ0 ∈ P(Ω) and E given by (1.4). For any given N ≥ 1, let (ρn)Nn=0 be the
discrete solution defined by the scheme (1.8) for given ρ1 ∈ P(Ω) (dependent on N), with time
step τ = T/N , and with Eα being a θ-dissipative extrapolation operator with 0 ≤ β = α−1 < 1
and θ < 1/2, and such that for all µ0, µ1 ∈ P(Ω) and ϕ ∈ C∞c (Rd),

(1.12)

∣∣∣∣∫ ϕ (Eα(µ0, µ1)− αµ1 + βµ0)

∣∣∣∣ ≤ CϕW 2
2 (µ0, µ1) ,

where Cϕ > 0 only depends on α, ϕ and Ω. Suppose that W 2
2 (ρ0, ρ1) ≤ Cτ , for a constant

C > 0 independent of τ , and that E(ρ1) ≤ E(ρ0). Then, the curve t 7→ ρ̃τ (t) defined by
ρ̃τ (t) := ρn−1 for all t ∈ (tn−1, tn] and 1 ≤ n ≤ N , converges as N →∞, uniformly in the W2

distance, to a distributional solution to the Fokker-Panck equation on [0, T ] × Ω and initial
conditions given by ρ0.

Of course, in order to achieve second order accuracy, we must set α = 4/3 and require
in addition that, if there exists a geodesic ω : [0, α] → P(Ω) such that ω|[0,1] is a geodesic
from µ0 to µ1, then Eα(µ0, µ1) must coincide with ω(α). Importantly, we will show that there
exist several different ways to define such an operator, providing therefore different convergent
approaches.

One of such approaches, which enjoys a particularly rich structure, consists in reproducing
the variational charaterization of the linear extrapolation in the metric setting. Given two
points x0, x1 ∈ Rd, the Euclidean extrapolation at time α from x0 to x1 is the point xα =
αx1 − βx0 with β = α− 1. This can be obtained as the unique solution to

(1.13) xα = argmin
x∈Rd

α|x− x1|2 − β|x− x0|2 .

Similarly, we define the metric extrapolation in the Wasserstein space as follows:

(1.14) Eα(µ0, µ1) := argmin
ρ∈P2(Rd)

αW 2
2 (ρ, µ1)− βW 2

2 (ρ, µ0) .

Problem (1.14) is not a convex optimization problem in the classical sense. To see this,
consider the following simple counterexample. In dimension d = 1, take

µ0 = (δ−1 + δ1)/2, µ1 = δ0, ν0 = δ−1, ν1 = δ1.

Along the interpolation ν(t) = (1 − t)ν0 + tν1, the first term of the functional in (1.14) is
constant whereas the second one is concave. Nonetheless, we will show that problem (1.14)
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always admits a unique solution (see Proposition 4.11) and it also satisfies the assumptions
in Theorem 1.2. Furthermore, exploiting the variational formulation of the metric extrapola-
tion (1.14), we can prove a more general convergence result using the Evolution Variational
Inequality (EVI) characterization of gradient flows in metric spaces. More precisely, we prove
the following result:

Theorem 1.3. Let ρ0 ∈ P(Ω) and E : P(Ω)→ R being a λ-convex energy in the generalized
geodesic sense, for λ ∈ R+. For any given N ≥ 1, let (ρn)Nn=0 be the discrete solution defined
by the scheme (1.8) for given ρ1 ∈ P(Ω) (dependent on N), with time step τ = T/N , and with
Eα being the metric extrapolation (1.14) with β = α− 1. Suppose that W 2

2 (ρ0, ρ1) ≤ Cτ , for a
constant C > 0 independent of τ , and that E(ρ1) ≤ E(ρ0). Then, the curve t 7→ ρ̃τ (t) defined
by ρ̃τ (t) := ρn−1 for t ∈ (tn−1, tn] and 1 ≤ n ≤ N , converges as N →∞, uniformly in the W2

distance, to the unique absolutely continuous curve % : [0, T ]→ P(Ω) satisfying %(0) = ρ0 and
such that for any ν ∈ P(Ω) it holds

d

dt

1

2
W 2

2 (%(t), ν) ≤ E(ν)− E(%(t))− λ

2
W 2

2 (%(t), ν), ∀t ∈ (0, T ) .

Remarkably, problem (1.14) admits a convex dual formulation, see Remark 4.15.

1.2. Relation with previous works and numerical implementation issues. Going
back to the discretization of system (1.6), each step of the BDF2 scheme (1.7) can also be
obtained as the optimality conditions of the following problem:

(1.15) xn = argmin
x∈Rd

α
|x− xn−1|2

2(1− β)τ
− β |x− xn−2|2

2(1− β)τ
+ F (x) .

This suggests defining a similar formulation in Wasserstein space as follows

(1.16) ρn ∈ argmin
ρ∈P(Ω)

α
W 2

2 (ρ, ρn−1)

2(1− β)τ
− βW

2
2 (ρ, ρn−2)

2(1− β)τ
+ E(ρ) .

This approach has been proposed by Matthes and Plazotta [27, 31], who proved analogues of
Theorems 1.2 and 1.3. It is easy to see that this leads to a different discrete solution than the
scheme (1.8) (see, e.g., the example in Figure 2). However, just as for the metric extrapolation
problem (1.14), (1.16) is not a convex optimization problem in the classical sense. For this
reason, it is not easy to provide a numerical implementation of (1.16) when d ≥ 2. The
same is true for the EVBDF2 scheme (1.8) when using the metric extrapolation. Nonetheless,
the advantage of using the EVBDF2 scheme is that one has some freedom in choosing the
extrapolation operator, which makes it more amenable to computations.

Another second-order variation of the JKO scheme was proposed by Legendre and Turinici
[25], and it is based on the implicit midpoint rule, which applied to system (1.6) leads to the
scheme: for n ≥ 1 find xn ∈ Rd satisfying

1

τ
(xn − xn−1) = −∇F

(xn + xn−1

2

)
,

which can be obtained as the optimality conditions of the problem

(1.17) xn = argmin
x∈Rd

|x− xn−1|2

2τ
+ 2F

(x+ xn−1

2

)
.
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ρn−2

ρn−1
x

y

ραn−1

Figure 2. An example for which the schemes (1.8) and (1.16) provide differ-
ent results, e.g., for the energy given by the convex indicator function of the
set {µ : µ(Rd \ {x = 0}) = 0}. In the figure ρn−2, ρn−1 and ραn−1 are uniformly
distributed on the segments (t,−t), (t, (1 − β)t/α) and (t, t) for t ∈ [−1, 1],
respectively (in this case the geodesic from ρn−2 to ρn−1 on the time interval
[0, 1] can be extendend up to time α, yielding ραn−1). For the scheme (1.8)
the measure ρn is uniformly distributed on the segment (0, t) for t ∈ [−1, 1],
whereas for the scheme (1.16) the measure ρn can be obtained as the extrapo-
lation of the projections of ρn−2 and ρn−1 on the axis y, and can be shown to
have a strictly smaller support.

Translating such a scheme to the Wasserstein setting yields the Variational Implicit Midpoint
(VIM) scheme proposed in [25]: for n ≥ 1 find ρn ∈ P(Ω) satisfying

(1.18) ρn ∈ argmin
ρ∈P(Ω)

W 2
2 (ρ, ρn−1)

2τ
+ 2E(ρn−1/2) ,

where ρn−1/2 is the midpoint of the (not necessarily unique) geodesic between ρ and ρn−1.
Also in this case, it is not evident how to implement such a scheme, as it requires an explicit
formula for the midpoint given the initial and final measures. This may also lead to convexity
issues. Notice however that in the same spirit of our formulation of the BDF2 scheme, the
implicit midpoint scheme can be formulated in the following alternative way: for n ≥ 1 find
ρn ∈ P(Ω) satisfying

(1.19) ρn = E2(ρn−1, ρn−1/2) , ρn−1/2 ∈ argmin
ρ∈P(Ω)

W 2
2 (ρ, ρn−1)

τ
+ E(ρ) ,

where E2(ρn−1, ρn−1/2) denotes the extrapolation at time α = 2 of a geodesic from ρn−1 (at
time 0) to ρn−1/2 (at time 1). In general, this leads to a different discrete solution than the
one obtained with (1.18), although the two schemes coincide if there exists a unique geodesic
extension from ρn−1 to ρn−1/2 which stays globally length-minimizing up to time 2 for all n.
Nevertheless, the behavior of scheme (1.19) is radically different from that of the EVBDF2
(1.8), due to the different way JKO steps and extrapolations are performed. Namely, the order
of the operations as well as the length of the steps play a crucial role. We will investigate this
phenomenon numerically by considering a fully-discrete version of the VIM scheme and show
that in general this approach may lead to persistent oscillations in the solution (Section 7.1).

Providing a fully discrete version of problem (1.1), via the EVBDF2 scheme (1.8), comes
with an additional challenge since the chosen space discretization should also be second-order
accurate in space, in order to exploit the increased accuracy of the time discretization. We
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propose a discretization in the Eulerian framework of finite volumes. Specifically, we imple-
ment Two Point Flux Approximation (TPFA) finite volumes, which have been extensively
analyzed lately for the discretization of optimal transport and Wasserstein gradient flows
[19, 16, 29, 11, 28]. Following these last two works in particular, we propose a scheme in
which the Wasserstein distance is locally linearized, at each step of the scheme, in order to
decrease the computational complexity of the approach, without dropping the second-order
accuracy in time. In addition, we propose one possible discrete version of the extrapolation
in this setting, which can be implemented in a robust way, and we verify numerically the
second-order accuracy of the resulting approach.

2. Preliminaries and notation

Let P2(Rd) be the space of probability measures with finite second moments. Given µ0, µ1 ∈
P2(Rd), we denote by W2(µ0, µ1) the L2-Wasserstein distance between µ0 and µ1 (see, e.g.,
Chapter 5 in [32]). This can be defined via the following minimization problem:

(2.1) W 2
2 (µ0, µ1) := min

γ∈Π(µ0,µ1)

∫
|x− y|2 dγ(x, y) ,

where Π(µ0, µ1) is the set of probability measures on Rd×Rd with marginals µ0 and µ1. This
problem always admits a solution γ∗, although it is not necessarily unique, which we refer to
as an optimal transport plan from µ0 to µ1. By linearity of the constraint and of the function
minimized in (2.1), one can easily check that the function W 2

2 is jointly convex with respect
to its arguments (with respect to the linear structure of P2(Rd)). We will refer to the space
of probability measures P2(Rd) equipped with the metric W2 as the Wasserstein space.

Problem (2.1) admits an alternative dynamical formulation, which was introduced by Be-
namou and Brenier in [3], and which reads as follows

(2.2) W 2
2 (µ0, µ1) = |t1 − t0| min

(ω,v)∈C

∫ t1

t0

dt

∫
Ω
ω(t)|v(t, ·)|2

where C is the set of curves (ω, v), with ω : [t0, t1] → P2(Rd) and v : [t0, t1] → L2(ω(t);Rd),
satisfying weakly the continuity equation

(2.3) ∂tω + div(ωv) = 0

with zero flux boundary conditions (i.e. ω v ·n∂Ω = 0), and initial and final conditions ω(t0) =
µ0, ω(t1) = µ1. The minimum in (2.2) is always achieved although there might be multiple
minimizers. In particular, one can use formula (2.2) to deduce that the Wasserstein space is
a geodesic space and the minimizers ω are geodesics.

By the optimality conditions of problem (2.2), a curve ω is a geodesic if and only if there
exists a time-dependent vector field t ∈ [t0, t1] 7→ ∇φ(t, ·) ∈ L2(ω(t);Rd) such that (ω,∇φ) ∈
C, and where the potential φ : [t0, t1]× Rd → R verifies:

(1) φ(t0, ·) is a continuous (−|t1 − t0|−1)-convex function, i.e. such that the so-called
Brenier potential

(2.4) x 7→ u(x) := |t1 − t0|φ(t0, x) +
|x|2

2
is convex ;

(2) the potential φ is the unique viscosity solution of the Hamilton-Jacobi equation

(2.5) ∂tφ+
|∇φ|2

2
= 0,
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or equivalently, it verifies the Hopf-Lax representation formula,

(2.6) φ(t, x) = inf
y∈Rd

|x− y|2

2(t− t0)
+ φ(t0, y)

We say that a function φ verifying these condition is an optimal potential from µ0 to µ1 on
the time interval [t0, t1]. Furthermore, for any optimal potential φ, it holds:

W 2
2 (µ0, µ1)

2
=

∫
Ω
φ(t1, ·)µ1 −

∫
Ω
φ(t0, ·)µ0 .

Because of the semi-convexity of φ(t0, ·), the maps X(t, ·), defined a.e. by

(2.7) X(t, ·) := Id + (t− t0)∇φ(t0, ·)

are injective for all t ∈ [t0, t1) (as the gradient of a strongly convex function), and the resulting
curve of maps X : [t0, t1]×Rd → Rd is the Lagrangian flow of the time-dependent vector field
∇φ(t, ·), i.e., for a.e. x ∈ Rd, X(·, x) solves the flow equation

d

dt
X(t, x) = ∇φ(t,X(t, x)), X(t0, x) = x .

If µ0 is absolutely continuous, given an optimal potential φ and the associated Lagrangian
flow X defined by (2.7), one can easily verify that the curve

(2.8) ω(t) = X(t, ·)#µ0 ,

solves the continuity equation with velocity ∇φ and boundary conditions ω(0) = µ0 and
ω(1) = µ1 (in distributional sense), and therefore it is a geodesic. Moreover, using the
absolute continuity of µ0, one can also show that the initial potential φ(t0, ·) is uniquely
defined µ0-a.e., and no other geodesic curve exists connecting µ0 and µ1. Note also that from
(2.8), one can recover Brenier’s result (1.10) with the Brenier potential u as in (2.4), and also
verify the equivalence with formulation (2.1). As a matter of fact, in this case the optimal
transport plan is also unique and is given by γ∗ = (Id,∇u)#µ0, where the map ∇u is the
so-called optimal transport map from µ0 to µ1. On the other hand, for any convex function
u, setting φ(0, ·) via (2.4), the curve ω defined in (2.8) is a geodesic between µ0 and (∇u)#µ0

(and the unique one, if µ0 is absolutely continuous).

3. Analysis of the EVBDF2 scheme

In this section we collect the main properties of the EVBDF2 discretization (1.8), and
in particular we prove Theorem 1.2, which establishes the convergence of the discrete flow
generated by the scheme to the linear Fokker-Planck equation. Throughout the section, (ρn)n
denotes a sequence of measures generated by the EVBDF2 scheme (1.8), where Eα is a θ-
dissipative extrapolation, with θ < 1/2.

3.1. Well-posedness and classical estimate. We start by stating some a priori bounds,
which are valid for a general class of energies. In particular, in this paragraph, we only
assume that E is lower-semicontinuous and bounded from below, so that problem (1.8) admits
a minimizer at each step n.

Lemma 3.1. At each step n, the solution ρn satisfies the following inequality

(3.1) (1− θ)W
2
2 (ρn, ρn−1)

2(1− β)τ
+ E(ρn) ≤ θW

2
2 (ρn−1, ρn−2)

2(1− β)τ
+ E(ρn−1) .
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Proof. Due to the optimality of ρn and using (1.11), we can write

W 2
2 (ρn, ρ

α
n−1)

2(1− β)τ
+ E(ρn) ≤

W 2
2 (ρn−1, ρ

α
n−1)

2(1− β)τ
+ E(ρn−1)

≤ θ2

2(1− β)τ
W 2

2 (ρn−1, ρn−2) + E(ρn−1) .

If θ = 0 this coincides with (3.1). If θ > 0, observe that by the triangular and Young’s
inequalities, for any c > 0,

W 2
2 (ρn, ρn−1) ≤

(
1 +

1

c

)
W 2

2 (ρn, ρ
α
n−1) + (1 + c)W 2

2 (ρn−1, ρ
α
n−1) .

Setting c = θ−1−1 in this last inequality and using again (1.11), we can estimate the left-hand
side from below using

W 2
2 (ρn, ρ

α
n−1)

2(1− β)τ
≥ 1

2(1− β)τ

(
c

c+ 1
W 2

2 (ρn, ρn−1)− cW 2
2 (ρn−1, ρ

α
n−1)

)
≥ 1− θ

2(1− β)τ
W 2

2 (ρn, ρn−1)− (1− θ)θ
2(1− β)τ

W 2
2 (ρn−1, ρn−2) .

Rearranging, we obtain (3.1). �

Note that if we take β = 0, i.e. we remove the extrapolation step, we can take θ = 0 in
(3.1) and recover the standard dissipation estimate for the JKO scheme.

Lemma 3.2. Let C1 > 0 be a constant such that W 2
2 (ρ1, ρ0) ≤ C1τ and E(ρ1) ≤ E(ρ0). Then,

it holds:

(3.2)
1

τ

Nτ∑
n=0

W 2
2 (ρn, ρn−1) ≤ C

for a constant C > 0 depending only on C1, β, θ, E and ρ0.

Proof. Summing over n the inequality (3.1) we obtain

(3.3)
1− 2θ

2(1− β)τ

N∑
n=0

W 2
2 (ρn, ρn−1) ≤ E(ρ1)− E(ρn) +

θ

(1− β)τ
W 2

2 (ρ1, ρ0) ,

Then, since θ < 1/2 and thanks to the lower bound on the energy and the assumption
E(ρ1) ≤ E(ρ0), we have

1

τ

N∑
n=0

W 2
2 (ρn, ρn−1) ≤ 2(1− β)

1− 2θ

(
E(ρ0)− inf E

)
+

2θ

1− 2θ
C1 .

�

Remark 3.3. For a given ρ0, one can always choose ρ1 so that the constant C1 above is
independent of τ and E(ρ1) ≤ E(ρ0), which are also the assumptions in the statements of
Theorems 1.2 and 1.3. For example, it is sufficient to take ρ1 as the solution obtained after
a finite number N0 ∈ N of JKO steps with time step τ/N0 and initial condition given by ρ0,
with E(ρ0) <∞. In fact, in this case, by the same proof as for Lemma 3.2 (with β = θ = 0),
one can take C1 = 2(E(ρ0)− inf E).
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3.2. Convergence towards the Fokker-Planck equation. Given a Lipschitz continuous
exterior potential V ∈W 1,∞(Ω), the Fokker-Planck equation is given by

(3.4) ∂t% = ∆%+∇ · (%∇V ) in (0, T )× Ω ,

complemented with no-flux boundary conditions (∇%+ %∇V ) · n∂Ω = 0 on ∂Ω and an initial
condition %(0, ·) = ρ0 ∈ P(Ω). Equation (3.4) can be interpreted as a Wasserstein gradient
flow with respect to the energy functional E : P(Ω)→ R given by

(3.5) E(ρ) = U(ρ) +

∫
Ω
ρV ,

where the internal energy U : P(Ω)→ R (the entropy) is defined by

(3.6) U(ρ) :=

{∫
Ω ρ log ρ if ρ� dx Ω ,

+∞ otherwise ,

where dx Ω denotes the restriction of the Lebesgue measure to the domain Ω. Since the
function x 7→ x log x is strictly convex and superlinear, the energy E is also strictly convex
(with respect to the linear structure of P(Ω)) and lower semi-continuous (with respect to the
weak-* topology: see, e.g., Proposition 7.7 in [32]). Since W 2

2 is continuous and convex in
its arguments, there exists a unique solution ρn to problem (1.8) at each step n, and this is
furthermore absolutely continuous with respect to dx Ω.

As in the previous paragraph, we assume that Eα is a θ-dissipative extrapolation with
θ < 1/2, and (ρn)n denotes a sequence of measures generated by the associated EVBDF2
scheme (1.8). Although the discrete flow does not move by strictly minimizing the energy at
each step (see Lemma 3.1), we will show that it converges to the maximal slope curve of E .
For this, we will rely on the same arguments as in the original work of Jordan, Kinderlehrer,
and Otto [20] for the JKO scheme.

Relying on the estimate (3.2), the compactness arguments for obtaining a limit curve are
rather standard. We introduce two density curves on the interval [0, T ], given by

(3.7)

%τ (t) =
N∑
n=1

ρn−11(tn−1,tn] , ρτ (0) = ρ0 ,

%̃τ (t) =
N∑
n=1

%̃n(t)1(tn−1,tn] , ρ̃τ (0) = ρ0 ,

with t 7→ %̃n(t) being the geodesic curve between ρn−1 and ρn on the time interval [tn−1, tn]
(i.e. the minimizer of problem (2.2) on this interval). Let ṽn be the associated optimal vector
field as in problem (2.2) for all 1 ≤ n ≤ N . By definition of %̃τ , we have that

∂t%̃τ +∇ · (%̃τ ṽτ ) = 0

in the distributional sense on (0, T )×Ω, where ṽτ is the vector field defined by ṽτ |(tn−1,tn] = ṽn
for all 1 ≤ n ≤ N . Moreover, on each interval [tn−1, tn] it holds:

W 2
2 (ρn, ρn−1) = τ

∫ tn

tn−1

∫
Ω
%̃τ |ṽτ |2 .

The curve %τ is a piecewise constant measure-valued curve whereas %̃τ is a (absolutely) con-
tinuous one, interpolating the discrete densities.
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Proposition 3.4. For a given ρ0 and any given N ≥ 1, let ρτ be the curve defined as in
equation (3.7), with ρ1 being such that W 2

2 (ρ0, ρ1) ≤ Cτ , for a constant C > 0 independent
of τ , and E(ρ1) ≤ E(ρ0). Then, the sequence (%τ )τ converges uniformly in the W2 distance to
an absolutely continuous curve % : [0, T ]→ P(Ω).

Proof. The sequence of curves (%̃τ )τ∈R+ , defined from [0, T ] to the (compact) space P(Ω)
equipped with the Wasserstein distance, is uniformly Hölder continuous. Indeed, for any
r, s ∈ (0, T ], s > r, denote Nr, Ns the two integers such that r ∈ (tNr , tNr+1], s ∈ (tNs , tNs+1].
By the dynamical formulation of the Wasserstein distance (2.2), it holds

(3.8)

W2(%̃τ (s), %̃τ (r)) ≤ |s− r|
1
2

(∫ s

r

∫
Ω
%̃τ |ṽτ |2

) 1
2

≤ |s− r|
1
2

(
Ns∑

n=Nr

∫ tn+1

tn

∫
Ω
%̃τ |ṽτ |2

) 1
2

= |s− r|
1
2

(
Ns∑

n=Nr

1

τ
W 2

2 (ρn, ρn+1)

) 1
2

≤ C|s− r|
1
2

where in the last inequality we used the estimate (3.2). By the generalized Ascoli-Arzelà
theorem, the sequence converges uniformly in W2, up to a subsequence, to a limit curve %. As
the inequality (3.8) passes to the limit, % is also an absolutely continuous curve with respect
to the Wasserstein metric. Finally, for any r ∈ [0, T ],

W2(%τ (r), %̃τ (r)) = W2(%̃τ (tNr), %̃τ (r)) ≤

(∫ tNr+1

tNr

∫
Ω
%̃τ |ṽτ |2

)1/2

≤ C
√
τ ,

by the same computations. Therefore, the piecewise continuous curve %τ converges uniformly
with order

√
τ to the same limit curve %.

�

To characterize the limit curve % we will rely on the optimality conditions of the mini-
mization problem in (1.8), which is equivalent to a single JKO step. Consider an absolutely
continuous measure ρ and a smooth vector field ξ tangent to the boundary of Ω. We define
ω as the absolutely continuous curve solution to

(3.9) ∂sω +∇ · (ωξ) = 0 , in (−δ, δ)× Ω , ω(0) = ρ ,

for δ > 0. The variations of the energy and the Wasserstein distance along curves defined in
this way can be computed explicitly as follows.

Lemma 3.5. Consider two measures ρ ∈ P(Ω) and ν ∈ P2(Rd), with ρ absolutely continuous,
and denote by γ the optimal transport plan from ρ to ν. For any ξ ∈ C∞(Ω;Rd) such that
ξ · n∂Ω = 0 on ∂Ω, let ω be the curve of measures defined by (3.9) with ω(0) = ρ. It holds:

(3.10)
dW 2

2 (ω(s), ν)

ds

∣∣∣
s=0

= 2

∫
Ω×Ω
〈x− y, ξ(x)〉 dγ(x, y) ,

and

(3.11)
dE(ω(s))

ds

∣∣∣
s=0

= −
∫

Ω
∇ · ξ(x)dρ(x) +

∫
Ω
〈∇V (x), ξ(x)〉dρ(x) .

Proof. See [20, Theorem 5.1]. �
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We are now ready to prove Theorem 1.2 which states the convergence of the sequence of
curves (%τ )τ towards a distributional solution of equation (3.4). Specifically, we need to prove
that, for all ϕ ∈ C∞c ([0, T )× Ω), the limit curve % satisfies:

(3.12) −
∫ T

0

∫
Ω
∂tϕ%−

∫
Ω
ϕ(0)%(0)−

∫ T

0

∫
Ω

∆ϕ%+

∫ T

0

∫
Ω
〈∇V,∇ϕ〉% = 0 .

Proof of Theorem 1.2. Let us define for all ρ ∈ P(Ω),

(3.13) G(ρn−1, ρn−2; ρ) :=
W 2

2 (ρ, ραn−1)

2(1− β)τ
+ E(ρ) ,

which is minimized by ρn, by the definition of the scheme (1.8). Consider a smooth function
ϕ ∈ C∞c ([0, T ]× Ω) such that ∇ϕ · n∂Ω = 0 on ∂Ω. We define the sequence (ϕn)n ⊂ C∞c (Ω)
as ϕn = ϕ(tn, ·). Consider then a curve ω defined as in (3.9) with ω(0) = ρn and ξ = ∇ϕn−2.
Denoting by γn the optimal transport plan from ρn to ραn−1, and using (3.10)-(3.11) as well
as the optimimality of ρn, we obtain

(3.14)

dG(ρn−1, ρn−2;ω(s))

ds

∣∣∣
s=0

=
1

(1− β)τ

∫
Ω×Ω
〈x− xα,∇ϕn−2(x)〉dγn(x, xα)

−
∫

Ω
(∆ϕn−2(x))dρn(x) +

∫
Ω
〈∇V (x),∇ϕn−2(x)〉dρn(x) = 0 .

Thanks to Proposition 3.4 and the regularity of ϕ, we immediately have∣∣∣∣∣
N∑
n=2

τ

(
−
∫

Ω
(∆ϕn−2)ρn +

∫
Ω
〈∇V,∇ϕn−2〉ρn

)

−
(
−
∫ T

0

∫
Ω

∆ϕ%+

∫ T

0

∫
Ω
〈∇V,∇ϕ〉%

) ∣∣∣∣∣ −→ 0 ,

for τ → 0. In order to prove that the measure % is a distributional solution of equation (3.4)
we need to show that

I1 :=

∣∣∣∣∣
N∑
n=2

1

1− β

∫
Ω×Ω
〈x− xα,∇ϕn−2(x)〉dγn(x, xα)

−
(
−
∫ T

0

∫
Ω
∂tϕ%−

∫
Ω
ϕ(0)%(0)

) ∣∣∣∣∣ −→ 0 ,

as well. We can bound the latter quantity as I1 ≤ I2 + I3, where I2 =
∣∣∑N

n=2 I
n
2

∣∣ with

In2 :=
1

1− β

∫
Ω×Ω
〈x− xα,∇ϕn−2(x)〉dγn(x, xα)− 1

1− β

∫
Ω

(ρn − αρn−1 + βρn−2)ϕn−2 ,

and

I3 :=

∣∣∣∣∣
N∑
n=2

1

1− β

∫
Ω

(ρn − αρn−1 + βρn−2)ϕn−2 −
(
−
∫ T

0

∫
Ω
∂tϕ%−

∫
Ω
ϕ(0)%(0)

)∣∣∣∣∣ .
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Integrating by part the discrete derivative in this last term,

N∑
n=2

1

1− β

∫
Ω

(ρn − αρn−1 + βρn−2)ϕn−2 =

=
N∑
n=2

1

1− β

∫
Ω

(ϕn−2 − (αϕn−1 − βϕn))ρn +
1

1− β

∫
Ω
βϕ0ρ0 + (βϕ1 − αϕ0)ρ1 .

Then, since α = 1 + β, and thanks to the smoothness of the function ϕ and Proposition 3.4,
we obtain I3 ≤ Cτ for some constant C independent of τ .

Let us focus then on the term I2. Adding and subtracting (1− β)−1
∫

Ω(ρn − ραn−1)ϕn−2 at
each step n, we obtain

In2 ≤
1

1− β

∣∣∣∣∫
Ω×Ω
〈x− xα,∇ϕn−2(x)〉dγn(x, xα)−

∫
Ω

(ρn − ραn−1)ϕn−2

∣∣∣∣
+

1

1− β

∣∣∣∣∫
Ω

(αρn−1 − βρn−2 − ραn−1)ϕn−2

∣∣∣∣ =:
1

1− β
(In4 + In5 ) .

Rewriting ∫
Ω

(ρn − ραn−1)ϕn−2 =

∫
Ω×Ω

(ϕn−2(x)− ϕn−2(xα))dγn(x, xα) ,

we can bound In4 as

In4 =

∣∣∣∣∫
Ω×Ω

ϕn−2(x)− ϕn−2(xα)− 〈x− xα,∇ϕn−2(x)〉dγn(x, xα)

∣∣∣∣
≤ 1

2
||Hess(ϕn−2)||∞

(∫
Ω×Ω
|x− xα|2dγn(x, xα)

)
=

1

2
||Hess(ϕn−2)||∞W 2

2 (ρn, ρ
α
n−1)

≤ ||Hess(ϕn−2)||∞
(
W 2

2 (ρn, ρn−1) +W 2
2 (ρn−1, ρ

α
n−1)

)
≤ ||Hess(ϕn−2)||∞

(
W 2

2 (ρn, ρn−1) + θ2W 2
2 (ρn−1, ρn−2)

)
,

where we used the dissipation estimate (1.11). Similarly by the consistency assumption (1.12)
on the extrapolation, there exists a constant Cϕ only depending on ϕ and Ω such that

In5 ≤ CϕW 2
2 (ρn−1, ρn−2) .

Using the bound (3.2), the estimates above imply that there exists a constant C > 0 such that
I2 ≤ Cτ . The whole term I1 is therefore converging to zero and % satisfies equation (3.12).

�

4. Extrapolation in Wasserstein space

In this section we consider the issue of defining geodesic extrapolations in the Wasserstein
space. In particular, we propose several notions of extrapolation operators Eα, which in some
cases verify the assumptions of Theorem 1.2, and discuss their relationship. To simplify
the exposition, in the whole section we consider the extrapolation problem on the whole
space P2(Rd), even though some of the proposed definitions may be adapted so that the
extrapolation of two measures in P(Ω) stays in P(Ω) (see Remark 4.7). This last property
is not required in our definition of the EVBDF2 scheme (1.8), but it is useful to produce a
fully-discrete scheme (see Section 6.3).
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As recalled in the introduction, a globally-minimizing geodesic with respect to the W2

metric is a curve ω : [t0, t1]→ P2(Rd) such that

(4.1) W2(ω(s0), ω(s1)) =
|s1 − s0|
|t1 − t0|

W2(ω(t0), ω(t1)) ,

for all s0, s1 ∈ (t0, t1). We say that ω : [t0, t1]→ P2(Rd) is a locally-minimizing geodesic if for
all t ∈ (t0, t1) there exists an open interval J 3 t such that (4.1) holds for all s0, s1 ∈ J∩(t0, t1).
From the discussion in Section 2, given two measures µ0, µ1 ∈ P2(Rd), if µ0 is absolutely
continuous there exists a unique globally length-minimizing geodesic connecting the two,
which is given by

(4.2) ω(t) = ((1− t)Id + t∇u)#µ0

for t ∈ [0, 1], where u is a uniquely defined convex function µ0-a.e. (up to an additive constant).
As a matter of fact, we have for all s0, s1 ∈ (0, 1),

(4.3)
W 2

2 (ω(s0), ω(s1)) ≤
∫
Rd
|(1− s0)x+ s0∇u(x)− (1− s1)x− s1∇u(x)|2dµ0(x)

= |s1 − s0|2W 2
2 (µ0, µ1),

where for the first inequality we used as competitor the plan ((1− s0)Id + s0∇u, (1− s1)Id +
s1∇u)#µ0, and for the second equality the optimality of the plan (Id,∇u)#µ0 for the transport
problem from µ0 to µ1. On the other hand, for s1 > s0, by the triangular inequality and (4.3)

W2(µ0, µ1) ≤W2(µ0, ω(s0)) +W2(ω(s0), ω(s1)) +W2(ω(s1), µ1)

≤ (s0 + 1− s1)W2(µ0, µ1) +W2(ω(s0), ω(s1)) ,

and therefore the inequality in (4.3) is an equality. Moreover, by similar calculations one can
verify that for any α ≥ 1 the curve t ∈ [0, α] 7→ ω(t), still defined as in (4.2), is a globally
length-minimizing geodesic if and only if u is β/α-convex, i.e. the function

(4.4) x 7→ αu(x)− β |x|
2

2
is convex,

with β = α − 1. However, in general, there is no guarantee that u is strongly-convex even if
µ0 and µ1 have smooth and strictly positive densities and for arbitrarily small β, as shown
by the following example.

Example 4.1 (Contraction flow). Take u = β
2α | · |

2, for α > 1 and β = α − 1. Then, for

any absolutely continuous µ0 ∈ P2(R2) and µ1 = (∇u)#µ0, there exists a unique globally
length-minimizing geodesic on (−∞, α] such that ω(0) = µ0 and ω(1) = µ1, which is given
by (4.2). On the other hand, since all trajectories cross at time α (i.e. (1− α)Id + α∇u = 0),
there exists no geodesic on (−∞, α′] (either local or global) with α′ > α satisfying the same
property.

In the case of compactly supported measures, globally length-minimizing geodesic exten-
sions may not exist even if particle trajectories do not cross. In this case, however, locally
length-minimizing extensions may still exist as shown in the next example.

Example 4.2 (Shear flow). For d = 2, let

µ0 =
1

2
(δz + δ−z) , µ1 =

1

2
(δz−v + δ−z+v)
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where z = (1, 1) and v = (1, 0). In this case, there exists a unique geodesic ω : R → P2(R2)
which is locally length-minimizing, and such that ω(0) = µ0 and ω(1) = µ1, which is given by

(4.5) ω(t) =
1

2
(δz−tv + δ−z+tv).

However, ω is globally length-minimizing only when restricted on (−∞, 2].

In order to define our scheme, we need an extrapolation operator which is well-defined even
when the geodesic extension (either globally or locally length-minimizing) does not exist. In
the following we will introduce different possible definitions and describe their properties.

4.1. Free-flow extrapolations. One possible strategy for defining an extrapolation consists
in disregarding the convexity condition on the Brenier potential in (4.4), and allowing particles
to cross each other while keeping their straight trajectories at constant speed. If µ0 ∈ P2(Rd)
is absolutely continuous, this amounts to defining, for any µ1 ∈ P2(Rd) and α > 1,

(4.6) Eα(µ0, µ1) = ((1− α)Id + α∇u)#µ0 ,

where u is a Brenier potential from µ0 to µ1 (uniquely defined µ0-a.e.). If µ0 is not absolutely
continuous, there may exist multiple geodesics and optimal transport plans from µ0 to µ1. In
general, we say that an extrapolation operator Eα yields a free-flow extrapolation if, denoting
by Γ(µ0, µ1) the set of optimal plans from µ0 to µ1, one has:

(4.7) ∀µ0, µ1 ∈ P2(Rd) , ∃ γ∗ ∈ Γ(µ0, µ1) : Eα(µ0, µ1) = (πα)#γ
∗ ,

where πα : Rd×Rd → Rd is the map defined by πα(x, y) = x+α(y−x). By construction, when
the geodesic induced by γ∗ in (4.7) admits a locally (or globally) length-minimizing geodesic
extension, the resulting free-flow extrapolation is always consistent with it (for example, free-
flow extrapolations yield the curve (4.5) in the case of Example 4.2). Furthermore, such
extrapolation operators are admissible for our scheme in the sense of Theorem 1.2, as shown
by the following proposition.

Proposition 4.3. Any free-flow extrapolation operator Eα : P2(Rd) × P2(Rd) → P2(Rd),
i.e. any map satisfying (4.7), is β-dissipative with β = α − 1, and in addition it verifies the
consistency assumption (1.12).

Proof. For simplicity, we only consider the case where µ0 is absolutely continuous. Let ∇u
the optimal transport map from µ0 to µ1. To prove the dissipativity, let γ̄ = (∇u, (1−α)Id +
α∇u)#µ0. Then γ̄ ∈ Π(µ1,Eα(µ0, µ1)) and by equation (2.1),

W 2
2 (µ1,Eα(µ0, µ1)) ≤

∫
|x− y|2dγ̄(x, y) = (1− α)2

∫
Ω
|Id−∇u|2µ1 = β2W 2

2 (µ0, µ1) .

For the consistency, let ϕ ∈ C∞c (Rd) and observe that, by the definition of pushforward,∫
ϕ (Eα(µ0, µ1)− αµ1 + βµ0) =

∫ [
ϕ
(
(1− α)x+ α∇u(x)

)
− αϕ

(
∇u(x)

)
+ βϕ(x)

]
dµ0(x) .

Using the Taylor expansion of ϕ around the point x in the integral on the right-hand side, we
find ∣∣∣∣∫ ϕ (Eα(µ0, µ1)− αµ1 + βµ0)

∣∣∣∣ ≤ αβ

2
‖Hess(ϕ)‖∞W 2

2 (µ0, µ1) .

In the general case where µ0 is not absolutely continuous, the proof is analogous replacing
transport maps by optimal plans. �
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4.2. Extrapolation with collisions. Free-flow extrapolations are the simplest way to ex-
tend geodesics after their maximal time of existence, but they are purely Lagrangian and they
cannot be easily implemented in an Eulerian setting. Here we describe an alternative route
to construct an extrapolation operator which prevents particles to cross, and which is based
on viscosity solutions of the Hamilton-Jacobi equation. The resulting operator can be imple-
mented in a robust way, but unfortunately it falls outside the hypotheses of the convergence
results presented in this work. In Section 7, we will describe its implementation in detail and
verify numerically that it leads to a second-order scheme.

Given µ0, µ1 ∈ P2(Rd), let us suppose that the optimal potential φ for the transport from
µ0 to a given measure µ1 on the time interval [0, 1], is such that

(4.8) φ(0, ·) is globally Lipschitz.

Then, the curve ω : [0,∞)→ P2(Rd) satisfying

(4.9) ω(t) =

[
∇co

(
(1− t) | · |

2

2
+ tu

)]
#

µ0 ,

where u = | · |2/2 + φ(0, ·) is a Brenier potential from µ0 to µ1, and where co denotes the
convex hull, is well-defined. We remark that (4.9) coincides at time t = α with the free-flow
extrapolation (4.6) as long as the convexity condition (4.4) holds. On the other hand, if such
condition is not verified, taking the convex envelope in (4.9) guarantees that the flow stays
monotone and particles cannot cross.

If (4.8) holds, one also has that the Hamilton-Jacobi equation (2.5) with intial condition
φ(0, ·) has a unique viscosity solution, which is given by the Hopf-Lax formula

(4.10) φ(t, ·) = Ht(φ(0, ·)), Ht(φ(0, ·))(x) := inf
y∈Rd

|x− y|2

2t
+ φ(0, y) .

Note that the evolution of the density transported by the velocity field ∇φ(t, ·) (via the
continuity equation) is also well-defined since so is its Lagragian flow [21, 6]. In the following
lemma we show that equations (4.10) and (4.9) are closely related.

Lemma 4.4. Let φ : [0,∞)×Rd → R be the unique viscosity solution to the Hamilton-Jacobi
equation, or equivalently verifying (4.10) for t > 0, with φ(0, ·) being a Lipschitz function,

and denote u := φ(0, ·) + |·|2
2 . Let µ0 ∈ P2(Rd) be an absolutely continuous measure and

ω : [0,∞)→ P2(Rd) be the curve defined by (4.9) for all t ≥ 0. Then,

(1) for all t ≥ 0, ω(t) solves

(4.11) min
µ∈P2(Rd)

W 2
2 (µ0, µ)

2t
−
∫
Rd
φ(t, ·)µ ;

(2) if d = 1, ω is a weak solution to the continuity equation with velocity ∇φ(t, ·).

Proof. Concerning the first point, note that for any function ψ it holds:

(4.12)

|y|2

2
− tHt(ψ)(y) =

|y|2

2
− inf

x

|x− y|2

2
+ tψ(x)

= sup
x
y · x−

(
|x|2

2
+ tψ(x)

)
=

(
| · |2

2
+ tψ(·)

)∗
(y), ∀y .

In particular, this implies that −tφ(t, ·)+|·|2/2 is convex. Hence, by the optimality conditions

of problem (4.11) [32, Example 7.21], an optimal potential φ̃ : [0, t] × Rd → R from µ0 to µ

can be selected by setting φ̃(t, ·) = φ(t, ·). Since by definition φ̃(t, ·) = Ht(φ̃(0, ·)) one can
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deduce that φ̃(0, ·) = −Ht(−φ(t, ·)). Therefore, the optimal transport map from µ0 to the

optimal measure µ is the gradient of |·|
2

2 − tHt(−φ(t, ·)) = |·|2
2 − tHt(−Ht(φ(0, ·))). Applying

two times (4.12) we conclude.
For the second part, we refer to Proposition 4.1 in [2], where an explicit expression for the

measure transported by the flow is provided. �

Remark 4.5. For d > 1, the curve (4.9) does not coincide in general with the solution of
the continuity equation with velocity ∇φ(t, ·). This is because (4.9) completely disregards the
dynamics of mass within the shocks, which may be non-trivial [2, 6].

There are two main problems with using (4.9) to define an extrapolation operator, i.e.
setting Eα(µ0, µ1) = ω(α). First, the initial potential φ(0, ·) is uniquely defined only µ0-a.e.,
however the value of the potential outside the support of µ0 does affect the final measure ω(α)
for α > 1. Second, because of the same reason one can easily construct solutions that are not
dissipative in the sense of Definition 1.1: for example, one can take µ0 = µ1 with compact
support and select an initial potential outside the support in such a way that ω(α) (defined
as in the previous lemma) is different from µ1.

Remark 4.6 (Extrapolation via pressureless fluids). With the same notation as above, one
could construct geodesic continuations also by looking for solutions ω : [0,∞) → P2(Rd),
v : [0,∞)→ L2(ω(t);Rd), of the following system of PDEs:

(4.13)

{
∂tω + div(ωv) = 0 ,
∂t(ωv) + div (ωv ⊗ v) = 0 ,

,

with zero boundary flux and initial conditions given by

ω(0) = µ0 , v(0, ·) = ∇φ(0, ·) .

System (4.13) describes the evolution of a pressureless fluid with given initial density and
velocity. In fact, any sufficiently regular solution (ω, v) of problem (2.2) on the time interval
[0, 1] also solves (4.13), since the absence of shocks implies that the Hamilton-Jacobi equation
is equivalent to the conservation of momentum, i.e. the second equation in (4.13). Moreover,
dissipative solutions to such system, i.e. for which the kinetic energy E : [0,∞) → R+ given
by

E(t) :=

∫
Rd
ω(t)|v(t)|2

is nonincreasing, provide a dissipative notion of extrapolation, since by equation (2.2), for any
α = 1 + β > 1

W 2
2 (µ1, ω(α)) ≤ β

∫ α

1
dt

∫
Rd
ω(t)|u(t)|2 ≤ β2

∫ 1

0
dt

∫
Rd
ω(t)|u(t)|2 = β2W 2

2 (µ0, µ1) .

Such solutions can be constructed by requiring a sticky collision condition, which enforces
particles to share the same position after their collision. In dimension higher than one, few
results exist on the well-posedness of system (4.13), so we will not consider this case in detail.
On the other hand, in dimension one, sticky solutions to system (4.13) have been widely
studied in the literature. In particular, Brenier and Grenier [7] showed that one can construct
solutions to (4.13) using the unique entropy solution of a scalar conservation law, and in
particular a solution to (4.13) is given by the curve

ω(t) = X̃(t, ·)#µ0,
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with

(4.14) X̃(t, x) := (∂xcoψ(t, ·)) ◦ F0(x) , ψ(t, s) :=

∫ s

0
X(t, F

[−1]
0 (s′)) ds′ ,

where X is defined as in (2.8), and F
[−1]
0 : [0, 1] → R is the quantile function of µ0, i.e. the

pseudo-inverse of its comulative distribution function F0 : x →
∫ x
−∞ dµ0(x). Note that as

long as the geodesic can be extended ψ(t, ·) stays convex (as it is the integral of a monotone

function) and therefore the definitions for X(t, ·) and X̃(t, ·), respectively in (2.8) and (4.14),
coincide. We will show that in this case the resulting notion of extrapolation coincide with
that provided by the metric extrapolation, which is discussed in detail in the next section.

4.3. Metric extrapolation. In analogy with the Euclidean case (see equation (1.13)), one
can adopt a variational definition for the extrapolation, which we refer to as metric extrapo-
lation, and which is defined for all α > 1 and for all µ0, µ1 ∈ P2(Rd) by

(4.15) Eα(µ0, µ1) := argmin
ρ∈P2(Rd)

F(µ0, µ1; ρ) , F(µ0, µ1; ρ) := αW 2
2 (ρ, µ1)− βW 2

2 (ρ, µ0) ,

where β = α−1. In Proposition 4.11 we will show that problem (4.15) admits indeed a unique
solution, which justifies the definition of the metric extrapolation.

Remark 4.7. Alternatively, one can define the metric extrapolation as in equation (1.14),
via a minimization on probability measures in P(Ω) over a given domain Ω. In this case,
differently from the free-flow case (4.6), the support of the extrapolated measures is always
contained in Ω̄. The results of this section hold also in this case without major changes.

First of all, we observe that by the triangular and Young’s inequalities, for any ρ, µ0, µ1 ∈
P2(Rd)

W 2
2 (ρ, µ0) ≤

(
1 +

1

β

)
W 2

2 (ρ, µ1) + (1 + β)W 2
2 (µ0, µ1)

and therefore

(4.16) F(µ0, µ1; ρ) ≥ −αβW 2
2 (µ0, µ1).

Then, if there exists a unique geodesic (4.2) from µ0 to µ1 and this can be continued up
to time α, i.e. if the associated Brenier potential u is β/α-convex, then the lower bound is
attained only by ρ = ω(α) with

ω(α) = ((1− α)Id + α∇u)#µ0,

since by equation (1.9)

W 2
2 (µ0, ω(α)) = α2W 2

2 (µ0, µ1) , W 2
2 (µ1, ω(α)) = β2W 2

2 (µ0, µ1) .

Remark 4.8. Note that if the geodesic extension is only locally (but not globally) minimising,
then it may not be recovered as a solution of problem (4.15): for instance, this is the case for
the shear flow example 4.2, in which case one can compute the explicit solution to the metric
extrapolation problem, which is represented in Figure 3.

Existence and uniqueness for minimizers of problem (4.15) actually hold in general due to
the fact that the functional F is strongly convex along particular curves known as generalized
geodesics. To describe such curves we will need the following lemma:
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µ0

µ1
x

y

µα

Figure 3. Metric extrapolation in the setting of Example 4.2. The black solid
line connecting the support of the three measures represents the trajectory
followed by the extrapolated measure for different values of the parameter α.

Lemma 4.9 (Lemma 5.3.2 in [1]). Let γ0,1, γ0,2 ∈ P2(Rd × Rd) be two plans with the same

first marginal, i.e. such that for all ϕ ∈ C0
b (Rd)∫

ϕ(x0)dγ0,1(x0, x1) =

∫
ϕ(x0)dγ0,2(x0, x2) .

Then, there exists a plan γ ∈ P2(Rd × Rd × Rd) such that for all ψ ∈ C0
b (Rd × Rd)

(4.17)

∫
ψ(x0, x1)dγ(x0, x1, x2) =

∫
ψ(x0, x1)dγ0,1(x0, x1) ,∫

ψ(x0, x2)dγ(x0, x1, x2) =

∫
ψ(x0, x2)dγ0,2(x0, x2) .

Given three measures ν0, ν1, ν2 ∈ P2(Rd), let γ0,1 ∈ P2(Rd × Rd) and γ0,2 ∈ P2(Rd × Rd)
optimal transport plans from ν0 to ν1 and from ν0 to ν2, respectively. A generalized geodesic
from ν1 to ν2 with base ν0 is a curve ω : [0, 1]→ P2(Rd) satisfying, for all ϕ ∈ C0

b (Rd),∫
ϕω(t) =

∫
ϕ(x1(1− t) + x2t)dγ(x0, x1, x2)

where γ ∈ P2(Rd × Rd × Rd) is a plan verifying (4.17). The existence of such a plan is a
consequece of Lemma 4.9. In the case where ν0 is absolutely continuous, denoting by T0,1 and
T0,2 the optimal transport plans from ν0 to ν1 and from ν0 to ν2 respectively, there exists a
unique generalized geodesic from ν1 to ν2 with base ν0 which is given by

(4.18) ω(t) = ((1− t)T0,1 + tT0,2)#ν0 .

A functional J : P2(Rd)→ R is λ-convex along generalized geodesics based in ν0, if for all ν1

to ν2 and for all generalized geodesics ω : [0, 1]→ P2(Rd) from ν1 to ν2 with base ν0,

(4.19) J (ω(t)) ≤ (1− t)J (ν1) + tJ (ν2)− λt(1− t)
2

∫
|x1 − x2|2dγ(x0, x1, x2)

with γ satisfying equation (4.17). We say that the functional J is λ-convex along generalized
geodesics if the previous definition holds true for any ν0 ∈ P2(Rd).

The following result was proven in [27] and provides the strong convexity of the functional
F along generalized geodesics. For completeness, we include the proof in our setting.
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Lemma 4.10 (Theorem 3.4 in [27]). For any µ0, µ1 ∈ P2(Rd), the functional F(µ0, µ1; ·) :
P2(Rd) → R defined in (4.15) is 2-convex along generalized geodesics based in µ1. In partic-
ular, for any µ2, µ3 ∈ P2(Rd) there exists a curve ω : [0, 1] → P2(Rd), ω(0) = µ2, ω(1) = µ3,
such that for all t ∈ [0, 1], it holds:

(4.20) F(µ0, µ1;ω(t)) ≤ (1− t)F(µ0, µ1;µ2) + tF(µ0, µ1;µ3)− t(1− t)W 2
2 (µ2, µ3).

Proof. We take as ω any generalized geodesic based in µ1 and from µ2 to µ3. In particular,
for all ψ ∈ C0

b (Rd), ∫
ϕω(t) =

∫
ϕ(x2(1− t) + x3t)dγ(x1, x2, x3)

where γ ∈ Π(µ1, µ2, µ3) verifies for all ψ ∈ C0
b (Rd × Rd),∫

ψ(x1, x2)dγ(x1, x2, x3) =

∫
ψ(x1, x2)dγ1,2(x1, x2) ,∫

ψ(x1, x3)dγ(x1, x2, x3) =

∫
ψ(x1, x3)dγ1,3(x1, x3) ,

with γ1,2 and γ1,3 being optimal plans from µ1 to µ2 and from µ1 to µ3, respectively.

For a fixed t ∈ (0, 1), we denote by π1,t : Rd × Rd × Rd → Rd × Rd the map defined by
π1,t(x1, x2, x3) = (x1, (1− t)x2 + tx3). Then γ1,t := (π1,t)#γ ∈ Π(µ1, ω(t)) and therefore:
(4.21)

W 2
2 (µ1, ω(t)) ≤

∫
|xt − x1|2dγ1,t(x1, xt)

=

∫
|(1− t)x2 + tx3 − x1|2dγ(x1, x2, x3)

= (1− t)W 2(µ1, µ2) + tW 2(µ1, µ3)− t(1− t)
∫
|x2 − x3|2dγ(x1, x2, x3) .

On the other hand, again for a given t ∈ (0, 1), let us define the plan γt,3 ∈ Π(ω(t), µ3),

satisfying for all ψ ∈ C0
b (Rd × Rd):

(4.22)

∫
ψ(xt, x3)dγt,3(xt, x3) =

∫
ψ((1− t)x2 + tx3, x3)dγ(x1, x2, x3).

Denoting by γt,0 an optimal transport plan from ω(t) to µ0, by Lemma 4.9, there always exist

a plan η ∈ Π(ω(t), µ3, µ0) such that for all ψ ∈ C0
b (Rd × Rd):

(4.23)

∫
ψ(xt, x3)dη(xt, x3, x0) =

∫
ψ(xt, x3)dγt,3(xt, x3) ,∫

ψ(xt, x0)dη(xt, x3, x0) =

∫
ψ(xt, x0)dγt,0(xt, x0) .

Let Λ : R3d → R3d be the diffeomorphism defined by Λ(x2, x3, x0) = ((1 − t)x2 + tx3, x3, x0)
and denote η̃ = Λ−1

# η. Note that by equations (4.22) and (4.23), η̃ ∈ Π(µ2, µ3, µ0). Hence, we
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have that
(4.24)

W 2
2 (µ0, ω(t)) =

∫
|xt − x0|2dη(xt, x3, x0)

=

∫
|(1− t)x2 + tx3 − x0|2dη̃(x2, x3, x0)

=

∫ [
(1− t)|x2 − x0|2 + t|x3 − x0|2 − t(1− t)|x2 − x3|2

]
dη̃(x2, x3, x0)

≥ (1− t)W 2
2 (µ0, µ2) + tW 2

2 (µ0, µ3)− t(1− t)
∫
|x2 − x3|2dγ(x1, x2, x3).

We obtain the result combining the estimates in (4.21) and (4.24), and using the relation
α− β = 1. Inequality (4.20) is finally obtained bounding the transport cost from µ2 to µ3 by
W 2

2 (µ2, µ3). �

Proposition 4.11. The metric extrapolation problem (4.15) admits a unique solution µα.
Moreover, the metric extrapolation is β-dissipative, i.e.

(4.25) W2(µ1, µα) ≤ βW2(µ0, µ1) ,

and for all µ ∈ P2(Rd),

(4.26) W 2
2 (µ, µα) + F(µ0, µ1;µα) ≤ F(µ0, µ1;µ) .

Proof. The functional F is bounded from below by (4.16) and it is stongly convex along
generalized geodesics by Lemma 4.10. This latter fact implies uniqueness of the solution. Re-
garding existence, notice first that we need to resort to Prokhorov’s theorem for compactness
in the weak-* topology, since the base space is not compact (see [32, Chapter 1]). Second, the
Wasserstein distance on P2(Rd) is not continuous with respect the weak-* topology, but it is
continuous along sequences of probability measures whose second-order momenta are converg-
ing as well [32, Theorem 5.11]. Convergence of momenta can be established for a minimizing
sequence of F thanks again to strong convexity. Let (µn)n be a minimizing sequence. For
N ∈ N and n > N , consider a generalized geodesic ω as in Lemma 4.10, based in µ1 and with
ω(0) = µn and ω(1) = µN . From (4.20) and the bound (4.16), we obtain for a fixed t ∈ (0, 1):

t(1− t)W 2
2 (µn, µN ) ≤ (1− t)F(µ0, µ1;µn) + tF(µ0, µ1;µN ) + αβW 2

2 (µ0, µ1)

≤ F(µ0, µ1;µN ) + αβW 2
2 (µ0, µ1) .

As this inequality holds for all n > N , this implies that the sequence of momenta of µn

is uniformly bounded. In turn, this further implies that the sequence is tight. Hence, by
Prokhorov’s theorem we can extract a subsequence converging to µα. Up to extraction of
another subsequence, the momenta converge as well and therefore µα is the minimizer of F .

Inequality (4.26) derives again from Lemma 4.10. For a given µ ∈ P2(Rd), consider again
a generalized geodesic ω as in Lemma 4.10, with ω(0) = µα and ω(1) = µ. By optimality of
µα, it holds

0 ≤ F(µ0, µ1;ω(t))−F(µ0, µ1;µα)

≤ t
(
F(µ0, µ1;µ)−F(µ0, µ1;µα)

)
− t(1− t)W 2

2 (µ, µα) ,

which, dividing by t and taking the limit t → 0, gives (4.26). Using (4.16) on the left-hand
side of (4.26) and then taking µ = µ1, we obtain the estimate (4.25).

�
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In order to prove the consistency assumption we will use the following optimality conditions
for problem (4.15).

Lemma 4.12. Let µα be the unique solution to problem (4.15). There exist two optimal
transport plans γ0,α and γ1,α from µ0 to µα and from µ1 to µα, respectively, such that

(4.27) α

∫
〈xα − x1, ξ(xα)〉dγ1,α(x1, xα)− β

∫
〈xα − x0, ξ(xα)〉dγ0,α(x0, xα) = 0 ,

for any ξ ∈ C∞c (Rd;Rd).

Proof. In order to prove the result we construct a sequence of approximated smooth variational
problems and pass to the limit in the optimality conditions. Let us define for ε > 0,

(4.28) Fε(µ0, µ1;µ) := F(µ0, µ1;µ) + εU(µ) ,

where U denotes the entropy defined in (3.6) (replacing Ω with Rd), and the regularized
problem

(4.29) inf
ρ∈P2(Rd)

Fε(µ0, µ1; ρ) .

Problem (4.29) admits a unique solution µεα which is now absolutely continuous. The proof is
the same as in Proposition 4.11 since U is convex along generalized geodesics, bounded from
below and lower semi-continuous for the weak-* topology. By applying Lemma 3.5 (adapted
to the case where Ω = Rd), we can write down the necessary optimality conditions of problem
(4.29):

(4.30)
dFε(µ0, µ1;ω(s))

ds

∣∣∣∣
s=0

= 2α

∫
〈xα − x1, ξ(xα)〉dγε1,α(x1, xα)

− 2β

∫
〈xα − x0, ξ(xα)〉dγε0,α(x0, xα)− ε

∫
∇ · ξ(x)dµεα(x) = 0 ,

for any ξ ∈ C∞c (Rd;Rd), where ω : (−δ, δ)→ P2(Rd) is the curve of measures defined by (3.9)
with ω(0) = µα, and where we now denote by γε0,α and γε1,α the optimal transport plans from
µ0 to µεα and from µ1 to µεα, respectively.

We want to show that problem (4.29) Γ-converges towards problem (4.15) in order to pass
to the limit in the optimality conditions. By the lower semi-continuity of F and the fact that
U is bounded from below, the Γ-lim inf is obvious,

F(µ0, µ1; ρ) ≤ lim inf
ε
F(µ0, µ1; ρε) ≤ lim inf

ε
Fε(µ0, µ1; ρε) ,

for any ρε → ρ in the Wasserstein sense. Concerning the Γ-lim sup, if U(µα) < +∞ we can take
ρε = µα as recovering sequence. Otherwise, since the set of absolutely continuous measures
is dense in P2(Rd), we can take a sequence of absolutely continuous measures ρε converging
to µα with respect to the Wasserstein metric. Since U(µα) = ∞, up to a reparametrization
we can assume that the entropy is increasing and that

U(ρε) ≤
C√
ε
,

for a constant C independent of ε. Then it holds:

lim sup
ε
Fε(µ0, µ1; ρε) = lim

ε
Fε(µ0, µ1; ρε) = F(µ0, µ1;µα) .

Therefore problem (4.29) Γ-converges to problem (4.15), which implies that µεα → µα in the
Wasserstein sense. By the stability of optimal transport plans [36, Theorem 5.20], there exist
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optimal plans γ0,α and γ1,α from µ0 to µα and from µ1 to µα, respectively, such that (up to
the extraction of a subsequence)

γε0,α −→ γ0,α , γε1,α −→ γ1,α ,

in the Wasserstein sense. As the vector field ξ is smooth, passing to the limit in (4.30) we
obtain (4.27).

�

Proposition 4.13. The metric extrapolation defined via (4.15) verifies the consistency as-
sumption (1.12).

Proof. Using the same notation as in the statement of Lemma 4.12, we have that for all
ϕ ∈ C∞c (Rd)∫
ϕ (µα−αµ1 +βµ0) = α

∫
(ϕ(x1)−ϕ(xα))dγ1,α(x1, xα)−β

∫
(ϕ(x0)−ϕ(xα))dγ0,α(x0, xα) .

Using the Taylor expansion of ϕ at xα in both integrals on the right-hand side, Lemma 4.12,
and the dissipation property (4.25), we obtain∣∣∣∣∫ ϕ (µα − αµ1 + βµ0)

∣∣∣∣ ≤ ‖Hessϕ‖∞(αW 2
2 (µ1, µα) + βW 2

2 (µ0, µα))

≤ αβ‖Hessϕ‖∞W 2
2 (µ0, µ1).

�

Remark 4.14 (Relation with pressureless fluids). In dimension one, the Wasserstein distance
W2 coincides with the L2 distance between the quantile functions. In particular, the metric
extrapolation µα is given by

µα = (Gα)#dx|[0,1] , Gα := argmin
G∈L2([0,1],R)
monotone

α‖G− F [−1]
1 ‖2L2 − β‖G− F [−1]

0 ‖2L2 ,

where F
[−1]
0 and F

[−1]
1 are the quantiles of µ0 and µ1, respectively. The solution to this problem

coincides with the sticky particle model described in Remark 4.6, i.e. Gα = X̃(α, ·) with X̃ as
in (4.14).

Remark 4.15 (Dual formulation of the metric extrapolation). Let us recall that the optimal
transport problem (2.1) admits the following dual formulation [36, Theorem 5.10]:

(4.31)
W 2(µ0, µ1)

2
= sup

φ0

{∫
H1(φ0)µ1 −

∫
φ0µ0 :

| · |2

2
+ φ0(·) is convex

}
,

and if µ0 is absolutely continuous, this admits a unique maximiser φ0, and u(·) := |·|2
2 + φ0(·)

is the Brenier potential from µ0 to µ1. However, the associated geodesic from µ0 to µ1 can be
extended up to time α > 1 only if (4.4) holds, or equivalently if

(4.32) x 7→ |x|
2

2
+ αφ0(x) is convex.

Therefore, in order to construct an extrapolation, one can instead consider the problem

(4.33) sup
φ0

{∫
H1(φ0)µ1 −

∫
φ0µ0 :

| · |2

2
+ αφ0(·) is convex

}
,
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and, if µ0 is absolutely continuous, set

Eα(µ0, µ1) = (∇uα)#µ0,

where uα(·) := |·|2
2 + αφ0(·) and φ0 solves (4.33). This extrapolation is well defined and it

turns out to be a dual formulation for the metric extrapolation in the spirit of [12]. However,
even if very natural, this dual point of view was not needed for the results presented here, and
therefore it will be developed in a future work.

5. Convergence in the EVI sense

Let us now make the further assumption that the energy functional E is λ-convex in the
generalized geodesic sense on P(Ω), for λ ∈ R+ (see equation (4.19), and recall that Ω is
supposed to be convex, so generalized geodesics with endpoints in P(Ω) are well-defined as
curves on P(Ω)). We recall that a curve % : [0, T ] → P(Ω), %(0) = ρ0, is a Wasserstein
gradient flow in the EVI sense if for any ν ∈ P(Ω) it holds

(5.1)
d

dt

1

2
W 2

2 (%(t), ν) ≤ E(ν)− E(%(t))− λ

2
W 2

2 (%(t), ν), ∀t ∈ (0, T ) ,

or, equivalently, if for all r, s ∈ (0, T ) with r ≤ s it holds

(5.2)
1

2
W 2

2 (%(s), ν)− 1

2
W 2

2 (%(r), ν) ≤ E(ν)(s− r)−
∫ s

r
(E(%(t)) +

λ

2
W 2

2 (%(t), ν))dt .

In this section, we show that the limit curve extracted from the time discretization (1.8) using
the metric extrapolation (4.15) satisfies the inequality (5.2).

We first show that for scheme (1.8)-(4.15) a discrete version of the inequality (5.2) holds.
As the Wasserstein distance W 2

2 (·, ραn−1) is 2-convex along any generalized geodesic based in
ραn−1 (see, e.g., the proof of Lemma 4.10), the overall functional

(5.3) G(ρn−1, ρn−2; ρ) =
W 2

2 (ρ, ραn−1)

2(1− β)τ
+ E(ρ) ,

is 1
(1−β)τ + λ > 0 convex along any generalized geodesic on P(Ω) based in ραn−1. Note that in

order to consider the case λ < 0 one should explicitly add a restriction on the time step τ so
that 1

(1−β)τ + λ > 0.

Lemma 5.1. At each step n, for all ν ∈ P(Ω), the following inequality holds:

(5.4)
( 1

2(1− β)τ
+
λ

2

)
W 2

2 (ρn, ν)− αW
2
2 (ν, ρn−1)

2(1− β)τ
+ β

W 2
2 (ν, ρn−2)

2(1− β)τ

≤ E(ν)− E(ρn) + αβ
W 2

2 (ρn−1, ρn2)

2(1− β)τ
−
W 2

2 (ρn, ρ
α
n−1)

2(1− β)τ
.

Proof. By the discussion above, considering the generalized geodesic ω between ν and ρn with
base ραn−1, and using the optimality of ρn, we obtain

0 ≤ G(ρn−1, ρn−2;ω(t))− G(ρn−1, ρn−2; ρn)

≤ t(G(ρn−1, ρn−2; ν)− G(ρn−1, ρn−2; ρn))− 1

2

( 1

(1− β)τ
+ λ

)
t(1− t)W 2

2 (ρn, ν).

Dividing by t and taking the limit t→ 0, this yields( 1

2(1− β)τ
+
λ

2

)
W 2

2 (ρn, ν)−
W 2

2 (ν, ραn−1)

2(1− β)τ
≤ E(ν)− E(ρn)−

W 2
2 (ρn, ρ

α
n−1)

2(1− β)τ
.
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Adding on both side the term − 1
2(1−β)τF(ρn−1, ρn−2; ραn−1), using (4.26) on the left-hand side,

we obtain( 1

2(1− β)τ
+
λ

2

)
W 2

2 (ρn, ν)− αW
2
2 (ν, ρn−1)

2(1− β)τ
+ β

W 2
2 (ν, ρn−2)

2(1− β)τ

≤ E(ν)− E(ρn)− 1

2(1− β)τ
F(ρn−1, ρn−2; ραn−1)−

W 2
2 (ρn, ρ

α
n−1)

2(1− β)τ
.

Finally, using (4.16) on the right-hand side we conclude. �

Proof of Theorem 1.3. We recall that thanks to the classical estimate (3.2) (Lemma 3.2), the
piecewise constant curve

ρτ (t) =
N∑
n=1

ρn−11(tn−1,tn] , ρτ (0) = ρ0 ,

converges uniformly in the W2 distance to an absolutely continuous limit curve % : [0, T ] →
P(Ω) (see Proposition 3.4). In order to prove convergence of the scheme in the EVI sense, we
show that this curve satisfies inequality (5.2). Thanks to the uniform convergence in time,
the procedure is the same as in [27, Theorem 5.1].

For simplicity, assume that given r, s ∈ (0, T ), r ≤ s, there exist Nτ ,Mτ ∈ N, Nτ ≤ Mτ ,
such that r = Nττ, s = Mττ , ∀τ . We multiply by τ inequality (5.4) and sum over n from Nτ

to Mτ to obtain the discrete integral form of the EVI:

(5.5)
1

2(1− β)

Mτ∑
n=Nτ

(
W 2

2 (ρn, ν)− αW 2
2 (ν, ρn−1) + βW 2

2 (ν, ρn−2)
)

≤ E(ν)(t− s)−
Mτ∑
n=Nτ

τ
(
E(ρn) +

λ

2
W 2

2 (ρn, ν)
)

+
1

2(1− β)

Mτ∑
n=Nτ

(
αβW 2

2 (ρn−1, ρn−2)−W 2
2 (ρn, ρ

α
n−1)

)
.

By canceling out terms, the left-hand side is equal to

(5.6)
1

2(1− β)

(
−αW 2

2 (ν, ρNτ−1) + βW 2
2 (ν, ρNτ−2) + βW 2

2 (ν, ρNτ−1)

+W 2
2 (ρMτ−1, ν) +W 2

2 (ρMτ , ν)− αW 2
2 (ν, ρMτ−1)

)
,

and thanks to the uniform convergence in the Wasserstein distance, (5.6) converges to

1

2
W 2

2 (%(s), ν)− 1

2
W 2

2 (%(r), ν) ,

for τ → 0, where we recall α − β = 1. Concerning the right-hand side, thanks again to the
uniform convergence in the Wasserstein distance, the lower semi-continuity of E and Fatou’s
lemma, we have

lim sup
n→∞

−
Mτ∑
n=Nτ

τ
(
E(ρn) +

λ

2
W 2

2 (ρn, ν)
)
≤ −

∫ s

r

(
E(%(t)) +

λ

2
W 2

2 (%(t), ν)
)

dt .
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Finally, owing to bound (3.2), we estimate the last contribution of (5.5) as∑
n

αβW 2
2 (ρn−1, ρn−2)−W 2

2 (ρn, ρ
α
n−1) ≤

∑
n

αβW 2
2 (ρn−1, ρn−2) ≤ Cτ,

which converges to zero. As a consequence, we recover the continuous inequality (5.2).
�

6. Finite volume discretization

In this section we describe a space-time discretization of the proposed approach which yields
numerically second-order accuracy both in space and time. We consider a discretization in
the Eulerian framework of finite volumes. In this setting, neither the free-flow extrapolation
nor the metric one have a straightforward implementation. For this reason, we will construct
a discrete extrapolation operator based on formula (4.11): in this way the extrapolation step
is cast in a variational way allowing for a robust implementation. Although not satisfying
the hypotheses of theorem (1.2), this choice leads to a convergent and second order accurate
scheme, as we will show numerically. As explained in Remark 4.5, the variational step (4.11)
differs from the direct forward integration of the continuity equation. This latter is a viable
alternative to define a discrete extrapolation and leads to second order accuracy as well (see
[35]), but it is not clear how to discretize this in a robust way.

The fundamental tool is the solution of JKO steps, which requires the expensive problem
of computing the Wasserstein distance. Following [11, 28], we linearize the Wasserstein dis-
tance obtaining LJKO steps, a more affordable problem to solve. Remarkably, this approach
preserves the second order accuracy in time of our time discretization. The discretization
in space is based instead on Two-Point Flux Approximation (TPFA) finite volumes with a
centered choice for the mobility, which leads to simple and flexible schemes which are second
order accurate in space.

6.1. Discrete setting. TPFA finite volumes require a sufficiently regular partitioning of the
domain Ω, according to [17, Definition 9.1]. For simplicity, we describe the methodology in
two dimensions only, although generalizations to arbitrary dimensions are possible, and for
Ω ⊂ R2 being a polygonal domain. The discretization of Ω consists of three sets: the set
of cells K ∈ T ; the set of edges σ ∈ Σ, which is composed of the two subsets of internal
edges Σ and external edges Σ \ Σ; the set of cell centers (xK)K∈T . We will denote the

finite volume mesh as
(
T ,Σ, (xK)K∈T

)
. The fundamental regularity hypothesis we need to

construct TPFA schemes is the orthogonality between each internal edge σ = K|L ∈ Σ and
the segment xL − xK . Typical example of meshes that can be used to this end are Cartesian
grids, Voronoi tessellations and Delaunay triangulations, by taking the circumcenters of the
polygonal cells as cell centers.

For each cell K ∈ T , we denote ΣK and ΣK the subsets of edges and internal edges
belonging to K, and by mK the measure of the cell. The mesh size h is the largest among all
cells’ diameters, h := maxK∈T diam(K), and characterizes the refinement of the mesh. For
every internal edge, the diamond cell ∆σ is the quadrilateral with vertices given by the cell
centers, xK and xL, and the vertices of the edge. Denoting by dσ := |xL − xK | and mσ the

measure of the edge, the measure of the diamond cell is equal to m∆σ = mσdσ
d , where d stands

for the space dimension. Finally, we denote by dK,σ the Euclidean distance between the cell

center xK and the midpoint of the edge σ ∈ ΣK , and by nK,σ the outward unit normal of the
cell K on the edge σ.
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The finite volume methodology introduces two levels of discretization, on cells and edges.
The first one is used to discretize scalar quantities whereas the second one for vectorial ones.
To this end, we introduce three discrete inner product spaces (RT , 〈·, ·〉T ), (RΣ, 〈·, ·〉Σ) and
(FT , 〈·, ·〉FT ). The scalar products 〈·, ·〉T and 〈·, ·〉Σ are defined as

〈·, ·〉T : (a, b) ∈ [RT ]2 7→
∑
K∈T

aKbKmK ,

〈·, ·〉Σ : (u,v) ∈ [RΣ]2 7→
∑
σ∈Σ

uσvσmσdσ .

The space FT is the space of consevative fluxes, it is defined by

FT = {F = (FK,σ, FL,σ)σ∈Σ ∈ R2Σ : FK,σ + FL,σ = 0} ,

and its scalar product is

〈·, ·〉FT : (F ,G) ∈ [FT ]2 7→
∑
σ∈Σ

(FK,σGK,σ + FL,σGL,σ)
mσdσ

2
.

Note that the space FT is defined on internal edges only. This is sufficient, since we are
dealing with no flux boundary value problems, and therefore we can neglect the flux variables
on the boundary. We denote Fσ = |FK,σ| = |FL,σ| the modulus of the flux on each internal

edge σ = K|L ∈ Σ and, by convention, |F | = (Fσ)σ∈Σ ∈ RΣ and |F |2 = (F 2
σ )σ∈Σ ∈ RΣ, for

F ∈ FT .
According to finite volumes, the discrete divergence operator divT : FT → RT is defined in

an integral sense as

(divT F )K := divKF :=
1

mK

∑
σ∈ΣK

FK,σmσ ,

that is, for each cell, the discrete divergence is computed as the sum of the fluxes across
its boundary. The discrete gradient ∇Σ : RT → FT is defined by duality, requiring that
〈∇Σa,F 〉FT = −〈a, divT F 〉T , for all a ∈ RT and F ∈ FT . Then, it holds

(∇Σa)K,σ := ∇K,σa :=
aL − aK
dσ

.

Both the discrete divergence and gradient operators automatically inherit the zero flux bound-
ary condition from the definition of FT .

The space (RΣ, 〈·, ·〉Σ) is introduced in order to match the two different discretizations on
cells and edges. In order to reconstruct variables defined on cells to the edges, and viceversa,
we need two reconstruction operators. We use a centered reconstruction for the mobility in
order to attain the second order accuracy in space. To this end, we use the weighted arithmetic
average operator LΣ : RT → RΣ and its adjoint L∗Σ : RΣ → RT (with respect to the two scalar
products):

(6.1) (LΣa)σ := λK,σaK + λL,σaL , (L∗Σu)K :=
∑
σ∈ΣK

λK,σuσ
mσdσ
mK

,

for a ∈ RT and u ∈ RΣ, with λK,σ + λL,σ = 1,∀σ = K|L ∈ Σ. Two possible choices for

the weights are (λK,σ, λL,σ) = (
dK,σ
dσ

,
dL,σ
dσ

) or (1
2 ,

1
2), both leading to second order accurate

schemes in space [28]. The former choice is possible only if xK ∈ K, which may not be always
the case for arbitrary admissible meshes.
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Remark 6.1. The definition of the reconstruction operators and the choice of weights may
be delicate in general for the discretization of dynamical optimal transport, depending on the
discretization chosen for Ω. See [19, 29] for details. Notice in particular that the choice
(λK,σ, λL,σ) = (1

2 ,
1
2) may lead to convergence failure in very simple settings [19, Section 5].

Nevertheless, in the context of the discretization of Wasserstein gradient flows the definition
of the reconstruction is more flexible, see [11, 18].

6.2. Discrete
.
H−1 norm. As suggested in [23, 16, 29], a convenient choice for the time

discretization of the Wasserstein distance (2.2) is to use a staggered time discretization for
the velocity and the density on subintervals of the time interval [0, 1], and reconstruct the
density on intermediate steps via arithmetic average. It has been shown numerically in [11, 28]
that a single step discretization on the whole interval is sufficient in order to preserve the first-
order accuracy of the JKO scheme (1.3). Following the same ideas, here we approximate the
Wasserstein distance between two measures µ, ν ∈ P(Ω) as

(6.2)
1

2
W 2

2 (µ, ν) ≈ sup
φ

∫
Ω
φ(µ− ν)− 1

2

∫
Ω

(µ+ ν

2

)
|∇φ|2 .

Formula (6.2) is obtained by discretizing in one step problem (2.2) and by applying a duality
result thanks to the change of variables (ω, v) 7→ (ω, ωv). For more details on this construction
see [11, 28]. This approximation consists in replacing the Wasserstein distance with the
weighted dual norm 1

2 ||µ− ν||Ḣ−1
µ+ν
2

. The choice of the arithmetic average of the two measures

as weight is fundamental in order to achieve second order accuracy in time for the scheme we
will propose in the following.

Using the finite volume discretization introduced above we can provide a discrete analogous
of the weighted norm. Given the discrete measures µ,ν ∈ RT+ and for any h ∈ RT , the discrete

counterpart of the weighted Ḣ−1 norm squared is

(6.3) AT
(µ+ ν

2
;h
)

:= sup
φ∈RT

〈h,φ〉T −
1

2

〈
LΣ

(µ+ ν

2

)
, |∇Σφ|2

〉
Σ
.

A few remarks are in order about such a discretization.

• For any ρ ∈ RT+, the function AT (ρ; ·) is proper, convex and lower semi-continuous as
supremum of convex and lower semi-continuous functions.
• The supremum is unbouded if the condition 〈h,1〉T = 0 is not satisfied. On other

hand, if 〈h,1〉T = 0, there exists a maximizer φ, which is however not uniquely
defined, since the function maximised in (6.2) is invariant with respect to addition of
a global constant or perturbations sufficiently far from the support of h, µ, and ν.
• Setting h = ν −µ in (6.3), with µ and ν being a discrete approximation of two mea-

sures µ and ν, we obtain a discrete version of W 2
2 (µ, ν)/2. In this case the optimal

potential φ can be interpreted as a discrete counterpart of a continuous optimal po-
tential φ, satisfying the Hamilton-Jacobi equation on the time interval [0, 1], evaluated
at time 1/2.
• The total kinetic energy is discretized on the diamond cells. Notice that due to the

definition of the scalar product 〈·, ·〉Σ, the measure of each diamond cell is taken
mσdσ = dm∆σ , i.e. d times the actual measure. This is done in order to compensate
for the unidirectional discretization, since each term |∇K,σφ| is meant as an approxi-
mation of the quantity |∇φ · nK,σ|, and have a consistent discretization. See [29] for
more details on this construction.
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6.3. Discrete extrapolation. We now construct a discrete version of the extrapolation op-
erator Eα at time α, by discretizing the procedure described in Section 4.2, and in particular
of equation (4.11). The proposed strategy requires three subsequent steps: i) compute the
interpolation between the two measures; ii) integrate forward in time the optimal potential;
and finally iii) solve a JKO step.

Let us consider two discrete densities µ,ν ∈ RT+ with the same total discrete mass 〈µ,1〉T =
〈ν,1〉T . The first step requires to solve problem (6.3) for h = ν−µ in order to find an optimal
potential φ, which approximates the continuous one, solution to the Hamilton-Jacobi equation
(2.5), at the midpoint of the time interval [0, 1].

In the second step, we evolve the optimal potential according to the Hamilton-Jacobi equa-
tion until the final time α, that is considering a temporal step of length 1

2 + β = α+β
2 . This

can be done with an explicit Euler step as follows:

(6.4) φα = φ− 2

α+ β

1

2
L∗Σ|∇Σφ|2 .

Note that we use the operator L∗Σ to reconstruct the square of the gradient of the poten-
tial. However, as this step is not variational, it is not mandatory to use the adjoint of the
reconstruction LΣ and any other (second order) strategy can be adopted.

Finally, for the third step, we approximate problem (4.11) using again the discrete weighted

Ḣ−1 norm. Specifically, we define a discrete extrapolation operator as a map ETα : RT+×RT+ →
RT+ verifying

(6.5) ETα (µ,ν) ∈ argmin
ρ∈RT+

1

α
AT
(ρ+ µ

2
;µ− ρ

)
− 〈φα,ρ〉T ,

for all µ,ν ∈ RT+ and where φα is given by equation (6.4). Due to the definition of AT , any
solution ρ satisfies 〈ρ,1〉T = 〈ν,1〉T . However, since φ is in general not unique, in order to
specify a discrete extrapolation operator one needs to select a specific optimal potential for
any µ,ν ∈ RT+.

6.4. A space-time discrete EVBDF2 scheme. We can finally formulate our second order
finite volume scheme. Consider a convex discrete energy function ET : RT → R and the two
initial densities ρ0,ρ1 ∈ RT+, with the same total discrete mass. We define the subspace of

discrete probability measures PT ⊂ RT as

PT = {ρ ∈ RT+ : 〈ρ,1〉T = 〈ρ0,1〉T } .
For the time step τ > 0, we compute the sequence of densities (ρn)n≥2 ⊂ PT defined by the
following recursive scheme:

(6.6)


ραn−1 = ETα (ρn−2,ρn−1) ,

ρn ∈ argmin
ρ∈RT+

1

τ(1− β)
AT
(ρ+ ραn−1

2
;ραn−1 − ρ

)
+ ET (ρ) .

The LJKO step in (6.6) is a well posed convex optimization problem. Uniqueness of the
solution at each step is guaranteed if ET is strictly convex. Moreover, due to the definition of
AT , any solution ρ belongs to PT .

Remark 6.2 (Efficient implementation via the interior method). Problem (6.5) and the LJKO
step in (6.6) can be solved efficiently thanks to an interior point algorithm, as suggested in
[28] (see also [29]). This implies that the density will be always strictly greater than zero, up
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to the tolerance set for the solver. Hence, one can compute the solution φ, required to define
ETα , solving directly the linear system given by the optimality condition of problem (6.3):

(6.7) ν − µ+ divT (L
(µ+ ν

2

)
�∇φ) = 0 ,

where � denotes the component-wise product, which has then a unique solution defined up to
a global additive costant.

6.5. Other implementations. We now propose a discrete version of the extrapolation-based
version of the VIM scheme (1.19) and the BDF2 scheme (1.16) within the same TPFA finite
volume setting introduced above. We will study these numerically in Section 7.2.1 by com-
paring their solutions to the solutions provided by scheme (6.6) on one-dimensional test cases.

Our formulation of the VIM scheme (1.19) requires solving a JKO step with time step τ
2

and then computing the 2-extrapolation. Using the tools introduced above, in the discrete
setting this can be formulated as follows. Given the initial density ρ0 ∈ PT and a time step
τ > 0, construct the sequence of densities (ρn)n≥1 ⊂ PT by solving at each step n

(6.8)


ρn− 1

2
∈ argmin

ρ∈RT+

2

τ
AT
(ρ+ ρn−1

2
;ρn−1 − ρ

)
+ ET (ρ) ,

ρn = ET2 (ρn−1,ρn− 1
2
) .

As before, the discrete LJKO steps can be computed thanks to an interior point algorithm.
From a computational point of view, this scheme is cheaper to compute than (6.6), as in this

case the value of the optimal potential in the discrete weighted Ḣ−1 norm from ρn−1 to ρn− 1
2

is already known from the LJKO step and does not need to be computed. However, in the
next section, we will show numerically that the solutions produced by the VIM scheme (6.8)
are much more oscillatory than those obtained with the EVBDF2 scheme.

We can also propose a naive discretization of the BDF2 scheme (1.16) by replacing the

Wasserstein distances with discrete weighted Ḣ−1 norms. Consider two initial conditions
ρ0,ρ1 ∈ PT and the time parameter τ > 0. At each step n, compute ρn as solution to

(6.9) inf
ρ∈RT+

α

(1− β)τ
AT
(ρ+ ρn−1

2
;ρn−1−ρ

)
− β

(1− β)τ
AT
(ρ+ ρn−2

2
;ρn−2−ρ

)
+ET (ρ) .

Problem (6.9) is not a convex optimization problem. Notice that it is not even bounded from

below in general. Indeed, the function AT (
ρ+ρn−2

2 ;ρn−2 − ρ) is not bounded from above if
the density ρn−2 is not supported everywhere. We can nevertheless try to compute stationary
points of the objective function in (6.9) using again an interior point algorithm. Despite not
being a robust and completely meaningful strategy, in some cases it is possible to solve the
problem, which enables us to compare it to our implementation.

Remark 6.3. In one dimension, as pointed out in Remark 4.14, both the metric extrapolation
(1.14) and the BDF2 scheme (1.16) can be recast as convex optimization problems. In this
case it is possible then to design effective discretizations for these (as originally done in [27]).
Nevertheless, this approach requires, at least in the Eulerian framework, to be able to switch
between discrete densities and discrete quantile functions, and it does not appear obvious how
to achieve this while preserving the second order accuracy of the space discretization.

7. Numerical validation of the EVBDF2 scheme

The objective of this section is to validate our numerical scheme (6.6). We will first show
qualitatively its behavior with simple one-dimensional examples and compare it to the schemes
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(6.8) and (6.9). We then show that all these three approaches lead to a second order accurate
discretization in both time and space. We consider for these purposes two specific problems
that exhibit a gradient flow structure in the Wasserstein space: the Fokker-Planck equation
we presented in Section 3.2 and the porous medium equation. This latter writes

(7.1) ∂t% = ∆%δ +∇ · (%∇V ) ,

and it is a Wasserstein gradient flow with respect to the energy

(7.2) E(ρ) =

∫
Ω

1

δ − 1
ρδ + ρV ,

for a given δ > 1 and with V ∈ W 1,∞(Ω) a Lipschitz continuous exterior potential [30]. The
energy functionals (3.5) and (7.2) are both of the form E(ρ) =

∫
ΩE(ρ)dx for a strictly convex

function E : R+ → R. They can be straightforwardly discretized as ET =
∑

K∈T E(ρK)mK .
Finally, we will test scheme (6.6) on a more challenging application in order to show its
flexibility and robustness, that is an incompressible immiscible multiphase flow in a porous
medium.

We remark that when two initial conditions ρ0,ρ1 are needed, we compute first ρ1 from
ρ0 via an LJKO step:

ρ1 = argmin
ρ∈RT+

1

τ
AT
(ρ+ ρ0

2
;ρ0 − ρ

)
+ ET (ρ) .

In the ODE setting, computing the second initial condition via a first step of implicit Euler
scheme ensures the overall second order accuracy [15]. This strategy reveals to be numerically
effective also in this setting.

7.1. Comparison of the three approaches. We compare the three different approaches
on simple one dimensional tests for the diffusion equation and the porous medium equation.
For both system we set Ω = [0, 1], discretized in subintervals of equal length mK = 0.02.

We first consider the diffusion equation, which is problem (3.4) with zero external potential
V . We take as initial condition

ρ0 = exp
(
− 50

(
x− 1

2

)2)
,

which we discretize as ρ0 = (ρ0(xK))K∈T , and the time step τ = 0.01. In Figure 4, we show
the density obtained with the three schemes at three different times. Using the VIM scheme
(6.8), spurious oscillations appear in the solution and these persist along the integration in
time. Such oscillations can be explained as the result of the interaction of the extrapolation
step, causing the mass to exit the domain, and the boundary conditions, forcing the mass to
stay within Ω. Neither the EVBDF2 scheme (6.6) nor the BDF2 scheme (6.9) suffer from this
probem. However, notice that in both cases the dynamics slightly differ from pure diffusion
due to the presence of bumps in the solution.

Consider now the porous medium equation (7.1) with δ = 2 and the external potential
V (x) = −x, which causes the mass to drift towards the positive direction. We take as initial
condition

ρ0(x) = 1x≤ 3
10
,

discretized again as ρ0 = (ρ0(xK))K∈T , and the time step τ = 0.002. In this case, the naive
implementation we proposed for the BDF2 scheme does not converge, which is not surprising
since the objective function in (6.9) is unbounded from below. The results for the VIM
scheme (6.8) and the EVBDF2 scheme (6.6) are shown in Figure 5. Again, the VIM sheme
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Figure 4. Comparison between the three schemes for the diffusion equation.
From top to bottom, the BDF2 scheme (6.9), the VIM scheme (6.8) and the
EVBDF2 scheme (6.6). From left to right, three different time steps: t =
0.02, 0.04, 0.06.

is unstable whereas the EVBDF2 scheme controls and smooths the oscillations generated by
the extrapolation step. Note that in this case the oscillations are due to the compact support
of the density and the explicit integration in time of the Hamilton-Jacobi equation: in the
extrapolation step the mass cannot flow outside the support, which acts then like a boundary.

Finally, we observe that, as in the continuous setting, we cannot expect any regularity on
the measure obtained after the extrapolation, and the JKO step is the only source of regularity
for both the EVBDF2 and the VIM scheme. One may argue that the two schemes perform
the same operations up to a temporal shift, which should contradict the different behavior
shown in Figure 4. However, notice that scheme (6.6) performs a smaller extrapolation and
a bigger JKO step with respect to scheme (6.8). Furthermore, in (6.6) one needs to compute
an extrapolation between two minimizers of the JKO step, whereas in (6.8) the extrapolation
is between an extrapolated measure and a JKO minimizer.
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Figure 5. Comparison between the VIM scheme (6.8) (top row) and the
EVBDF2 scheme (6.6) (bottom row) for the porous medium equation. The
BDF2 scheme (6.9) does not converge in this case. From left to right, three
different time steps: t = 0.004, 0.008, 0.020.

7.2. Convergence tests. We now compare the three schemes in terms of order of conver-
gence with respect to an exact one-dimensional solution of the Fokker-Planck equation (3.4).
For the EVBDF2 scheme (6.6), we will also perform two dimensional tests using the porous
medium equation (7.1). For all tests, we consider a sequence of meshes

(
Tm,Σm, (xK)K∈Tm

)
with decreasing meshsize hm and a sequence of decreasing time steps τm such that hm+1

hm
=

τm+1

τm
. We solve the discrete problem for each couple (hm, τm) and evaluate the convergence

with respect to the discrete L1((0, T );L1(Ω)) error:

εm =
∑
n

τ
∑
K∈Tm

|ρK,n − %(xK , nτ)|mK .

We compute the rate of convergence as:

log(εm−1)− log(εm)

log(τm−1)− log(τm)
.

7.2.1. One-dimensional tests. On the domain Ω = [0, 1] and for the external potential V (x) =
−gx, we consider the following exact solution to the Fokker-Planck equation (3.4):

(7.3) %(t, x) = exp

(
−
(
π2 +

g2

4

)
t+

g

2
x

)(
π cos(πx) +

g

2
sin(πx)

)
+ π exp

(
g
(
x− 1

2

))
.

We consider the value g = 1. For each mesh
(
Tm,Σm, (xK)K∈Tm

)
and time step τm, we

compute then the discrete solution using the three schemes, starting from the initial condition
ρ0 = (%(0,xK))K∈T . The results are presented in Table 1. Both the BDF2 and the EVBDF2
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Table 1. Errors and convergence rates for the three schemes for the Fokker-
Planck equation in one dimension. Integration time [0, 0.25] for the first three
cases, [0.05, 0.25] for the last one.

BDF2 (6.9) EVBDF2 (6.6) VIM (6.8) VIM (6.8)

hm τm εm rate εm rate εm rate εm rate

0.100 0.050 2.091e-02 / 2.217e-02 / 5.895e-02 / 4.667e-03 /
0.050 0.025 6.376e-03 1.713 7.016e-03 1.660 3.615e-02 0.706 1.024e-03 2.188
0.025 0.013 1.791e-03 1.832 2.044e-03 1.779 2.294e-02 0.656 2.517e-04 2.025
0.013 0.006 4.849e-04 1.885 5.653e-04 1.854 1.468e-02 0.644 6.264e-05 2.007
0.006 0.003 1.280e-04 1.922 1.508e-04 1.906 1.234e-02 0.251 1.562e-05 2.003
0.003 0.002 3.324e-05 1.945 3.933e-05 1.939 9.983e-03 0.306 3.901e-06 2.002

Table 2. Errors and convergence rate for the EVBDF2 scheme (6.6) for the
Fokker-Planck equation in two dimensions.

hm τm εm rate

0.2986 0.0500 2.111e-02 /
0.1493 0.0250 6.800e-03 1.634
0.0747 0.0125 2.017e-03 1.754
0.0373 0.0063 5.669e-04 1.831
0.0187 0.0031 1.535e-04 1.884

schemes are second order accurate, whereas the order of convergence is less than one for the
VIM scheme. This is due to the presence of oscillations in the solutions obtained with the
VIM scheme, which are however only present at the beginning of the time interval [0, 0.25].
Repeating the test on the interval [0.05, 0.25], the convergence significantly improves and
attains second order accuracy as well.

7.2.2. Two-dimensional tests. We now estimate the order of convergence of the EVBDF2
scheme on two-dimensional test cases. Here, we set Ω = [0, 1]2 and use the same sequence
of grids that have been used in [11, 28], which allows for a direct comparison of the results
therein.

We repeat first the test on the Fokker-Planck equation in two dimensions using the same
solution (7.3) on the domain Ω = [0, 1]2. The results are shown in Table 2 and confirm the
second order accuracy of the scheme.

We also perform a convergence test with respect to an explicit solution of the porous
medium equation (7.1) with zero exterior potential V . This equation admits a solution called
Barenblatt profile [30]:

(7.4) %(t, x) =
1

tdλ

(δ − 1

δ

) 1
δ−1

max
(
M − λ

2

∣∣∣x− x0

tλ

∣∣∣2, 0) 1
δ−1

,

where λ = 1
d(δ−1)+2 , d standing for the space dimension, and x0 is the point where the mass

is centered. The parameter M can be chosen to fix the total mass. The value

M =
( δ

δ − 1

)− 1
δ
( λδ

2π(δ − 1)

) δ−1
δ
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Table 3. Errors and convergence rates for the EVBDF2 scheme (6.6) for the
porous medium equation.

δ = 2 δ = 3 δ = 4

hm τm εm rate εm rate εm rate

0.2986 2.000e-04 5.139e-04 / 7.515e-04 / 9.537e-04 /
0.1493 1.000e-04 1.999e-04 1.363 2.780e-04 1.435 3.085e-04 1.628
0.0747 5.000e-05 6.429e-05 1.636 4.630e-05 2.586 1.103e-04 1.485
0.0373 2.500e-05 1.471e-05 2.127 2.903e-05 0.674 3.847e-05 1.519
0.0187 1.250e-05 4.129e-06 1.833 7.521e-06 1.949 1.340e-05 1.522

sets it equal to one. The function (7.4) solves (7.1) on the domain Ω = [0, 1]d, with x0

in the interior of Ω, starting from t0 > 0 and for a sufficiently small time horizon T , such
that the mass does not reach the boundary of the domain. We consider the two-dimensional
case and x0 = (0.5, 0.5). We solve the problem for δ = 2, 3, 4, with initial condition ρ0 =
(%(t0,xK))K∈T , starting respectively from t0 = 10−4, 10−5, 10−6 and up to time T = t0+10−3.
The results are presented in Table 3. The convergence profile is not clean, probably due to
the low precision of the discretization in space. We can nevertheless notice that in the case
δ = 2 the rate of convergence is approaching order two with refinement. In the cases δ = 3, 4,
where the solution is less regular, the order tends to 1.5.

7.3. Incompressible immiscible multiphase flows in porous media. Incompressible
immiscible multiphase flows in porous media can be described as Wasserstein gradient flows,
as shown in [9]. We recall quickly the model problem in a simplified way. In the porous
medium Ω, N + 1 phases are flowing and we denote by s = (s0, ..., sN ) the saturations of each
phase, i.e. the portion of volume occupied by each phase in each point. The evolution of each
saturation obeys the following equations:

(7.5)


∂si
∂t

+∇ · (sivi) = 0 ,

vi = − 1

µi
(∇pi − ρig) ,

pi − p0 = πi(s, x) ,

i ∈ {0, ..., N} for the first two equations, i ∈ {1, ..., N} for the third one, plus the total

saturation condition
∑N

i=0 si(t, x) = 1 and the no-flux boundary conditions. The densities ρi
and the viscosities µi, both constant in the whole domain, are characteristic of each phase. In
(7.5) the porosity of the medium is considered constant and neglected. The term ρig reflects
the influence of the potential energy on the motion (g is the gravitational acceleration), but
other types of potential energy could be considered. The model is completed specifying the
N capillary pressure relations, decribed by the functions πi.

We introduce the probability spaces

Pi =
{
si ∈ P(Ω) : si(Ω) = ci

}
, i ∈ {0, ..., N},
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with the constant ci denoting the total mass of each phase. Each space Pi is endowed with
the following quadratic Wasserstein distance,

W 2
2,i(s

1
i , s

2
i ) = min

γ∈Π(s1i ,s
2
i )

∫
µi|x− y|2dγ(x, y) ,

for s1
i , s

2
i ∈ Pi and we can define the global quadratic Wasserstein distance W 2 on P :=

P0 × ...× PN by setting

W 2
2(s1, s2) =

N∑
i=0

W 2
2,i(s

1
i , s

2
i ), ∀s1, s2 ∈ P .

Problem (7.5) can then be represented as the gradient flow in the space P with respect to
the (strictly convex) energy functional

(7.6) E(s) =

∫
Ω

Ψ · s+

∫
Ω

Π(s, x) + iS(s) ,

where Ψ = (Ψ0, . . . ,ΨN ) is the exterior gravitational potential given by

Ψi(x) = −ρig · x, ∀x ∈ Ω ,

Π(s, x) is a strictly convex potential such that

πi(s, x) =
∂Π(s, x)

∂si
, i ∈ {1, ..., N},

and iS is the indicator function of the set

S =

{
s ∈ P :

N∑
i=0

si(x) = 1, for a.e. x ∈ Ω

}
.

When applying the EVBDF2 scheme to such gradient flow, the extrapolation may be taken
in each space Pi independently, i.e. we define the extrapolation in the space P as

Eα(s1, s2) := (Eα(s1
i , s

2
i ))

N
i=0 ,

for all s1, s2 ∈ P . This does not guarantee at all that at each step n of the scheme the
extrapolation is a feasible point for E(s), that is Eα(s1, s2) /∈ S in general even though
s1, s2 ∈ S. Nevertheless, the resulting scheme is well defined as well as the numerical approach
(6.6). In our implementation, we linearize each Wasserstein distances independently. The
energy functional can be discretized straightforwardly.

As a specific instance of problem (7.5), we consider a two-phase flow, where water (s0) and
oil (s1) are competing in the porous medium. We choose the classical Brooks-Corey capillary
pressure model,

p1 − p0 = π1(s1) = λ(1− s1)−
1
2 ,

and take g acting along the negative direction of the y axis, |g| = 9.81. We set the model
parameter λ = 0.05. The densities and the viscosities of the two fluids are, respectively,
ρ0 = 1 and ρ1 = 0.87, µ0 = 1 and µ1 = 100. We consider a non convex domain Ω shaped as
an hourglass and set an initial condition where the water is distributed uniformly in a layer in
the upper part, whereas the oil takes the complementary space (see Figure 6a). The evolution
of the oil saturation s1 is presented in Figure 6.
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Figure 6. Evolution of the saturation of the oil phase in the hourglass. The
evolution of the water is complementary. As expected, the water, the denser
phase, flows down the hourglass under the effect of gravity up until reaching
the bottom.

8. Conclusion

In this work we proposed and analyzed different notions of extrapolation in the Wasserstein
space. We showed how these can be used to construct a second-order time discretization of
Wasserstein gradient flows, based on a two-step reformulation of the classical BDF2 scheme.
According to the specific notion considered, we could prove different types of convergence
guarantees for the scheme. We also proposed a fully-discrete version of the method, and
demonstrated numerically its second-order accuracy in space and time. The possibility to
provide an implementable scheme is in fact the main advantage of our approach compared
to previous works also based on the BDF2 scheme [27], or on the midpoint rule [25]. The
different type of extrapolations and their properties are summarized in Table 4.

In order to provide our fully discrete scheme, we worked in the framework of Eulerian
discretizations and considered an extrapolation based on viscosity solutions of the Hamilton-
Jacobi equation. The resulting scheme is robust and allows to achieve second order of accu-
racy both in space and time, but it does not verify the hypotheses of our convergence results.
The free-flow extrapolation could be implemented straightforwardly in the framework of La-
grangian discretizations (see, e.g., [26, 8] for Lagrangian discretizations of Wasserstein gradient
flows), although in this setting it would be challenging to achieve second order accuracy in
space. The metric extrapolation enjoys the nicest mathematical structure, and in priniciple
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Table 4. Summary of the different types of extrapolation proposed in the
present work.

Free-flow
extrapolation

(4.7)

Viscosity
extrapolation

(4.9)

Metric
extrapolation

(4.15)

Fokker-Planck conv. 3 ? 3

EVI conv. ? ? 3

Implementation ? 3 ?

Second order ? 3 ?

one could exploit its dual formulation (4.33), which is a convex optimization problem, to im-
plement it numerically. However, dealing with the strong-convexity constraint on the Brenier
potential requires the development of dedicated tools. We will investigate this direction in a
future work.
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[8] Vincent Calvez and Thomas Gallouët. Particle approximation of the one dimensional keller-segel equation,

stability and rigidity of the blow-up. arXiv preprint arXiv:1404.0139, 2014.
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