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ABSTRACT

Moral responsibility is closely intermixed with causality, even if it cannot be reduced
to it. Besides, rationally understanding the evolution of the physical world is inherently
linked with the idea of causality. It follows that decision making applications based
on automated planning, especially if they integrate references to ethical norms, have
inevitably to deal with causality. Despite these considerations, much of the work in
computational ethics relegates causality to the background, if not ignores it completely.
This paper contribution is double. The first one is to link up two research topics—
automated planning and causality—by proposing an actual causation definition suitable
for action languages. This definition is a formalisation of Wright’s NESS test of
causation. The second is to link up computational ethics and causality by showing
the importance of causality in the simulation of ethical reasoning and by enabling the
domain to deal with situations that were previously out of reach thanks to the actual
causation definition proposed.

Keywords Computational Ethics · Causality · Actual Causality · Regularity Theories of Causation ·
Action Languages

1 Introduction

We aim to design an ethical supervisor that can be embedded in agents so that their actions obey several
moral prescriptions. The risks associated with their actions are then limited. The need for such a
supervisor arises because of the growing number of agents capable of handling more complex tasks to
whom more and more responsibilities are delegated [Tolmeijer et al., 2021]. As a result, their place in
our daily lives is growing, as is the risk associated with this trend. The agents we are interested in are
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technical objects capable of: taking into account the information they receive from the environment and
acting to modify it. This definition should not be confused with the one used in the philosophy of action
[Schlosser, 2019] and human science in general, where the concept of agent is usually linked to agency.
The ethical supervisor that we use is the ACE (Action-Causality-Ethics) modular framework presented
in Figure 1. It is the logical continuation of a series of works [Berreby et al., 2015, 2017, 2018, Bourgne
et al., 2021].
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Figure 1: Modular framework for representing and applying ethical principles.

The purpose of this paper is first to defend the idea that if we want to design such a supervisor, it is
essential to explore imputability—‘no blame or praise may be assigned without some account of causal
relationship between an agent and an outcome’ [Beebee et al., 2009]. Logically, the second purpose
of this paper is to propose a definition of causality that can be used to make decisions. This inevitably
leads us to look at causation which will be the main focus of this paper. Because of its essential role in
human reasoning—both in trivial and in complex situations—numerous works in a variety of disciplines
have unsuccessfully tried to propose a widely agreed upon theory of causation. Since we are in an
operational framework given that our focus is on ethical decision making, we can make a couple of
assumptions while remaining relevant. Therefore, we place ourselves in a classical planning framework
which assumes problems are discrete and deterministic. Unlike type causality which seeks to determine
general causal relationships, actual causality fits our purpose because it is concerned with particular
events [Halpern, 2016]. Limiting ourselves to a simplified framework and to actual causality does not
make causality trivial, many issues remain.

This paper is structured as follows. Section 2 shows how important the ability to establish causal
relationships is when modelling ethical reasoning. Despite encouraging initial results in the field of
computational ethics, much remains to be done. We argue that this distance is partly due to limita-
tions that can be explained by the lack of work incorporating mechanisms for establishing complex
causal relationships. Section 3 introduces the action language semantics—in which we encode causal
knowledge—allowing concurrency of events. Section 4 discusses what is the appropriate approach
to causation for our causal inquiry. In this section we explore two main highly influential theories of
causation: regularity and counterfactual. Section 5 offers a description of our actual causality definition
proposal for our ethical supervisor. This definition is factual and independent of policy choices and
allows to handle complex cases of causality in ethical decision making applications. Finally, we conclude
and give some perspectives in Section 6.

2 Causality in Computational Ethics

In recent years, various works in the field of computational ethics have shown that it is possible to
formalise moral prescriptions—and this by means of a large number of techniques [Tolmeijer et al.,
2021]. Primarily, those belonging to the consequentialist and deontological traditions, which allow a
better formalization than more recent theoretical reflections (e.g ethics of care, quantum ethics). To do
this, these works have mainly relied on thought experiments, such as the trolley problem introduced by
Foot [1967]. The first challenge was to formalise the problem—to represent it in a computer language
so as to reproduce the sequence of the thought experiment. For the trolley problem, it was necessary to
represent the fact that inaction would cause the death of five people, while the action of diverting the
trolley would only cause the death of one person.
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The second challenge was to formalise moral prescriptions for assessing the acceptability of possible
action choices in the thought experiment. Various moral prescriptions have been formalised so far. Next
are some of these prescriptions belonging to consequentialism with the works where they have been
formalised: prohibiting purely detrimental actions, an action is impermissible if its consequences are
purely bad [Berreby et al., 2017]; principle of benefits vs. costs, an action is impermissible if its bad
consequences are more significant than its good consequences [Berreby et al., 2017, Bourgne et al., 2021];
principle of least bad consequence, an action is impermissible if its worst consequence is considered
the least good of all possible alternative consequences [Ganascia, 2015, Berreby et al., 2017, Lindner
et al., 2017]; Pareto principle, an action is impermissible if there is another possible action whose
positive consequences are better or whose negative consequences are less bad [Lindner et al., 2017];
act utilitarianism, an action is impermissible if there is another action with consequences that are better
overall [Berreby et al., 2017, Lindner et al., 2017, Bourgne et al., 2021]; rule utilitarianism, an action is
impermissible if there is another action for which the universalization of the rule to which it conforms
produces more utility than the universalization of the first action corresponding rule [Berreby et al., 2017].
Following are some of the moral prescriptions belonging to deontology with the works where they have
been formalised: codes of conduct, an action is impermissible if it goes against a prohibition in the code
followed [Berreby et al., 2017, Limarga et al., 2020]; Kant’s formula of the end in itself [Kant, 2013], an
action is impermissible if it has consequences—which involve an individual—other than the ends of the
action [Berreby et al., 2017, Lindner and Bentzen, 2018, Bourgne et al., 2021]; d’Aquin’s doctrine of
double effect [d’Aquin, 1266], an action is impermissible if at least one of these four conditions is met: (i)
the action is intrinsically bad, (ii) at least one bad consequence is a means to a good one, (iii) at least one
bad consequence was intended, (iv) its bad consequences are greater than its good consequences [Berreby
et al., 2015, 2017, Govindarajulu and Bringsjord, 2017, Lindner et al., 2017, Bonnemains et al., 2018].
The diversity represented by these few examples is proof that the formalisation of moral prescriptions is
possible and not limited to a small family of ethical systems.

Despite these encouraging results, there is still much room for improvement. Indeed, what makes
ethical reasoning so laborious to reproduce is that ethics lies in the subtlety of each problem. Thus, the
complexity of the task facing computational ethics is as much in the formalisation of moral prescriptions
as it is in the formalisation of the problem—more specifically in the integration of all the subtleties
relevant to the problem into the formalisation that is made of it. Consider the situation where an agent
has to decide whether the action of making a vaccine compulsory is permissible. Seen in this way, the
conflict to be resolved will be primarily between the right to personal liberty and the right to collective
safety [Assembly, 1948]. Undoubtedly, the ethical reasoning will change if a significant part of the
population is allergic to the vaccine. Also, the ethical considerations will change radically if the group
of allergic people is mainly composed of individuals of the same gender or ethnicity. If any agent is to
make this decision based on an ethical decision making mechanism, it must be able to take into account
the subtleties relevant to each of these cases. The solutions proposed at the moment are still far from
being able to handle the complexity involved in the real world.

The main argument in this section is that the current limitations of existing solutions are mainly due
to the systematic absence—with a few exceptions [Berreby et al., 2015, 2017, Bourgne et al., 2021,
Lindner et al., 2017, Lindner and Bentzen, 2018]—of a mechanism for establishing causal relationships.
The importance of causality appears obvious when the moral prescriptions belong to consequentialism,
i.e. the theory that the acceptability of actions depends exclusively on the value of its consequences.
However obvious, we shall see that causality is rarely given the place it deserves. Although the link
seems less intuitive, causality is also essential in some theories of deontological ethics. This is the case
when considering whether an action is a means to an end in Kant’s second formulation of the categorical
imperative or d’Aquin’s doctrine of the double effect. Because of its importance in most of the formalised
moral prescriptions, the absence of causality has two main consequences on the proposals made so far:
(i) the oversimplification of the problem formalisation and (ii) the fact of leaving out problems—as
Examples 1, 2, and 4—that may contain overdetermination [Wright, 1985]:

overdetermined causation: cases in which a factor other than the specified act would
have been sufficient to produce the injury in the absence of the specified act, but its
effects either (1) were preempted by the more immediately operative effects of the
specified act or (2) combined with or duplicated those of the specified act to jointly
produce the injury.
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(i) The oversimplification of the problem arises from the lack of ability to create complex causal links.
Hence, the only way to link an action to a consequence is either to formalise it as an intrinsic effect of
the action, or to assess an initial and an end state and attribute all changes to the action. Considering the
trolley problem, the first approach corresponds to formalising the action ‘pulling the switch lever’ as
having the intrinsic effect of killing the individual on the second track while the action ‘doing nothing’
results in the death of the five individuals on the main track [Limarga et al., 2020, Bonnemains et al.,
2018]. The second approach takes the initial state where all individuals are alive, compares it to the
final state where some individuals are dead, and considers that all changes are effects of one of the two
possible actions performed in between. These shortcuts have appeared to be viable solutions because
the problems studied are mostly thought experiments—designed to help us understand the asymmetry
of our judgement in certain situations, such as why it would be acceptable to sacrifice one person to
save five in one context but not in another that is very similar [Nyholm and Smids, 2016]. Accordingly,
in the studied problems the number of factors that can be taken into consideration is very small, the
outcomes are certain, and the number of possible actions is very limited, a context far from that of the
real world. This apparent simplicity has therefore masked the complexity of one of the challenges of
the field: capturing the subtlety of each problem in its formalisation. These shortcuts are particularly
inappropriate as they may have a negative influence on the ethical assessment of the problem. Given the
first approach formalisation of the two possible actions in the trolley problem, these could be considered
intrinsically bad in relation to the right to live because one of their intrinsic effects is the death of one
or more individuals. The act of ‘pulling the switch lever’ would be in some way equated to shooting
someone. The reader will quickly understand that this is not really the case and that it is a product of the
formalisation. The second approach does not have this problem. However, it can be questioned about
its capacity to manage imputability properly. Consider a case were one of the individuals in the trolley
problem is shot by a hitman before the train diverts. The attribution of this death to the agent being
able to divert the trolley is problematic. Yet, this is what happens if we reduce causality to a simple
comparison of states. These imputation errors become unavoidable when other agents can act on the
world and we consider possible to have concurrent actions—situations that are far from being exceptional
and that we cannot simply ignore. The solution to both approaches undesirable effects is to formalise the
dynamics of the problem. For instance, it would be more appropriate to formalise the two actions of the
trolley problem as having an intrinsic effect on the movement of the trolley and not on the lives of the
individuals. However, the agent’s actions are no longer directly linked to the death of the individuals in
this setup. Thus, a mechanism for establishing causal relationships becomes essential.

(ii) The reason for not dealing with overdetermination is the difficulties that arise from it and that can only
be managed by examining causality. Cases of overdetermination are commonly found in the complexity
of reality (cause of pollution, cause of suicide, cause of economic loss, . . . ), they give rise to numerous
questions in law. They have therefore been the subject of much work in the fields of causation, whether
by lawyers, philosophers or mathematicians. Insofar as overdetermination is a phenomenon that an agent
in a real context may face, the inability of all the propositions mentioned so far to deal with these cases is
an important limitation of the field. In addition, to avoid these cases, propositions leave aside concurrency
of events which are also common cases an agent may face. Thus, to achieve the desired goal it is not only
necessary that the proposals in the field incorporate a mechanism for establishing causal relationships,
but also that these mechanisms are sufficiently complex to handle cases of causal overdetermination.

The examples below will be used throughout this paper. They present different cases of causal overdeter-
mination while illustrating ethical issues that may arise and that we may wish to explore.

Example 1 (pollution—preemptive causation). A village along a river is home to n families. The
drinking water used by the inhabitants of the village comes from a water treatment plant that draws water
from the river, which in turn comes from a lake located upstream of the river. However, the capacity of
this plant is limited, it can only treat water if it has a pollution indicator below a threshold. When water
from the mountain reaches the lake, the pollution indicator is zero. There are two potential sources of
pollution to the lake: (i) industrial wastewater from a factory that produces connected speakers for a
famous online shopping site (ws) and (ii) industrial wastewater from a factory that produces life-saving
medicines for k patients (wm). Under normal circumstances, wm does not pollute the lake because it
is treated by a wastewater treatment plant before being discharged into the lake. We assume that the
discharges are necessary for the launching operation of the factory and that the production management
from both factories is ensured by automated agents. We consider the scenario where the agent in charge
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of the connected speakers factory launches the production. The discharged wastewater increases the
pollution indicator to the threshold. It turns out that the plant treating the wastewater from the medicine
factory has been out of order since the beginning of the month. A few hours after the launching of the
connected speakers factory, the agent in charge of the medicines factory launches the production. The
discharged wastewater increases the pollution indicator to two times the threshold. The inhabitants of
the village are left without water in this scenario.

Example 1 is a case of preemptive causation. The production of speakers and of medicines—given
the broken state of wm treatment plant—are both sufficient to cause the harm. Indeed, individually
each discharge would raise the level to the threshold at which the village inhabitants are left without
water. However, the eventuality that wm discharges deprive the inhabitants of water is preempted by
the anteriority of ws discharges. In other words, effects of ws took precedence over those of wm. It is
therefore the production of speakers that is identified as a cause of the harm.
Example 2 (pollution—duplicative causation). We remain in the same framework as the example 1,
except that in this scenario the two agents launch the production at the same time. The discharged
wastewater increases the pollution indicator to two times the threshold. The inhabitants of the village
along the river are also left without water in this scenario.

Example 2 is a case of duplicative causation. We remain in the same situation as above, except that
this time the effects of ws and wm discharges on water quality occur simultaneously—they combine to
produce the harm jointly. The production of speakers and medicines are both identified as causes of the
harm.

Besides illustrating two types of overdetermination, these examples may well show the complexity
behind ethical assessment. Indeed, many factors make the problem more complex. First of all, we have
the fact that the value produced by the polluting activity is different. On the one hand the production
of a so-called comfort good, on the other the production of a medicine essential for the survival of
individuals. We could add that the speakers factory supports the region by giving work to a large part of
the inhabitants of the village, whereas the medicine factory has completely automated its production line.
We could also add that the discharges from one factory are authorised, while those from the other are not.
In the end, all these factors can have a significant influence on the permissibility of each action. However,
all this richness can only be explored if one has sufficient expressiveness to formalise it and a mechanism
to establish sufficiently complex causal relationships. We will start by giving our proposal to address the
first.

3 Action Language Semantics

The whole purpose of an action language is to determine the evolution of the world given a set of actions
corresponding to deliberate choices of the agent. Those actions might trigger some chain reaction through
external events. As a result, we need to keep track of both: the state of the world and the occurrence of
events—the term ‘event’ connoting ‘the possibility of agentless actions’ [Russell and Norvig, 2010, chap
12]. The advanced state of maturity of PDDL [Ghallab et al., 1998, Haslum et al., 2019], its vocation to
facilitate interchangeability, and its use by a large community, are all meaningful arguments in favour of
this formalism—gradually extended by different fragments. However, the semantics of its deterministic
fragment—corresponding to ADL [Pednault, 1989]—does not allow concurrency of events. To have a
semantics that takes into account concurrency it is necessary to jump directly to PDDL+ [Fox and Long,
2006] which semantics is adapted to durative actions, thus inconsistent with our discrete time assumption.
We therefore base our approach on an action language whose semantics is an intermediate point between
the deterministic fragment of PDDL and PDDL+. This formalism works on a decomposition of the
world into two sets: F corresponding to variables describing the state of the world, more precisely
ground fluents representing time-varying properties; E representing variables describing transitions, more
precisely ground events that modify fluents.

A fluent literal is either a fluent f ∈ F, or its negation ¬f . We denote by LitF the set of fluent literals in
F, where LitF = F ∪ {¬f |f ∈ F}. The complement of a fluent literal l is defined as l = ¬f if l = f or
l = f if l = ¬f . By extension, for a set L ⊆ LitF, we have L =

{
l, l ∈ L

}
.

Definition 1 (state s). The set L ⊆ LitF is a state iff it is:
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• Coherent: ∀l ∈ L, l ̸∈ L.

• Complete: |L| = |F|, i.e. ∀f ∈ F, f ∈ L or ¬f ∈ L.

A complete and coherent set of fluent literals thus determines the value of each of the fluents. An
incoherent set cannot describe a reality. However, in the absence of information or for the sake of
simplification, we can describe a problem through a coherent but incomplete set. We will call such a set
a partial state. We model time linearly and in a discretised way to associate a state St to each time point
t of a set T = {−1, 0, . . . , N}. Having a bounded past formalisation of a real problem, we gather all
states before t = 0—time point to which corresponds the state S0 that we call initial state—in an empty
state S−1 = ∅.

We place ourselves in a framework of concurrency where Et is the set of all events which occur at a time
point t. Therefore, Et is what generates the transition between the states St and St+1. Thus, the states
follow one another as events occur, simulating the evolution of the world. E−1 is the set that gathers
all events which took place before t = 0, such that E−1 = {inil, l ∈ S0}. Events are characterised by
two elements: preconditions give the conditions that must be satisfied by the state in order for them
to take place; effects indicate the changes to the fluents that are expected to happen if they occur. The
preconditions and effects are respectively represented as formulas of the language P and E defined as
follows:

P ::= l|ψ1 ∧ ψ2|ψ1 ∨ ψ2 E ::= [ψ]l|φ1 ∧ φ2

where l ∈ LitF, [ψ]l is the notation for the conditional effect indicating that l is an effect if the condition
ψ is satisfied—[⊤]l is just written l—and the logical connectives ∧, ∨ have standard first-order semantics.
We can then deduce that if φ ∈ E , φ =

∧
i∈1,...,m[ψi]li. For the sake of brevity, we adopt a set notation

for φ ∈ E which we will use where relevant, such that φ = {[ψi]li, i ∈ 1, . . . ,m}. We denote pre and
eff the functions which respectively associate preconditions and effects with each event: pre : E 7→ P ,
eff : E 7→ E . Given the expression of E−1, the application of eff to each element of the set is
eff(inil) = l with l ∈ S0, thus eff(E−1) = S0. Moreover, given a formula ψ ∈ P and a partial state
L, L ⊨ ψ is defined classically: L ⊨ l if l ∈ L, L ⊨ ψ1 ∧ ψ2 if L ⊨ ψ1 and L ⊨ ψ2, and L ⊨ ψ1 ∨ ψ2 if
L ⊨ ψ1 or L ⊨ ψ2.

Our work is a logical continuation of works such as [Hopkins and Pearl, 2007, Berreby et al., 2018,
Batusov and Soutchanski, 2018], who attempted to link action languages and causation. To the best of
our knowledge, Batusov and Soutchanski, and Berreby et al. are the first to give a definition of actual
cause in action languages. However, each work has its own limitations that we try to address. In Batusov
and Soutchanski’s paper, many working perspectives are mentioned [Batusov and Soutchanski, 2018]:

It is clear that a broader definition of actual cause requires more expressive action
theories that can model not only sequences of actions, but can also include explicit
time and concurrent actions. Only after that one can try to analyze some of the popular
examples of actual causation formulated in philosophical literature. Some of those
examples sound deceptively simple, but faithful modelling of them requires time,
concurrency and natural actions.

At the moment, the proposed action language tackles both concurrency and time—at least discrete time.
We will now introduce ‘natural actions’ that we denote exogenous events. The set E is divided into
two sub-sets: A, which contains the actions carried out by an agent and thus subjected to a volition;
U, which contains the exogenous events—equivalent to :event in PDDL+ [Fox and Long, 2006] and
triggered axioms in Event Calculus [Mueller, 2014]—which are triggered as soon as all the pre are
fulfilled, therefore without the need for an agent to perform them. Thus, for exogenous events triggering
conditions and preconditions are the same. In contrast, the triggering conditions for actions necessarily
include preconditions but those are not sufficient. The triggering conditions of an action also include the
volition of the agent or some kind of manipulation by another agent. To keep track of these subtleties
that could be relevant in the causal inquiry we introduce triggering conditions represented as formulas
of the language P . We denote tri the function which associates triggering conditions with each event:
tri : E 7→ P .

Two events e, e′ ∈ E are said to be interfering if eff(e) ∪ eff(e′)—given the set notation introduced
for elements of E—is a set that is not coherent according to Definition 1.
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Definition 2 (context κ). Given an initial state S0, the context denoted as κ is the octuple
(E,F, pre, tri, eff, S0, >,T), where > is a partial order which represents priorities that ensure the
primacy of one event over another when both are interfering.

As mentioned earlier, effects indicate the changes to the fluents that are expected to happen if an event
occurs. Because of the complexity of reality, it may turn out that causally the action has more or less
effects than those attributed by E . Let’s take the example of an agent who wants to turn on a light by
pressing a switch. In a first scenario, it is possible that the agent’s action causes an overheating in the
electrical circuit and triggers a fire. When formalising the action of switching on the light, it is not
intuitive to take into account the overheating and then the fire as intrinsic effects. Besides affecting the
generality of the formalisation, we previously mentioned that this could influence the ethical evaluation.
In these cases, we will prefer to break down the process by introducing exogenous events. In the above
fire example, we will therefore have an exogenous event corresponding to a fire outbreak—an agentless
event—which will be triggered when a defective circuit is present and the switch is pressed. We are
therefore in the presence of a causal chain. These cases where the action has more effects than those with
which it has been formalised are typical cases where causality is necessary. In a second scenario, it may
happen that the agent performs the action but that it does not have the expected effects simply because
the light was already on. This does not prevent the action from having been performed, and we want to
keep a trace of the event without having to consider that its effect has taken place. This is especially the
case if the action has several effects and only one of them does not actually occur. This second case can
be resumed as cases where some of the fluents of the state have already the value attributed by an effect.
Since the effects that an event had at the time it occurred is a basic causal information on which we will
rely—inextricably linked to imputability—it is important to keep track of them.
Definition 3 (actual effects actualEff(E,L)). Given a context κ, the predicate actualEff(E,L)
which associates a set of events E ∈ E given a partial state L, to a partial state representing the actual
effects of E when L is true, is defined as:

actualEff(E,L) =
⋃
e∈E

actualEff({e}, L)

= {li,∃e ∈ E, [ψi]li ∈ eff(e), L ⊨ ψi, and li /∈ L}

For the sake of conciseness we adopt an update operator giving the resulting state when performing an
event at a given state.
Definition 4 (update operator ▷). Given a context κ and set of events E ∈ E, the update operator which
we use as follows St ▷ E expresses St \ actualEff(E,St) ∪ actualEff(E,St).

The information given by actualEff(E,L) and ▷ can be equated to basic causal information given by
the evolution of the world. Besides being causal, this information is directional since it is inconceivable
in our semantics to say that the actual effect of the event is the cause of it. Therefore, we can rely on the
events that occur and their actual effects to simulate the evolution of the world from the initial state S0.
Definition 5 (induced state sequence Sκ). Given a context κ and a sequence of events ϵ =
E−1, E0, . . . , En, such that n ≤ |T|, the induced state sequence of ϵ is a sequence of complete states:
Sκ(ϵ) = S0, S1, . . . , Sn+1 such that ∀t ∈ −1, . . . , n, St+1 = St ▷ Et.

Though this can be defined for every ϵ, not all ϵ are possible given (i) the need to satisfy preconditions,
(ii) the concurrency of events that must respect priorities, and (iii) the triggering of events that must
respect priorities too.
Definition 6. Let ϵ be a sequence of events ϵ = E−1, E0, . . . , En, such that n ≤ |T|, and let’s denote by
Sκ(ϵ) = S0, . . . , Sn+1 its induced state sequence. We shall say that ϵ is:

• Executable in κ: if ∀t ∈ 0, . . . , n, St ⊨ pre(Et).

• Concurrent correct with respect to κ: ¬∃(e, e′) ∈ E2
t , e > e′.

• Trigger correct with respect to κ: if ∀t ∈ 0, . . . , n, ∀e′ ∈ E such that St ⊨ tri(e′), then
e′ ∈ Et or ∃e ∈ Et, e > e′.
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• Valid in κ: if and only if, executable in κ, concurrent correct with respect to κ, and trigger
correct with respect to κ.

Finally, if we consider only a set of timed actions as an input which we call scenario, we have:
Definition 7 (traces τeσ,κ and τsσ,κ). Given a scenario σ ⊆ A× T and a context κ, the event trace τeσ,κ of
σ, κ is the sequence of events ϵ = E−1, E0, . . . , En valid in κ, such that: ∀t ∈ 0, . . . , n, ∀e ∈ Et, e ∈
A⇔ (e, t) ∈ σ. Its induced state sequence is the state trace τsσ,κ.

Example 3 (pollution—formalisation). Figure 2 illustrates how Examples 1 and 2 can be formalised in
this action language. These examples are composed of two actions: the production of medicines and the
production of connected speakers which we denote prodm and prods respectively. The first is formalised
as having two effects, the availability of k doses of medicine (mk ∈ F) and the existence of wastewater
(wm ∈ F). The second also has two effects, employment for n individuals (en ∈ F) and the existence of
wastewater (ws ∈ F). We add to these actions two exogenous events: the fact of discharging wastewater
(disw ∈ U) and the potable water plant fault (faup ∈ U). The event faup is simple, it is triggered when
the pollution indicator of the lake is above the threshold (ssup ∈ F) and it has as effect the damage of the
inhabitants who are deprived of drinking water (d ∈ F). The event disw is triggered either when there is
wastewater from the speakers factory (ws) or when there is wastewater from the medicine factory (wm)
and wm treatment plant is out of service (tos ∈ F). This event raises the pollution indicator of the lake
above the threshold (ssup).

pre(prodm) = ⊤, eff(prodm) = mk ∧ wm
pre(prods) = ⊤, eff(prods) = en ∧ ws
pre(disw) = ws ∨ (wm ∧ tos), eff(disw) = ssup

pre(faup) = ssup, eff(faup) = d

en

wm ssup d∨

tos
events

fluents

operators
pre
eff

prods

disw faup

ws

prodm

mk

∧

Figure 2: Diagram of the κ described in Example 3.

4 Adapted Causal Inquiry

Of the many fields studying causality, our approach is especially close to tort law whose interest is
about causation in specific situations. Hence, works in this field are a good source of inspiration, with a
large number of insights due to the still current discussions on the topic. In a series of influential papers
[Wright, 1985, 1988], Wright demonstrates how essential a causal inquiry is in the process of determining
tort liability—he emphasises the fundamental difference between causation and responsibility. In the
process, he shows that this causal inquiry needs to be factual and independent of any policy choice. The
argument we make is that such a causal inquiry is the same as the one that must be incorporated into
proposals in computational ethics.

In the fable The Wolf and the Lamb [de La Fontaine, 1820], de La Fontaine makes us judges of the
case confronting the two characters. In this story, the Lamb defends himself one by one against the
increasingly absurd arguments put forward by the Wolf before being devoured. The latter begins by
pleading that the Lamb disturbs his drink—he is accused of being the cause of his harm. Cleverly, the
Lamb retorts that by ‘taking a drink of water in the stream more than twenty steps below him [the Wolf]’,
it cannot be considered as the cause of the harm. Given this evidence invalidating the causal inquiry, the
Wolf feels forced to ignore the factual aspects in order to plead his case. He abandons the causal inquiry
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and turns to the subjectivity of responsibility. He then accuses the Lamb of having ‘said bad things’
of him, as if this made him guilty of the harm he is accused of. By doing this the Wolf choose to rely
entirely on a subjective policy choice. The relevance of the argument is intuitively rejected by the reader
because this conduct—even if accepted as possibly being inappropriate—has no causal relationship to
the harm. The more the arguments follow one another and target the Lamb’s entourage, the more absurd
they become as they lack causal support. Faced with the evidence of the Lamb who invalidates one
argument after another by remaining factual, the Wolf loses his patience, ‘carries the lamb, and then eats
him without any other why or wherefore’.

A satisfying liability analysis—which goal is to determine if a defendant is the ‘responsible cause’ of
an injury—requires a factual and independent of policy choices causal inquiry. With the Wolf and the
Lamb fable, de La Fontaine gives us an illustrative example of what Wright criticises in his papers:
a process to determine responsibility for an injury in which the causal inquiry is flawed and polluted
with subjective aspects—a process where causality and responsibility are conflated. Wright’s initial
observation is that those two notions are too often conflated. The fact that ‘the phrase “the cause" is
simply an elliptical way of saying “the responsible cause"’ [Wright, 1985] shows how thin the boundary
between those notions is. To clarify this conflation, Wright describes the process to determine if an
individual is legally responsible for an injury. This process has three stages: (i) tortious-conduct inquiry,
where are identified the defendant’s conducts that could potentially imply legal responsibility (intentional,
negligent, hazardous, . . . ); (ii) causal inquiry, where is evaluated if the identified tortious conducts really
contributed to cause the harm, i.e. if they can be considered as causes of the injury; (iii) proximate-cause
inquiry, where other causes of the injury are considered, so as to evaluate if they mitigate or eliminate the
defendant’s legal responsibility for the injury. Of those three stages, only the second is entirely factual
and independent of policy choices. It determines if a conduct was a cause of the injury. The two others
are subject to policy considerations that ‘determine which causes and consequences will give rise to
liability’ [Wright, 1985]. Not to yield into the easy confusion between responsibility and causality, our
goal is to propose a definition of actual causality suitable for a causal inquiry as presented by Wright, i.e.
factual and independent of policy choices.

The actual causation definitions based solely on strong necessity—also known as counterfactual
dependence—fail to capture the commonly accepted intuition on overdetermination cases (early preemp-
tion, late preemption, and symmetric overdetermination) [Hall and Paul, 2003, Menzies and Beebee,
2020]. The commonly used in law But-for test is one of those unsuccessful definitions—it is the basis
of a significant part of the few works in computational ethics that integrates a mechanism to establish
causal relationships [Lindner et al., 2017, Lindner and Bentzen, 2018]. This test states that ‘an act was
a cause of an injury if and only if, but for the act, the injury would not have occurred’ [Wright, 1985].
‘In the context of structural equations, this flawed account can be described as equating causation with
counterfactual dependence’ [Beckers, 2021]. Let’s take Example 1 and apply the But-for test to it. Would
the harm to the inhabitants of the village have occurred if the factory producing the speakers had not
launched its production? Given the scenario the answer is yes, the harm would still have occurred due to
the presence of wm discharges and the state tpos of wm treatment plant. The production of speakers is
therefore not a cause of the harm according to the But-for test because it is not necessary for the harm to
occur. The same result is obtained if we apply it to the production of medicines. Hence, this test tells us
that neither action is a cause of the harm—result which the reader will intuitively reject. Applying the
But-for test to Example 2 gives exactly the same result. Given that overdetermination cases are not just
hypothetical and rare cases (cases of pollution, suicide, economic loss, . . . ), those strong necessity based
approaches are not suitable for our purposes.

The dominant approach of actual causality—HP definition [Halpern, 2016]—deals with those cases, but
at the cost of the factualness of the causal inquiry. This definition has the same roots than the But-for test,
Hume’s definition of causation second formulation [Hume, 1748]:

we may define a cause to be an object followed by another, and where all objects,
similar to the first, are followed by objects similar to the second. Or, in other words,
where if the first object had not been, the second had never existed.

It is the result of an iterative process that originates in Pearl’s formalisation of Lewis’ vision [Lewis,
1973] in structural equations framework (SEF) [Pearl, 2000]. HP approach is more complete than the
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But-for test in the sense that other elements in addition to counterfactual dependence where included in
order to deal with some complex cases. One of those elements is interventionism. This assumption states
that an event C causes a second event E if and only if, both events occur, and that, given an intervention
allowing to fix the occurrence of a certain set of other events in the context—without being constrained to
respect the physical coherence of the world—there is a context where if the first event had not occurred,
the second would not have occurred either. This assumption is described by Beckers using SEF notation
as [Beckers, 2021]:

Interventionism They all share the assumption [HP-style definitions] that the relation
between counterfactual dependence and causation takes on the following form: C = c
causes E = e iff E = e is counterfactually dependent on C = c given an intervention
X⃗ ← x that satisfies some conditions P. The divergence between these definitions is to
be found in the condition P that should be satisfied.

Interventionism—that Beckers’ CNESS and Beckers and Vennekens’ BV definitions reject—introduces
non factual elements to the causal inquiry which appear problematic even for Halpern [Halpern, 2018]:

if I fix BH [Billy hits] to zero here, I am sort of violating the way the world works. [...]
I am contemplating counterfactuals are inconsistent with the equations but I seem to
need to do that in order to get things to work out right. Believe me, we tried many
other definitions.

In addition to non factual elements, the divergence on which ‘conditions P’ to apply can be equated with
policy choices. These elements make HP-style definitions non adequate for our context.

The NESS test which subordinates necessity to sufficiency is an approach that deals with overdeter-
mination cases [Wright, 1985, 1988, 2011, Baumgartner, 2013] and that satisfies our inquiry needs.
Introduced by Wright in response to But-for test flaws, this test states that [Wright, 1985, 1988]:

A particular condition was a cause of a specific consequence if and only if it was a
necessary element of a set of antecedent actual conditions that was sufficient for the
occurrence of the consequence.

Unlike approaches mentioned above, it belongs to a second high impact approach family, regularity
theories of causation [Andreas and Guenther, 2021]. Those theories are also based on Hume’s definition
of causation, but on the first formulation. Specifically, the NESS test is closer to Mill’s interpretation
of this formulation which introduced that there are potentially a multiplicity of distinct, but equally
sufficient sets of conditions [Mill, 1843]. The NESS test is even closer to Mackie’s proposal. Indeed,
unlike Mill’s vision whereby the cause is the sufficient set, Mackie considers that each element of the set
is a cause [Mackie, 1980].

Examples 1 and 2 have both two potential sets of conditions sufficient to produce the inhabitants’ harm,
each set related to one of the possible actions. In Example 2, the two sets have all their conditions being
met, and both the production of speakers and medicines are a necessary element for the occurrence of one
of the two sets. Thus, the NESS test indicates that these two actions are causes of the harm—as intuitively
expected. In Example 1, only the set containing the production of speakers has all its conditions met.
This action is therefore considered by the NESS test to be a cause of the harm, and we will say that it
is a cause that preempts the effects of the production of medicines. The production of medicines will
therefore not be considered a cause—as intuitively expected.

The actual causation definition we propose is an action languages suitable formalisation of Wright’s
NESS test. Even if accepted by influential counterfactual theories of causation authors as embodying our
basic intuition of causation—such as Pearl [Beckers, 2021]—criticism of the use of logic as formalism
has prevented the popularisation of this test. What is argued is the inadequacy of logical sufficiency and
logical necessity to formalise these intuitions. Recent works have shown that rejecting the formalism
is not a reason to reject the idea behind it by successfully formalising the NESS test in causal calculus
[Bochman, 2018a] and in the structural equations framework [Beckers, 2021]. It is conceivable to work
on a way of compiling existing action languages problems and translating them into SEF. However, works
have shown SEF flaws [Bochman, 2018b] and that in complex evolving contexts [Hopkins and Pearl,
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2007, Batusov and Soutchanski, 2018] like ours, this translating approach is not necessarily desirable
[Hopkins and Pearl, 2007]:

Structural causal models are excellent tools for many types of causality-related ques-
tions. Nevertheless, their limited expressivity render them less than ideal for some
of the more delicate causal queries, like actual causation. These queries require a
language that is suited for dealing with complex, dynamically changing situations.

Now that we have defined the formalism in which we will represent the problems and the desired
characteristics of the causal inquiry, all that remains to link automated planning and causality—and
computational ethics and causality by the same occasion—is to introduce our action languages suitable
definition of causation. Since we are in an operational framework, we can take some distance from
metaphysical considerations and assume ‘that [causal laws] they are deterministic, and that they permit
neither backwards causation nor causation across a temporal gap’ [Hall and Paul, 2003].

5 Actual Causality

In the context of action languages, we consider that a first event is an actual cause of a second event if and
only if the occurrence of the first is a NESS-cause of the triggering of the second. As commonly accepted
by philosophers, the relation of causality we aim to define links two events. However, ‘events are not
the only things that can cause or be caused’ [Lewis, 1973]. Action languages represent the evolution
of the world as a succession of states produced by the occurrence of events, thus introducing states
between events. Therefore, we need to define causal relations where the cause are events and the effect
are formulas of the language P . This section will introduce definitions which establish such a relation
based on Wright’s NESS test of causation.
Definition 8 (causal setting χ). The action language causal setting denoted χ is the couple (σ, κ) with σ
a scenario and κ a context.

From now on, when reference is made to events and states, they will be those from τeσ,κ and τsσ,κ
respectively. Thus, the set of all events which actually occurred at time point t is Eχ(t) = τeσ,κ(t).
Following the same reasoning, the actual state at time point t is Sχ(t) = τsσ,κ(t).
Definition 9 (direct NESS-causes). Given a causal setting χ and a partial state W ⊆ LitF that we call
backing, the occurrence of events of the set C = {(e, t), e ∈ Eχ(t), t ∈ T} are direct NESS-causes—
backed by W—of the truthfulness of the formula ψ at tψ , denoted C ⇝

W
ψ, tψ , iff:

• Causal sufficiency and minimality of W : W ⊨ ψ and ∀W ′ ⊂W, W ′ ̸⊨ ψ.

There is a decreasing sequence t1, . . . , tk and a partition W1, . . . ,Wk of W such that ∀i ∈
1, . . . , k, given C(ti) = C ∩ Eχ(ti):

• Weak necessity and minimality of C: Sχ(ti)▷C(ti) ⊨Wi and ∀C ′ ⊂ C(ti), Sχ(ti)▷C ′ ̸⊨Wi.

• Persistency of necessity: ∀t, ti < t ≤ tψ, Sχ(t) ⊨Wi.

Wright’s NESS test is based on three main principles which are formalised in Definition 9: (i) sufficiency
of a set, (ii) weak necessity of the conditions in that set, and (iii) actuality of the conditions. (i) In this
definition, the sufficient set is the partial state W . More precisely, given the directionality embedded
in Section 3 semantics, we have causal sufficiency that Wright differentiates from logical sufficiency
[Wright, 2011]: ‘The successional nature of causation is incorporated in the concept of causal sufficiency,
which is defined as the complete instantiation of all the conditions in the antecedent of the relevant causal
law’. Moreover, this definition introduces the constraint of necessity and sufficiency minimality which
has been proven to be essential for regularity theories of causation [Wright, 2011, Baumgartner, 2013,
Andreas and Guenther, 2021]. (ii) Definition 9 formalises weak necessity by subordinating necessity
to sufficiency achieving that [Wright, 2011]: ‘a causally relevant factor need merely be necessary for
the sufficiency of a set of conditions sufficient for the occurrence of the consequence, rather than being
necessary for the consequence itself’. It is worth mentioning that the condition Sχ(ti) ̸⊨Wi—intuitively
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expected when referring to necessity—is included in the minimality condition by the case where C ′ = ∅,
thus Sχ(ti) = Sχ(ti) ▷ ∅ ̸⊨ Wi. (iii) The actuality of the conditions is assured by the use of actual
occurrence of events, which is implied by the presence of Eχ(ti) in C(ti) = C ∩ Eχ(ti).
Once causal sufficiency and minimality of the partial state W is defined, the causal inquiry is conducted
by a recursive reasoning on a partition of W . The goal of this recursive reasoning is to identify the events
which occurrence was necessary to the sufficiency of W . This reasoning is done by going back in time
and analysing the information given by τsσ,κ(t) and τeσ,κ(t). Two limit cases can be identified. The first is
when Wk is empty before its corresponding time tk is equivalent to t = 0, meaning that all occurrences
of events necessary for the sufficiency of W have been identified. When this is not the case, it means that
there are fluent literals in W that were true in the initial state Sχ(0) and which value has not changed
until Sχ(tψ). In this second case, the set C will contain the events inil ∈ Eχ(−1) whose l remains in
Wk—events which symbolise events in the past beyond the framework of formalisation.

In practice, it is possible to study what will be considered as the direct NESS-causes of the truthfulness
of ψ a tψ for each form that ψ may take. In the case where ψ is a fluent literal l, the NESS-causes will be
the last occurrences of events to have made l true before or at tψ. In this basic case W is the singleton
which unique element is that literal. This basic causal information is the one embedded in Section 3
action language semantics. In the case where ψ is a conjunction ψ = l1 ∧ · · · ∧ lm of fluent literals, the
NESS-causes will be all the occurrence of events that are NESS-causes of the truthfulness of one of
the literals li in the conjunction at tψ. Finally, the case where ψ is a disjunction, and more generally a
disjunctive normal form, is by far the more interesting and challenging. Indeed, it is in this case that we
can be confronted to situations of overdetermination. Whenever ψ is a disjunction, this means that there
is a minimal causal sufficient backing W for each disjunct. Each of these backings is a possible way
to cause the truthfulness of the formula ψ at tψ—in the same spirit as Beckers’ paths [Beckers, 2021].
Example 4 illustrates how Definition 9 handles one of those challenging situations.

ψ

l4

l3

l2

l1

Figure 3: Electrical circuit consisting of a voltage
source, three switches, and an individual

connected to electrodes.

t0 1 2

ψ

l4

l3

l2

l1

Eχ(0) Eχ(1) Eχ(2)

e2

e3

e¬1

e4

Figure 4: Evolution of fluents given κ in Example
4.

Example 4 (parallel switches and Milgram). Consider Figure 3 simple electric circuit inspired by
Milgram’s experiment [Milgram, 1963]. This circuit is made up of a voltage source, an individual
strapped and connected to electrodes, and three switches connected in parallel. The positive literals
l1, l2, l3, l4 ∈ LitF represent the closed state of each switch and the voltage source respectively—their
respective complement thus represents the opened state. ψ = (l1∧ l4)∨ (l2∧ l4)∨ (l3∧ l4) where ψ ∈ P
represents the triggering conditions for the strapped individual being electrocuted. Thus, three backings
are possible to cause ψ: W = {l1, l4}, W ′ = {l2, l4}, and W ′′ = {l3, l4}. e1, e2, e3 ∈ E are the events
which intrinsic effect is to close each switch respectively, e4 ∈ E is an event which intrinsic effect is to
close the voltage source, and e¬1 ∈ E is the event which intrinsic effect is to open the first switch. We
assume that the situation involves five agents: the one strapped and four others—each controlling one of
the four components of the circuit. The studied sequence illustrated by Figure 4 and given by τeσ,κ and
τsσ,κ for this case is:

Eχ(−1) =
{
inil1 , inil2 , inil3 , inil4

}
Sχ(0) =

{
l1, l2, l3, l4

}
, Eχ(0) = {e¬1, e2}
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Sχ(1) =
{
l1, l2, l3, l4

}
, Eχ(1) = {e3, e4}

Sχ(2) =
{
l1, l2, l3, l4

}
Given the above traces, ψ is true at t = 2 by both W ′ and W ′′.

The question that arises in Example 4 is: what are the causes of ψ being true at t = 2? Said in another way,
what are the causes of the strapped individual being electrocuted at t = 2? Batusov and Soutchanski’s
proposal will consider inil1 and e4 as ‘achievement causes’, and e2 as a ‘maintenance cause’—‘causes
responsible for protecting a previously achieved effect, despite potential threats that could destroy the
effect’ [Batusov and Soutchanski, 2018]—this given that we do not consider e3 because it occurs at the
same time as e4. Considering factuality as an essential feature of a causal inquiry, the presence of inil1 in
the causes seems unacceptable. Factually, inil1 plays no role in the truthfulness of ψ at t = 2. Definition
9 gives the sets {e2, e4} and {e3, e4} which union gives the answer {e2, e3, e4}.
The interpretation given by Batusov and Soutchanski of Example 4 is not the only possible divergent
interpretation. We wondered whether answer {e2, e4} was not more satisfactory given that, even if both
l2 and l3 are true at t = 2, the precedence of l2 should be taken into account. However, this intuition
appears as conflating causality and responsibility. If we strictly limit ourselves to a factual causal inquiry
as prescribed by Wright, both e2 and e3 are causes of the truthfulness of ψ at t = 2. The intuition leading
us to take into account the precedence of e2 belongs to Wright’s proximate-cause inquiry and not to the
causal inquiry. Indeed, once e2 and e3 are identified as causes, there is a policy choice for which the
precedence of e2 mitigates or eliminates the responsibility of e3 for the final effect. We suspect that
Batusov and Soutchanski’s choices—which led them to consider inil1 as a cause—were influenced by
this same intuition, but taken even further.

Definition 9 gives us essential information about causal relations by looking to the actual effects of
events. However, the set of direct NESS-causes of an effect may include exogenous events that are not
necessarily relevant. This is especially true in a framework such as ours, where we are interested in the
ethical dimension of an agent’s decisions—thus actions. It is therefore essential to establish a causal
chain by going back in time in order to find the set of actions that led to the effect. To this end, we must
broaden our vision to look not only at the actual effects of events which are direct NESS-causes, but also
(i) at the events that caused those events to be triggered and (ii) at the events that caused those events to
have their actual effects.
Example 5 (causing events to have their actual effects). Consider the literals l1, l2, l3, lc1 , lc3 ∈ LitF,
the formula ψ = l1 ∧ l2 ∧ l3, events e, e′ ∈ E where there respective effects are eff(e) ={
[lc1 ]l1, [⊤]l2, [lc3 ]l3

}
and eff(e′) =

{
[⊤]lc1 , [⊤]lc3

}
, and the sequence given by τeσ,κ and τsσ,κ :

Eχ(−1) =
{
inil1 , inil2 , inil3 , inil4 , inilc1 , inilc3

,
}

Sχ(0) =
{
l1, l2, l3, lc1 , lc3

}
, Eχ(0) = {e′}

Sχ(1) =
{
l1, l2, l3, lc1 , lc3

}
, Eχ(1) = {e}

Sχ(2) =
{
l1, l2, l3, lc1 , lc3

}
Given the above sequence, Definition 9 gives us the direct NESS-cause relation C ⇝

W
ψ, tψ where C is

the set {(e, 1), (inil1 ,−1)}.

In Example 5, the actual effects of the occurrence of e were actualEff({e}, Sχ(1)) = {l2, l3}. In
order to determine the desired causal chain, one of the steps requires to ask ourselves what events
caused e to have those effects—inquiry concerning exclusively conditional effects which condition is not
[⊤]—we distinguish two cases. In our example, two effects are concerned, [lc1 ]l1 and [lc3 ]l3, each one
representing a case. The effect [lc1 ]l1 corresponds to the case where the complement of the condition
[lc1 ] has been direct NESS-caused, thus causing e to ‘maintain’ l1. The effect [lc3 ]l3 corresponds to
the case where the condition [lc3 ] has been direct NESS-caused, thus causing e to ‘produce’ l3 as an
actual effect. The predicate after(E,Lp, Lm)—inspired by Khan and Lespérance’s work [Khan and
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Lespérance, 2021]—gives the formula to direct NESS-cause in order to be considered a cause of an event
having its actual effects. In the discussed example this formula is ψ′ = lc1 ∧ lc3 .

Definition 10 (after(E,Lp, Lm)). Given a causal setting χ, a set of events E ∈ Eχ(t), and partial
states Lm, Lp,Wψ′ ⊆ LitF such that Sχ(t) ⊨ Lm and Sχ(t) ̸⊨ Lp, the predicate after(E,Lp, Lm) =
ψ′ with ψ′ =

∧
l∈Wψ′ l such that:

• Necessity and minimality of E: Wψ ▷ E ⊨ Lp ∪ Lm and ∀E′ ⊂ E,Wψ ▷ E
′ ̸⊨ Lp ∪ Lm.

• Monotonicity: ∀W ′,Wψ ⊆W ′,W ′ ▷ E ⊨ Lp ∪ Lm.

Having introduced the predicate after(E,Lp, Lm), we can now introduce NESS-causes that are found
relying on the establishment of the causal chain.

Definition 11 (NESS-causes). Given a causal setting χ, the direct NESS-cause relation C ⇝
W
ψ, tψ , and

the decreasing sequence t1, . . . , tk induced by the existing partition W1, . . . ,Wk of the backing W , the
occurrence of events of the set C ′ = {(e, t), e ∈ Eχ(t), t ∈ T} are NESS-causes of the truthfulness of
the formula ψ at tψ iff:

• Base case: C ′ = C.

• Recursive case: Given the sets CR = C \C ′ and CO = C ′ \C of ‘remaining’ and ‘overwritten’
occurrence of events respectively, and the partitions of C and CR matching the decreasing
sequence t1, . . . , tk,C(t1), . . . , C(tk) andCR(t1), . . . , CR(tk) respectively, there is a partition
of CO =

⋃
i∈0,...,k COi (not necessarily monotonic in time) such that:

∀i, CR(ti) ̸= ∅ and (e, t) ∈ COi are NESS-causes of ψ′ true at ti,
where ψ′ = tri(CR(ti)) ∧ after(CR(ti),Wi ∩ actEff(CR(ti), S

χ(ti)),Wi \
actEff(CR(ti), S

χ(ti)) ∪Wi+1 ∪ · · · ∪Wk)

Then, the set of NESS-causes D = C \ CR ∪ C ′ is called a set of decisional causes if D ⊆ A.

Having determined the causal relations linking events and formulas of the language, we can now give a
suitable for action languages definition of actual causality.

Definition 12 (actual cause). Given a causal setting χ, the actual causes of the event e ∈ Eχ(tψ) are
the NESS-causes of tri(e), i.e. the truthfulness of the triggering conditions of e at tψ .

Example 6 (pollution—causal relations). Figure 5 illustrates Example 2 sequence of events as well
as the causal relations that can be established based on the proposed definitions. We can see that as
expected, both the launching of the production of connected speakers and medicines are NESS-causes of
the harm, and that these two actions are also actual causes of the potable water plant fault. The reader
may verify that given the sequence of events in Example 1, the only action identified as a cause of the
harm is the launching of the production of connected speakers—as expected.
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Figure 5: Causal relations in Example 2.
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6 Conclusion

The contribution of this paper is double. First, we link automated planning and causality by continuing
the momentum established by recent papers [Batusov and Soutchanski, 2018, Berreby et al., 2018] of
proposing an action languages suitable definition of actual causality. Second, we link computational
ethics and causality by showing the necessity of a mechanism allowing to establish complex causal
relations in the simulation of ethical reasoning—a practice that is still rare in the domain—and by
proposing such a mechanism. Through our actual causation definition proposal we address two of what
we consider the main remaining limitations of the linking automated planning and causality venture.
First, not to yield into the easy confusion between responsibility and causality, our proposal is suitable
for a factual and independent of policy choices causal inquiry. Second, not to disregard the much debated
cases of overdetermination, our proposal is based on an action language semantics allowing concurrency
of events. By taking as a basis Wright’s NESS test we are able to manage these cases satisfactorily. To the
best of our knowledge, no other action languages suitable definition of actual causality has been able to
handle those complex cases, yet essential. Our approach thus allows to handle complex cases of causality
in decision making applications. Integrating this approach into an ethical decision making framework
allows us by the same occasion to contribute to the progress of computational ethics by enabling us to
deal with situations that were previously out of reach.

In future work we intend to extend the definition of causality by including the relation ‘prevent’ [Berreby
et al., 2018]. In Wright’s conception of causality, causality can only be sufficient if we take into account—
in addition to the positive causes—the conditions that were not true and whose absence was a necessary
condition for the occurrence of the result. Then, the events being causes of their absence are also causes
of the result. By working on fluent literals, our definition of causation already takes this notion into
account. If we extend this reasoning, we could also take the case where the result did not occur because
one of these negative conditions was made true. In such a case, the events being causes of the negative
condition are causes of the non-occurrence of the result. This relation seems to be indispensable in
ethical reasoning. In the example used throughout this paper, if an agent had the possibility to prevent
the harm, the fact that he did not is a relevant information for the ethical evaluation. Thus, we intend to
define this causal relation given our more complex framework with events concurrency and disjunction.

Furthermore, considering the implications for ethical evaluation, we feel essential to investigate in future
work the difference between the concepts of ‘enables’ and ‘cause’—a point on which some interesting
leads from various perspectives have been given [Martin, 1994, Lewis, 1997, Sloman et al., 2009, Berreby
et al., 2018, Choi and Fara, 2021]. Consider that the precondition for the action burglarising a house
is that the door was left open. If an agent decides to go and rob the house, it seems correct to say that
another agent who forgot to close the door has enabled the robbery, not that he is an actual cause of it.
Indeed, in this case the event of interest is an action of an agent with a volition. The ‘enables’ relation
seems to be definable by replacing the tri function by pre in the actual cause definition. The possible
nuances of causality in relationship with the ‘enabling’ notion do not seem to have been investigated
by analytical philosophy in depth, considering all possible theoretical implications. However, applied
bioethics seems to be an exciting theoretical ground in which the difference between causing and enabling
an event appears crucial and even well conceptualized. This is particularly true when we deal with
end-of-life issues such as euthanasia and assisted suicide. As numerous bioethics committees have shown,
the crucial distinction between killing and letting die is based upon the assumption of different kind of
moral responsibility when causing or allowing an event to happen. Thus, we intend to start from these
issues to open a path of research that could definitively enrich our causality theory.
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