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Are Facial Expression Recognition Algorithms Reliable in the Context
of Interactive Media? A New Metric to Analyse Their Performance

EMMANUELV. B. SAMPAIO, LUCIE LÉVÊQUE,MATTHIEUPERREIRADASILVA, and PATRICK
LE CALLET, Nantes Université, Ecole Centrale Nantes, CNRS, LS2N, UMR 6004, F-44000 Nantes, France

Emotions, and consequently facial expressions, play an essential role in communication - and thus in everyday life. With the
increase of human-machine interactions, and more especially of multimedia applications, automatic recognition of facial
expressions has emerged as a challenging task, particularly under naturalistic conditions. In the present work, a benchmark is
firstly conducted using four open source deep learning solutions on four labeled image datasets. Thanks to an exhaustive
analysis based on two distinct, yet complementary approaches, we show how the four models performed depending on the
studied emotions. Furthermore, we present a novel metric based on the Euclidean distance between two given emotions (i.e.,
ground truth and predicted) to better measure the performance of said models in the context of interactive media, where
human sensibility needs to be taken into consideration.

Additional Key Words and Phrases: Emotions, facial expression recognition, benchmark, distance metric, interactive media.

1 INTRODUCTION
Coppin & Sander stated a few years ago that the "topic of emotion rarely leaves individuals unemotional." [1]. In
fact, emotions play an essential role in decision making, perception, and learning, and are thus a crucial part
of people’s everyday life. They have been under investigation for the last decades in a wide range of fields,
including, but not limited to: psychology, sociology, neuroscience, cognitive science, and more recently, computer
science, with the advent of a specific domain called affective computing [2]. Affective computing is the study and
development of systems and devices able to recognise, interpret, process, and simulate human affects - or, the
so-called emotions - which appear to be complex inherent characteristics of human beings.
Facial expressions represent an important part of implicit (i.e., nonverbal) communication. Mehrabian et al.

indeed stated that facial expressions reflect 55% of human communication, directly followed by voice [3]. As
facial expressions allow communicating feelings, analysing them can consequently contribute to the investigation
of human emotions. Darwin himself advocated that facial expressions were "residual actions of more complete
behavioural responses to environmental challenges" [4]. Measuring facial expressions indeed allows to get insights
on emotions in real time, and via a non-invasive approach (compared to the use of physiological signals for
instance).

In the domain of computer vision, three major perspectives to distinguish facial expressions appear. The most
popular one is a categorical model, widely known as the 7 basic emotions, derived from Ekman’s theory [5].
According to his theory, every emotion can be classified in one of the following categories: anger, disgust, fear,
happiness, surprise, sadness, or neutrality. Furthermore, the model states that each of these emotions can be
characterised by a unique facial expression [6], and the latter can be considered universal [7]. The other two
main descriptor models aim to characterise a larger scope of emotions. The Facial Action Unit System (FACS)
indeed classifies facial muscle movements, and provides 44 distinct action units (AUs) [8]. This taxonomy has
been widely embraced for complex facial expressions, as it enables the description of specific facial muscles. At
last, the continuous 2D valence and arousal space, further developed to the 3D valence, arousal, and dominance
space, allows a representation of an emotion according to two - or three - independent and complementary axis
[9]. More specifically, the valence, or pleasure, ranges from unhappiness to happiness; the arousal, or affective

IMX ’22 - Emotion, 2022, Portugal
2022 ACM International Conference on Interactive Media Experiences. Copyright held by the owner/author(s).

97



IMX ’22 - Emotion, 2022, Portugal Sampaio and Lévêque, et al.

activation, ranges between sleep and excitement; and the dominance, or level of control of the emotion state,
from submissive to dominant.
The ability to automatically recognise human emotions is an interesting - yet challenging - issue spreading

accross several fields, including, but not limited to: human-computer interaction (HCI), healthcare, education,
and multimedia experience [10] [11]. As a matter of fact, there has been a growing interest in automatic emotion
recognition over the last few years as emotions not only play an important role in human relationships, but
also in how they interact with computers and applications. Automatic facial expression recognition (FER) has
been widely investigated as it allows a non-invasive analysis of emotions, compared to the measurement of
physiological signals for instance, and it has been made possible with the advent of image processing technologies.
Indeed, conventional FER approaches are based on different steps, including image pre-processing, face and
landmark detection, feature extraction and selection, and classification [12]. Recent FER algorithms have been
using deep learning, or more precisely convolutional neural networks (CNN) [13]. Existing models, based on the
seven basic emotions, usually propose a binary classification (i.e., correct vs. incorrect) of expressions as output.

In the particular context of interactive media experiences, emotions can be taken into consideration in a wide
variety of ways and at different levels. Among several examples, the RIOT prototype can be cited, an immersive
and emotionally responsive live-action film using FER to put users in a riot situation [14]. More subtleness in
the emotion classification can be needed as even humans make mistakes in recognising expressions from their
peers. Face expression recognition is indeed one of the most challenging tasks in social communication [15].
Some errors can be considered more important than others in terms of emotion classification - and that both for
humans and machines. For instance, the gap between happiness and surprise is manifestly smaller than the gap
between happiness and sadness.

In this paper, we firstly present a benchmark of four open source facial expression recognition (FER) libraries,
i.e., DeepFace, EmoPy, Py-FEAT, and RMN, on four publicly available annotated image datasets, i.e., JAFFE, FER-
2013, RAF-DB, and AffectNet, presented in the next sections. Using, in the first instance, classical classification
metrics, we compare the performance of these algorithms. Secondly, we propose a new metric which aim is to
improve the current binary classification of the results for the particular context of interactive and immersive
media experience. Finally, we open a discussion on the obtained results, as well as on the ground truth of existing
datasets.

Table 1. Summary of the datasets used in our benchmark.

JAFFE [16] [17] FER-2013 [18] RAF-DB [19] [20] AffectNet [21]
Dataset size 213 images 35.887 images 29.672 images 1 million images
Benchmark sample size 213 images 7178 images 6134 images 3500 images

• Angry 30 images 958 images 162 images 500 images
• Disgust 29 images 111 images 160 images 500 images
• Fear 32 images 1024 images 74 images 500 images
• Happy 31 images 1774 images 1185 images 500 images
• Surprise 30 images 831 images 329 images 500 images
• Sad 31 images 1247 images 478 images 500 images
• Neutral 30 images 1233 images 679 images 500 images

Image type Greyscale Greyscale Colour Colour
Condition Posed Wild Wild Wild
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2 PRESENTATION OF THE DATASETS
Table 1 summarises the four annotated facial expression databases we used for our benchmark, i.e., JAFFE,
FER-2013, RAF-DB, and AffectNet, which are further described in the following subsections.

2.1 JAFFE
The Japanese Female Facial Expression (JAFFE) dataset consists of 213 256x256 greyscale images of different
facial expressions posed by ten Japanese female subjects [16] [17]. Each subject was asked to freely pose seven
facial expressions (i.e., the six basic emotions, and a neutral or expressionless face). Images were annotated using
the average semantic ratings given by sixty human observers on seven distinct 5-level Likert scales (i.e., one for
each emotion). Figure 1 is a sample of seven images (i.e., one for each emotion) which can be found in the JAFFE
dataset. Human accuracy was estimated around 81% over all poses of the JAFFE dataset [16] [17]. However, this
dataset exhibits cultural specificity, as proven in a cross-cultural study conducted with Japanese and American
annotators (the average agreement of the American group was overall significantly smaller than of the Japanese
group on some "Anger" and "Disgust" poses) [22].

Fig. 1. Examples of images from JAFFE (from left to right: Anger, Disgust, Fear, Happiness, Sadness, Surprise, and Neutrality).

2.2 FER-2013
The Facial Expression Recognition 2013 (FER-2013) dataset was first introduced at the International Conference on
Machine Learning [18]. It consists of 48x48 pixel greyscale images of faces, which were automatically registered
so that the face is more or less centred and occupies about the same amount of space in each image. Images were
collected thanks to a Google search. The final dataset is composed of 35887 images, with 4953 “Anger” images, 547
“Disgust” images, 5121 “Fear” images, 8989 “Happiness” images, 6077 “Sadness” images, 4002 “Surprise” images,
and 6198 “Neutral” images. The test set contains 7,178 examples. Figure 2 is a sample of seven images which can
be found in the FER-2013 dataset. Human accuracy was estimated around 65.5% on this dataset [18].

Fig. 2. Examples of images from FER-2013 (from left to right: Anger, Disgust, Fear, Happiness, Sadness, Surprise, and
Neutrality).

2.3 RAF-DB
The Real-world Affective Faces Database (RAF-DB) contains approximately 30.000 facial images with uncontrolled
poses and illumination [19] [20]. All the images were obtained from the Internet. It is a very diverse dataset in
terms of age, gender, and ethnicity, but also of lighting, occlusions (e.g., glasses), etc. Each image was manually
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annotated by about 40 individuals using crowdsourcing. Annotators were asked to classify each image in one of
the seven basic emotion classes. Figure 3 is a sample of seven images which can be found in RAF-DB.

Fig. 3. Examples of images from RAF dataset (from left to right: Anger, Disgust, Fear, Happiness, Sadness, Surprise, and
Neutrality).

2.4 AffectNet
AffectNet contains about one million of facial images collected from the Internet by querying three major search
engines in six different languages [21]. It is, so far, the largest available in-the-wild facial expression database.
About half of the retrieved images were manually annotated using a categorical model (i.e., seven discrete facial
expressions). The rest of the images were automatically annotated using a ResNeXt neural network trained on all
manually annotated training set samples with average accuracy of 65%. However, as the full AffectNet dataset is
huge, only a small version was released, containing 291,651 images manually annotated with eight labels (i.e.,
0: Neutral, 1: Happiness, 2: Sadness, 3: Surprise, 4: Fear, 5: Disgust, 6: Anger, 7: Contempt). The test set is not
released at this moment; we therefore used the validation set, which contains 3,999 images. Figure 4 is a sample
of eight images which can be found in AffectNet.

Fig. 4. Examples of images from AffectNet (from left to right, and from top to bottom: Anger, Disgust, Fear, Happiness,
Sadness, Surprise, Neutrality, and Contempt).

3 PRESENTATION OF THE OPEN SOURCE LIBRARIES
In the context of interactive media projects, open source libraries represent a low cost tool that simplifies access
to a computational solution. For projects requiring facial expression analysis from images or videos, the major
tool is the emotion interpreter, that is the system able to translate the emotion from the analysed frame. In a
computational domain, facial expression recognition has improved with the emergence of neural network models
trained on large databases [23]. Several open source solutions offer access to such models as a plug and play
solution. The four libraries used for our benchmark, i.e., DeepFace, EmoPy, Py-FEAT, and RMN, are further
described in the following subsections.
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3.1 DeepFace
DeepFace is a lightweight Python library that offers a range of models for facial recognition and attribute analysis
[24]. This library offers as a convolutional neural network (CNN) pre-trained on the FER-2013 training set, which
obtained an accuracy of 57%. It is able to classify images between seven possible emotions.

3.2 EmoPy
EmoPy is an open-source Python library that contains different pre-trained neural network architectures to be
applied to FER projects [25]. Those pre-trained models are CNNs that can be applied to specific cases with a
reduced set of emotions, as well as in cases where the classical seven emotions are considered.

3.3 Py-FEAT
Py-FEAT is an open-source package for facial expressions research written in Python [26]. It includes tools to
detect faces, extract emotional facial expressions, facial muscle movements, and facial landmarks, from videos
and images of faces, as well as methods to pre-process, analyse, and visualise facial expression data.

3.4 RMN
RMN is a Python library that offers access to a pre-trained residual mask network (RMN) that can be used to
predict emotions on videos and static images [27]. This model can also be accessed via the Py-FEAT library.

4 PRESENTATION OF THE BENCHMARK
To analyse the performance of the pre-trained models presented in Section 3, a sample of images containing
expressions associated to one of the seven basic emotions was selected from each dataset, as detailed in Table
1. A set of classical statistical metrics - calculated by comparing the ground truth and predicted labels for a
given image - were used, with two different (yet complementary) approaches. For the first approach, taking
into account the existence of seven classes, i.e., one for each basic emotion, we considered the macro precision,
recall, and F1-score, as well as Cohen’s Kappa and accuracy. To further compare the classification performance
on each class, and to investigate misclassification, normalised confusion matrices were generated. On the other
hand, the second approach only considers the existence of two classes in the calculus of the metrics, i.e., one
representing the analysed emotion and the other representing the absence of the analysed emotion. Using this
approach, precision and recall were calculated for each emotion.

4.1 Benchmark on JAFFE images

Table 2. Performance of common classification metrics on JAFFE.

Metric DeepFace RMN Py-FEAT EmoPy
Accuracy 0.474 0.479 0.469 0.207
Precision 0.430 0.575 0.601 0.149
Recall 0.471 0.476 0.467 0.206
𝜅 0.386 0.392 0.381 0.074
F1-Score 0.429 0.429 0.428 0.141

Table 2 presents the results of all libraries on JAFFE images. RMN obtained the highest accuracy, recall, and
Cohen’s Kappa; while Py-FEAT obtained the highest precision. Lowest values for all metrics are associated
with EmoPy. Normalised confusion matrices, illustrated in Figure 6, show that the four models had difficulties
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on correctly predicting anger, disgust, and fear expressions; whereas they performed better with happiness,
neutrality, sadness, and surprise. DeepFace accomplished recall values greater than 70% on the prediction of
images containing happy, neutral, and surprised expressions. EmoPy only had a recall above 70% for happiness
(recall was below 50% for the other emotions).

Figure 7 shows a comparison between the models that achieved the best performance, i.e., DeepFace and
Py-FEAT. In terms of precision, Py-FEAT and DeepFace obtained the highest precision for different emotions, with
a highlight for angry expressions on Py-FEAT results. Py-FEAT tended to only classify as angry images containing
anger expressions, while DeepFace also classified in this category images containing disgust expressions. In terms
of recall, Py-FEAT correctly classified images containing sad expressions. On the contrary, images containing
anger, disgust, and fear expressions tended to be misclassified. DeepFace correctly classified images containing
happy, neutral, and surprised expressions. However, it had difficulties classifying images with sadness, anger,
fear, and disgust.

4.2 Benchmark on FER-2013 images

Table 3. Performance of common classification metrics on FER-2013.

Metric DeepFace RMN Py-FEAT EmoPy
Accuracy 0.554 0.506 0.503 0.207
Precision 0.555 0.457 0.446 0.149
Recall 0.522 0.475 0.465 0.206
𝜅 0.460 0.410 0.404 0.074
F1-Score 0.535 0.445 0.444 0.141

Table 3 summarises the results obtained on the FER-2013 sample. Figure 8 illustrates the comparison of ground
truth and predicted labels on each image of the FER-2013 sample. It can be quickly observed that happy expressions
tended to be more accurately recognised than any other emotion. Contrarily, disgust and fear expressions were
poorly recognised by the models used in our benchmark. In terms of performance metrics, presented in Table 3,
DeepFace performed better than the other three libraries on this sample. This result is also expressed by the main
diagonal of its confusion matrix, showing sensitivity values greater than 40% for each emotion. DeepFace easily
recognised happiness and surprise.
Figure 9 represents a comparative view of the precision and recall per emotion, for DeepFace and Py-FEAT.

DeepFace performed with a better precision and recall for almost all studied emotions, while Py-FEAT had
a higher recall for angry expressions. In terms of precision, as it can be observed on the confusion matrices,
Py-FEAT had more than 40% of accuracy for six emotions out of seven, with a precision greater than 70% for
happiness and surprise. Yet, both models poorly performed on expressions of fear, with a precision lower than
30% for DeepFace, and than 20% for Py-FEAT. Regarding recall, an interesting point is the behaviour observed on
the residual mask model implemented in Py-FEAT and RMN: these models obtained the highest tax on correctly
classifying anger, generating the highest recall.

4.3 Benchmark on RAF-DB images
As presented in Table 4, the residual mask model implemented in Py-FEAT and RMN obtained the highest
performance on RAF-DB. In this context, the residual masking model was able to have the highest rates of correct
classifications. Figure 10 illustrates the confusion matrices generated. It can be seen that images containing happy,
angry, and sad expressions were better identified compared to the other emotions. For EmoPy and Py-FEAT, the
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Table 4. Performance of common classification metrics on RAF-DB.

Metric DeepFace RMN Py-FEAT EmoPy
Accuracy 0.507 0.662 0.630 0.347
Precision 0.422 0.528 0.521 0.269
Recall 0.345 0.553 0.530 0.279
𝜅 0.347 0.567 0.531 0.184
F1-Score 0.336 0.519 0.495 0.222

highest rate of correct predictions are associated to anger. For DeepFace and RMN, the highest rate is associated
to happy expressions.

Figure 11 presents a comparative view of the precision and recall calculated for DeepFace and RMN. It can be
seen from Figure 11a that RMN had a higher precision for images containing sad, neutral, and happy expressions,
while DeepFace obtained the highest precision for surprise. Both models performed poorly on the classification
of fear expressions. In terms of recall, illustrated on 11b, RMN obtained the highest values, with a highlight for
sadness, happiness, anger, and neutrality. Both models performed poorly on disgust expressions.

4.4 Benchmark on AffectNet images

Table 5. Performance of common classification metrics on AffectNet.

Metric DeepFace RMN Py-FEAT EmoPy
Accuracy 0.351 0.575 0.552 0.256
Precision 0.415 0.599 0.589 0.251
Recall 0.351 0.575 0.552 0.256
𝜅 0.243 0.504 0.477 0.132
F1-Score 0.314 0.573 0.550 0.223

In terms of statistical metrics, presented in Table 5 for AffectNet, the residual mask model obtained higher
Cohen’s Kappa and accuracy values compared to EmoPy and DeepFace. From Figure 12, one can see that images
with truly happy expressions were easily identified compared to the other emotions. Images containing disgust
expressions were indeed badly identified by each library.
Using the one vs. all approach, libraries with the best performance were evaluated, as presented in Figure 13.

Precision values found for Py-FEAT and DeepFace were similar for surprised and disgust images. However, for
the other emotions, highest precision values were found by Py-FEAT. It is interesting to observe a high precision
value for disgust and fear expressions, despite a low number of correct classifications for images labelled with
these emotions. Such precision results are due to the low number of other expressions classified as these emotions.
The lowest precision was found for neutral expressions, despite a high rate of correct classifications (many
expressions were misclassified as neutral). As far as recall is concern, the higher performance was found on
happy images for DeepFace and Py-FEAT. Py-FEAT obtained higher recall values for the other emotions. Lowest
recall is linked to disgust and fear for both libraries.
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5 A NEW METRIC TO ANALYSE FACIAL EXPRESSION RECOGNITION ALGORITHMS’
PERFORMANCE

Although several metrics have been proposed to evaluate the performance of facial expression recognition (FER)
algorithms, the latter are mainly based on a binary (i.e., true vs. false) classification of the results. To address this
limitation, we propose a new metric which evaluates the error between ground truth and predicted emotion.

5.1 Proposed metric
The valence-arousal-dominance (VAD)model [28] is built on three independent dimensions, i.e., valence (pleasure),
ranging from unhappiness to happiness; arousal (or affective activation), ranging between sleep and excitement;
and dominance (level of control of the emotion state), from submissive to dominant. Table 6 represents the
values of valence, arousal, and dominance to represent each of the six basic emotions, i.e., Anger, Disgust, Fear,
Happiness, Surprise, and Sadness, as defined by Russell & Mehrabian [28]. We further added Neutrality as origin
of the coordinate system.

Table 6. Valence, arousal, and dominance values of the seven basic emotions.

Valence Arousal Dominance
Anger −0.43 0.67 0.34
Disgust −0.60 0.35 0.11
Fear −0.64 0.60 −0.43
Happiness 0.76 0.48 0.35
Surprise 0.40 0.67 −0.13
Sadness −0.63 0.27 −0.33
Neutrality 0.00 0.00 0.00

Let E be the set of emotions 𝑒 , i.e., the six basic emotions plus the neutral state. Let 𝑃 ∈ R7 be the FER model
output, such that 𝑝𝑒 ≥ 0 ∀𝑒 ∈ E, and ∑∀𝑒∈E 𝑝𝑒 = 1. In this context, let (𝑣𝑒 , 𝑎𝑒 , 𝑑𝑒 ) be the value of valence, arousal,
and dominance for each emotion 𝑒 in the emotion set E. Using the probabilities and ground truth values presented
in Table 6, the predicted valence, arousal, and dominance for a given emotion can easily be calculated as follows.

𝑣 =
∑︁
∀𝑒∈E

𝑝𝑒 · 𝑣𝑒 𝑎 =
∑︁
∀𝑒∈E

𝑝𝑒 · 𝑎𝑒 𝑑 =
∑︁
∀𝑒∈E

𝑝𝑒 · 𝑑𝑒

To measure the prediction error for a given image, the Euclidean distance between (𝑣, 𝑎, 𝑑), representing
the prediction in the VAD space, and (𝑣𝑔𝑡 , 𝑎𝑔𝑡 , 𝑑𝑔𝑡 ), corresponding to the ground truth label of the image, was
calculated as in (1).

𝑧 =
√︃
(𝑣 − 𝑣𝑔𝑡 )2 + (𝑎 − 𝑎𝑔𝑡 )2 + (𝑑 − 𝑑𝑔𝑡 )2 (1)

Euclidean distances between the ground truth emotions’ representation on the VAD model were calculated
to introduce a comparative perspective on our analysis. Such values, presented in Figure 5, show the existence
of similarities and dissimilarities between the emotions on this model. For example, sadness and fear are the
most similar emotions, with the smallest distance (i.e., 0.34) between their respective points in the VAD model
compared to the distance between other emotions. On the contrary, happiness and fear are the less similar, as the
distance between their respective points in the VAD model is the largest (i.e., 1.51).
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Fig. 5. Euclidean distances between the valence, arousal, and dominance points for each pair of basic emotions.

The following subsections present the univariate analyses of the distance distributions calculated for eachmodel
on each dataset. A discussion on the central tendency and variability metrics calculated for the unconditional
distribution of the distances calculated for the predictions of each model is firstly presented. Secondly, a discussion
on the same metrics is raised, although, in this case, the distance distribution conditioned by the ground truth
emotions is considered.

5.2 Distance analysis on JAFFE images
For the JAFFE images, the central tendency and variability metrics, presented in Table 7, indicate that RMN
predictions are closer to the ground truth values, as the distribution obtained for this model has the smallest mean
and median and the highest positive skewness. Such metrics also indicate that EmoPy produced predictions far
from the ground truth emotions, as the distribution for this model has the smallest skewness and the largest mean
and median values. Based on this result, RMN is the most accurate model while EmoPy was the less accurate.

Based on the distribution of the distances for each emotion, represented on Figure 14, distances associated with
images containing happy and neutral expressions are mostly concentrated near to the first quartile calculated
for the distances found using DeepFace, Py-FEAT and RMN. On Py-FEAT and RMN, images containing sad
expressions are also associated with distances in the mentioned region. The model with the lowest performance,
i.e, EmoPy had the majority of distances situated after the median calculated for this model.

Table 7. Measures of central tendency and variability of the distance distribution on JAFFE.

DeepFace RMN Py-FEAT EmoPy
Mean 0.384 0.374 0.387 0.759
Standard deviation 0.322 0.299 0.314 0.357
First quartile 0.048 0.079 0.094 0.547
Median 0.359 0.333 0.334 0.783
Third quartile 0.654 0.605 0.650 1.035
Variance 0.104 0.089 0.099 0.128
Skewness 0.478 0.448 0.520 -0.329
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Reciprocally, the distributions show the existence emotions in which the model predictions are far from their
respective ground truth values. For example, the images labeled as containing angry or disgusted expressions
had their predictions distances mostly concentrated after the median value calculated for DeepFace, Py-FEAT
and RMN.

5.3 Distance analysis on FER-2013 images
For FER-2013 images, the central tendency and variance metrics, displayed in Table 8, indicate that DeepFace
predictions are closer to the ground truth values, as the distribution obtained for this model has the smallest
mean and median and the highest positive skewness. Such metrics also indicate that EmoPy produced predictions
far from the ground truth, as the distribution for this model has the lowest skewness, with the highest mean
and median values. Such analysis matches the results found via classical metrics, as it showed DeepFace as best
model, and EmoPy as least accurate.

Based on the distribution of the distances for each emotion, represented on Figure 15, distances associated with
images containing happy expressions are mostly concentrated near the first quartile calculated for the distances
found using DeepFace, Py-FEAT and RMN. The model with the lowest performance, i.e, EmoPy has most of its
distributions per emotion concentrated before the distance median value.

Reciprocally, the distributions show the existence of emotions for which model predictions are far from their
respective ground truth values. For example, images labeled as containing disgust or fear expressions had their
prediction distances mostly concentrated after the median value calculated for DeppFace, Py-FEAT, and RMN. For
DeepFace the distance associated with images labeled as containing angry expressions are also situated before
the median value.

Table 8. Measures of central tendency and variability of the distance distribution on FER-2013.

DeepFace RMN Py-FEAT EmoPy
Mean 0.392 0.420 0.425 0.572
Standard deviation 0.416 0.339 0.339 0.364
First quartile 0.011 0.084 0.095 0.284
Median 0.253 0.385 0.392 0.594
Third quartile 0.724 0.697 0.695 0.802
Variance 0.173 0.115 0.115 0.133
Skewness 0.900 0.476 0.498 0.129

5.4 Distance analysis on RAF-DB images
OnRAF-DB images, the central tendency and variabilitymetrics presented in Table 9 indicate that RMNpredictions
are closer to their respective ground truth values, as the mean and median values are the lowest in comparison to
the ones calculated for distances obtained with the other models. Such metric also indicates that EmoPy produced
predictions that are far from the ground truth, as distances generate a distribution with the highest mean and
median values, and lowest skewness. Results found via the distance metric match the ones found via classical
metrics.

On Figure 16, distances associated with images containing happy and neutral expressions are mostly situated
before the median for both DeepFace and RMN models. Distances calculated for fear and surprise images are
mostly concentrated after the third quartile of the distances calculated for DeepFace predictions. For the RMN
model, disgust and fear expressions are largely situated after the median value. With these results, and based
on Figure 16, happiness and neutrality are easily recognised by both models. Sadness and anger are also easily
recognised by RMN.
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Distributions show the existence of emotions for which the model predictions are far from their respective
ground truth values. In this context, surprise and disgust are mostly concentrated after the median value of the
distance calculated for Py-FEAT and RMN.

Table 9. Measures of central tendency and variability of the distance distribution on RAF-DB.

DeepFace RMN Py-FEAT EmoPy
Mean 0.472 0.332 0.342 0.618
Standard deviation 0.473 0.342 0.342 0.365
First quartile 0.021 0.039 0.042 0.332
Median 0.348 0.215 0.247 0.649
Third quartile 0.786 0.550 0.576 0.879
Variance 0.224 0.117 0.117 0.133
Skewness 0.768 1.058 0.948 -0.017

5.5 Distance analysis on AffectNet images
On AffectNet images, the centrality and variability metrics, presented in Table 10, indicate that RMN obtained the
predictions that are closer to their respective ground truth values, as the mean and median values are the lowest
in comparison to the ones calculated for the distances obtained with the other models. Such metric also indicates
that EmoPy produced predictions are far from their respective ground truth, as the distances calculated generate
a distribution with the highest mean and median values, as well the lowest skeweness. Results found via the
distance metric on AffectNet shows that the best performance on classification metric (Table 5) is associated with
models that predicted points near their respective ground truth positions on the VAD space.
The distance distribution calculated for each emotion, illustrated in Figure 17, shows that images containing

happy expressions are associated with the highest concentration of distances in a region below the first quartile
found for DeepFace, Py-FEAT, and RMN. Other facial expressions have distribution concentrated in this region.
As an example, the neutral expressions and, only for Py-FEAT and RMN model, anger expressions. The model
with the lowest performance on AffectNet, i.e., EmoPy, has most of its distance distributions per emotion situated
before the median calculated for the distances found using this model predictions.

Table 10. Measures of central tendency and variability of the distance distribution on AffectNet.

DeepFace RMN Py-FEAT EmoPy
Mean 0.530 0.351 0.362 0.591
Standard deviation 0.398 0.322 0.328 0.320
First quartile 0.162 0.053 0.056 0.363
Median 0.531 0.280 0.296 0.610
Third quartile 0.791 0.581 0.613 0.805
Variance 0.159 0.104 0.107 0.102
Skewness 0.427 0.803 0.776 0.037

Distributions show the existence of emotions for which model predictions are far from their ground truth
values, as their distances are mostly concentrated on the region after the median. Using DeepFace, images
containing disgust, anger, surprise, and fear expressions had their predicted distances mostly concentrated after
the median. For RMN and Py-Feat, fear and disgust expressions had their predicted distances mostly concentrated
after the median.
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6 DISCUSSION
In spite of the rapid growth of artificial intelligence technology, reading people’s emotions using FER algorithms
still appears extremely complicated for some emotions, as demonstrated in Sections 4 and 5. To be used, and
then trusted, these algorithms firstly need to be reliable. Furthermore, while certain (e.g., commercial) systems
perform well under controlled conditions (i.e., with high resolution images and frontal faces), they usually face
difficulties with real world applications, like realistic distortions [29] [30].

According to [31], classical classification models fail on capturing fine-grained differences in dynamic expres-
sions. A possible solution, suggested by the authors, is therefore to move the FER problem from a classification
problem to a regression one, where the model prediction corresponds to a point in the valence-arousal-dominance
(VAD) space. In this context, our approach creates a link between the classification result and the VAD space, as it
directly maps the discrete classification into this space. We also defined a useful metric to evaluate the regression
model on this domain, i.e., the distance to ground truth values.
Current publicly available datasets, such as JAFFE, FER-2013, RAF-DB, and AffectNet, only consider a single

value (i.e., discrete emotion) as ground truth. However, in some cases, even human annotators do not agree when
labeling images; ambiguities on the ground truth remain [32]. Therefore, to further explore the relationship
presented above, it would be interesting to have new datasets where ground truth labels are represented in the
VAD space, or as percentages of the seven basic emotions instead of only one emotion.

7 CONCLUSION
In this paper, we carried out a benchmark involving four facial expression recognition (FER) algorithms on four
datasets composed of head shots. All the datasets used are publicly available, and labeled with the seven basic
emotions. The use of common performance metrics, e.g., F1-score and confusion matrices, yielded two distinct
observations. Firstly, existing open source libraries for automatic FER do not seem to be good enough (as their
overall accuracy remains below 50%) to be reliable. Secondly, current metrics to analyse the performance of such
algorithms remain limited as they only consider a binary classification of the results.
We therefore proposed a new metric based on the Euclidean distance between ground truth and predicted

emotions in the valence-arousal-dominance space. With this metric, we aimed to provide new information on the
output of different FER models for interactive media, where human sensibility needs to be considered.
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A APPENDIX: RESULTS OF THE BENCHMARK

A.1 On JAFFE images

Angry Disgust Fear Happy Neutral Sad Surprise
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Surprise

0.233 0.000 0.000 0.667 0.000 0.033 0.067

0.069 0.000 0.000 0.448 0.000 0.034 0.448

0.094 0.000 0.000 0.344 0.000 0.125 0.438

0.065 0.000 0.000 0.742 0.000 0.000 0.194

0.065 0.000 0.032 0.484 0.000 0.065 0.355

0.000 0.000 0.067 0.233 0.000 0.100 0.600

0.033 0.000 0.000 0.600 0.000 0.000 0.367
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(a) Confusion matrix for EmoPy predictions.
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0.100 0.000 0.033 0.000 0.567 0.300 0.000

0.276 0.000 0.103 0.000 0.448 0.172 0.000

0.000 0.000 0.375 0.031 0.188 0.250 0.156

0.000 0.000 0.065 0.806 0.097 0.000 0.032

0.000 0.000 0.033 0.033 0.733 0.067 0.133
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0.033 0.000 0.100 0.033 0.100 0.000 0.733

0.0

0.2

0.4

0.6

0.8

1.0

(b) Confusion matrix for DeepFace predictions.

Angry Disgust Fear Happy Neutral Sad Surprise

Angry

Disgust

Fear

Happy

Neutral

Sad

Surprise
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0.000 0.000 0.000 0.000 0.600 0.000 0.400
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(c) Confusion matrix for Py-FEAT predictions.
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0.000 0.000 0.000 0.000 0.733 0.000 0.267
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(d) Confusion matrix for RMN predictions.

Fig. 6. Illustration of the confusion matrices calculated for the predictions of each library on the JAFFE sample.
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(a) Precision value for each emotion.
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(b) Recall value for each emotion.

Fig. 7. Illustration of the precision and recall calculated for each emotion on JAFFE images.

110



Are FER algorithms reliable? A new metric to analyse their performance IMX ’22 - Emotion, 2022, Portugal

A.2 On FER-2013 images
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0.603 0.000 0.072 0.069 0.160 0.011 0.085

0.685 0.009 0.045 0.054 0.171 0.018 0.018
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(a) Confusion matrix obtained with EmoPy.
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0.411 0.014 0.172 0.070 0.144 0.163 0.026

0.252 0.423 0.135 0.027 0.063 0.090 0.009

0.096 0.003 0.412 0.059 0.143 0.194 0.094

0.029 0.002 0.057 0.765 0.082 0.048 0.017
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(b) Confusion matrix obtained with DeepFace.
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0.587 0.056 0.072 0.031 0.090 0.097 0.067

0.441 0.333 0.045 0.072 0.000 0.090 0.018

0.286 0.019 0.161 0.043 0.113 0.229 0.149
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(c) Confusion matrix obtained with PY-FEAT.
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0.641 0.055 0.037 0.017 0.074 0.097 0.079

0.495 0.342 0.000 0.027 0.027 0.099 0.009

0.314 0.017 0.127 0.036 0.103 0.235 0.168

0.064 0.012 0.017 0.707 0.031 0.028 0.140

0.198 0.010 0.019 0.078 0.445 0.134 0.116

0.283 0.022 0.030 0.038 0.149 0.403 0.075
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(d) Confusion matrix obtained with RMN.

Fig. 8. Illustration of the confusion matrices calculated for the predictions of each library on the FER-2013 sample.
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(a) Precision value for each emotion.
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(b) Recall value for each emotion.

Fig. 9. Illustration of the precision and recall calculated for each emotion on FER-2103 images.
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A.3 On RAF-DB images
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(a) Confusion matrix obtained with EmoPy.
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0.175 0.031 0.056 0.175 0.275 0.287 0.000
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(b) Confusion matrix obtained with DeepFace.
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0.765 0.062 0.025 0.074 0.012 0.031 0.031

0.463 0.156 0.013 0.056 0.138 0.150 0.025

0.189 0.027 0.311 0.108 0.081 0.095 0.189

0.068 0.014 0.003 0.751 0.080 0.029 0.055

0.228 0.003 0.001 0.027 0.566 0.121 0.054

0.142 0.013 0.019 0.038 0.073 0.705 0.010
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(c) Confusion matrix obtained with PY-FEAT.
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0.747 0.086 0.006 0.099 0.019 0.031 0.012

0.344 0.263 0.019 0.081 0.169 0.106 0.019

0.189 0.000 0.324 0.095 0.081 0.149 0.162

0.039 0.023 0.004 0.797 0.068 0.029 0.040

0.174 0.018 0.003 0.053 0.632 0.085 0.035

0.107 0.029 0.025 0.033 0.098 0.695 0.013
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(d) Confusion matrix obtained with RMN.

Fig. 10. Illustration of the confusion matrices calculated for the predictions of each library on the RAF-DB sample.

Angry

Disgust

Fear

HappyNeutral

Sad

Surprise

10%
20%
30%
40%
50%
60%
70%
80%
90%
100%

DeepFace
RMN

(a) Precision value for each emotion.
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(b) Recall value for each emotion.

Fig. 11. Illustration of the precision and recall calculated for each emotion on RAF-DB images.
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A.4 On AffectNet images
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0.418 0.000 0.096 0.106 0.294 0.014 0.072

0.416 0.000 0.064 0.114 0.300 0.024 0.082

0.366 0.000 0.148 0.108 0.114 0.014 0.250

0.226 0.000 0.026 0.436 0.186 0.010 0.116

0.222 0.000 0.046 0.160 0.420 0.024 0.128
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(a) Confusion matrix obtained with EmoPy.
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0.302 0.010 0.090 0.084 0.324 0.176 0.014

0.254 0.036 0.084 0.174 0.238 0.182 0.032

0.084 0.002 0.272 0.148 0.286 0.092 0.116

0.022 0.000 0.020 0.792 0.128 0.034 0.004

0.064 0.000 0.084 0.096 0.606 0.130 0.020

0.100 0.000 0.094 0.126 0.382 0.290 0.008
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(b) Confusion matrix for DeepFace.
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0.584 0.058 0.018 0.022 0.202 0.076 0.040
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(c) Confusion matrix obtained with Py-FEAT.
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(d) Confusion matrix obtained with RMN.

Fig. 12. Illustration of the confusion matrices calculated for the predictions of each library on the AffectNet sample.
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(b) Recall value for each emotion.

Fig. 13. Illustration of the precision and recall calculated for each emotion on AffectNet images.
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B APPENDIX: DISTANCE DISTRIBUTIONS

B.1 On JAFFE images
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(a) Distances for EmoPy.
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(b) Distances for DeepFace.
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(c) Distances for Py-FEAT.
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(d) Distances for RMN.

Fig. 14. Illustration of the distance distribution for each emotion on JAFFE images.

B.2 On FER images
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(a) Distances for EmoPy.
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(b) Distances for DeepFace.
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(c) Distances for Py-FEAT.
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(d) Distances for RMN.

Fig. 15. Illustration of the distance distribution for each emotion on FER-2013 images.
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B.3 On RAF-DB images
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(a) Distances for EmoPy.
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(b) Distances for DeepFace.
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(c) Distances for Py-FEAT.
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(d) Distances for RMN.

Fig. 16. Illustration of the distance distribution for each emotion on RAF-DB images.

B.4 On AffectNet images
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(a) Distances for EmoPy.
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(b) Distances for DeepFace.
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(c) Distances for Py-FEAT.
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(d) Distances for RMN.

Fig. 17. Illustration of the distance distribution for each emotion on AffectNet images.
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