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Abstract A linear code is linear complementary dual (LCD) if it meets its dual
trivially. LCD codes have been a hot topic recently due to Boolean masking appli-
cation in the security of embarked electronics (Carlet and Guilley, 2014). Additive
codes over F4 are F4-codes that are stable by codeword addition but not necessar-
ily by scalar multiplication. An additive code over F4 is additive complementary
dual (ACD) if it meets its dual trivially. The aim of this research is to study such
codes which meet their dual trivially. All the techniques and problems used to
study LCD codes are potentially relevant to ACD codes. Interesting constructions
of ACD codes from binary codes are given with respect to the trace Hermitian and
trace Euclidean inner product. The former product is relevant to quantum codes.
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1 Introduction

To begin with, let us recall some basic definitions. A linear [n, k] code over a finite
field Fq is a k-dimensional subspace of Fn

q . The set of vectors orthogonal to C
under the usual inner product is the dual of C, denoted by C⊥. A linear code C is
self-orthogonal if C ⊂ C⊥, and self-dual if C = C⊥. On the other hand, a linear code
C is an LCD code (linear complementary dual code) if C ∩ C⊥ = {0}. In particular,
C is a binary LCD code if C is a binary linear code satisfying C ∩ C⊥ = {0}.

Massey [14] introduced the notion of LCD codes in order to provide an optimum
linear coding solution for the two-user binary adder channel. In a later work [15],
he also showed that there exist asymptotically good LCD codes. Furthermore,
Sendrier showed that LCD codes meet the asymptotic Gilbert-Varshamov bound
in [17].

In 2014, Carlet and Guilley [3] introduced several constructions of LCD codes
and investigated an application of LCD codes against Side-Channel Attacks (SCA)
and Fault Injection Attacks (FIA). Recall from [3] that SCA consists in passively
recording some leakage that is the source of information to retrieve the key, and
that FIA consist in actively perturbating the device so as to obtain exploitable
differences at the output.

In the approach of [3], the direct sum C⊕C⊥ = Fn
q is essential, and the minimum

distance of C (resp. C⊥) acts as a performance criterion for SCA (resp. FIA). Since
this model does not use the linearity of C but only its additivity, it makes sense to
study additive complementary dual (ACD) codes over finite fields or finite rings.
Moreover, since linear codes are additive codes, LCD codes are ACD. Furthermore,
Guilley [8] reported to us that the application of ACD codes to security still makes
sense. This motivates the current study.

In the same spirit, Shi et al. [18] studied ACD codes over a noncommutative
non-unital ring E with four elements recently. Nevertheless, little is known about
a general theory of ACD codes over F4. All the techniques and problems used to
study LCD codes [6] are potentially relevant to ACD codes. Interesting construc-
tions of ACD codes from binary codes are given with respect to two trace inner
products: the trace Euclidean inner product, and the trace Hermition inner prod-
uct, familiar since the studies of quantum codes [2]. We have also constructed ACD
(6, 25, 4), (35, 27, 26), and (96, 27, 72) codes over F4 under the trace Euclidean inner
product, all of which have more codewords than optimal LCD [6, 2, 4], [35, 3, 26],
and [96, 3, 72] codes over F4, respectively.

Our paper consists of five sections. Section 2 recalls basic definitions and nota-
tions from additive codes under the two inner products. Section 3 discusses ACD
codes with respect to the trace Hermitian inner product. Section 4 discusses ACD
codes with with respect to the trace Euclidean inner product. Section 5 concludes
the article.

2 Preliminaries

Let F2 = {0, 1} and F4 = {0, 1, ω, ω̄} denote the finite field of order 2 and 4
respectively, where ω̄ = ω2 = ω + 1, ω3 = 1.

An additive code C over F4 of length n is an additive subgroup of Fn
4 . As C is a

free F2-module, it has size 2k for some 0 ≤ k ≤ 2n. We call C an (n, 2k) code. It
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has a basis, as a F2-module, consisting of k basis vectors. Interest in additive codes
over F4 has arisen because of their correspondence to quantum codes as described
in [2]. There is a natural inner product on the additive codes arising from the trace
map. The trace map Tr : F4 → F2 is given by

Tr(x) = x + x2.

In particular Tr(0) = Tr(1) = 0 and Tr(ω) = Tr(ω) = 1. The conjugate of x ∈ F4,
denoted x, is the image of x under the Frobenius automorphism; in other words,
0 = 0, 1 = 1, and ω = ω.

Definition 1 A generator matrix of an (n, 2k) additive code C over F4 is a k × n

matrix G with entries in F4 such that C = {uG : u ∈ Fk
2}. Note that G has 2-rank

k.

As usual, the weight wt(c) of c ∈ C is the number of nonzero components of c.
The minimum weight d of C is the smallest weight of any nonzero codeword in C.
If C is an (n, 2k) additive code of minimum weight d, C is called an (n, 2k, d) code.

Example 1 Let G6 be the [6, 3, 4] hexacode whose generator matrix as a linear F4-
code is [

1 0 0 1 ω ω
0 1 0 ω 1 ω
0 0 1 ω ω 1

]
.

This is also an additive code; thinking of G6 as an additive code, it has generator
matrix 

1 0 0 1 ω ω
0 1 0 ω 1 ω
0 0 1 ω ω 1
ω 0 0 ω ω ω
0 ω 0 ω ω ω
0 0 ω ω ω ω

 .

For x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) in Fn
4 , we define the Hermitian

inner product, the trace Hermitian inner product and the trace Euclidean inner
product of x and y as follows:

(i) x · y =
n∑

i=1

xiȳi, (ii) x ? y =
n∑

i=1

Tr(xiȳi), (iii) x � y =
n∑

i=1

Tr(xiyi).

If C is an (n, 2k) additive code, the dual of C with respect to the Hermitian
inner product, the trace Hermitian inner product and the trace Euclidean inner
product are defined as follows:

C⊥H = {u ∈ Fn
4 : u · v = 0 for all v ∈ C},

C⊥TrH = {u ∈ Fn
4 : u ? v = 0 for all v ∈ C},

C⊥TrE = {u ∈ Fn
4 : u � v = 0 for all v ∈ C}.

Obviously, C⊥H , C⊥TrH and C⊥TrE are (n, 22n−k) additive codes. If, in addition,
C is linear, we say C is linear complementary dual with respect to the Hermitian inner

product (or quaternary Hermitian LCD) if C∩C⊥H = {0}. If C is additive, we say C is
additive complementary dual (ACD) with respect to the trace Hermitian inner product

if C ∩ C⊥TrH = {0}, and C is additive complementary dual (ACD) with respect to the

trace Euclidean inner product if C ∩ C⊥TrE = {0}.
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3 ACD codes with respect to the trace Hermitian inner product ?

We have a criteria for ACD codes in terms of a generator matrix as follows.

Theorem 1 ([4, Proposition 1], [15, Proposition 1]) Let G be a generator matrix for

an [n, k] linear code C over a field. Then C is a Euclidean (resp. a Hermitian) LCD

code if and only if, the k × k matrix GGT (resp. GḠT ) is invertible.

Theorem 2 ([1]) Let C be an additive (n, 2k) code over F4 with generator matrix

G. Then C is ACD with respect to the trace Hermitian inner product if and only if

G ? G = GḠT + ḠGT is invertible.

The following lemma is straightforward from the definition of the inner prod-
ucts.

Lemma 1 ([5, Lemma 2.1]) Assume C is a linear code over F4. Then C⊥TrH is equal

to the dual of C with respect to the Hermitian inner product. Similarly, C⊥TrE is equal

to the dual of C with respect to the Euclidean inner product.

Corollary 1 Any Hermitian LCD [n, k, d] code C over F4 is an ACD (n, 22k, d) code

over F4 with respect to the trace Hermitian inner product.

Proof Suppose that C is a Hermitian LCD code over F4. Then C ∩ C⊥H = {0}. By
Lemma 1, C⊥H = C⊥TrH . Thus, C ∩ C⊥TrH = {0}, which means that C is ACD with
respect to the trace Hermitian inner product. The parameters of C over F4 are
obvious.

Corollary 2 Suppose C2 is a binary LCD [n, k, d] code with generator matrix G2.

Let C42 be a linear code over F4 with generator matrix G2. Then by regarding C42 as an

additive code over F4, C42 is an ACD (n, 22k, d) code with respect to the trace Hermitian

inner product.

Proof Let G2 be a generator matrix for C2. Then, by Theorem 1, G2G
T
2 is invertible

over F2. Since G2 = Ḡ2, G2Ḡ2
T

is invertible over F4. Hence, by Theorem 1, C42
as a linear code over F4 is an Hermitian LCD [n, k, d] code over F4. Therefore,
by Corollary 1, C42 is an ACD (n, 22k, d) code with respect to the trace Hermitian
inner product.

Lemma 2 ([10]) If A is a symmetric integral matrix with zero diagonal, then 2-

rank(A) is even.

Proof We give a detailed proof here since the proof in [10] is concise. Recall that
a principal submatrix of a square matrix A is the matrix obtained by deleting any
m rows and the corresponding m columns.

Let A′ be a non-singular principal submatrix of A such that 2-rank(A) = 2-
rank(A′). Then A′ is also symmetric integral with zero diagonal. We may assume
that A′ ≡ B (mod 2) for some skew symmetric integral matrix B. Over Z, any
skew symmetric matrix B of odd order has determinant 0 (since B = −BT implies
that det(B) = −det(BT ) = −det(B), hence det(B) = 0). So, if 2-rank (A′) is odd,
then det(A′) ≡ det(B) ≡ 0 (mod 2). This is a contradiction since A′ has a full
rank, that is, det(A′) 6≡ 0 (mod 2). Thus 2-rank (A′) is even. Therefore, 2-rank
(A) is even.
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Theorem 3 If C is a trace Hermitian ACD (n, 2k) code over F4 with generator matrix

G, then k is even.

Proof Let A = G ?G = GḠT + ḠGT . Then A is a k × k symmetric integral matrix
with zero diagonal. Since C is ACD, the 2-rank of A must be k by Theorem 2. By
Lemma 2, k is even.

Lemma 3 Let C and D are two binary [n, k1] and [n, k2] linear codes. If C4 = aC+bD,

where a 6= b and a, b ∈ F4 \ {0}, then C⊥TrH
4 = aD⊥ + bC⊥.

Proof Let u ∈ aD⊥ + bC⊥; then there exist d′ ∈ D⊥ and c′ ∈ C⊥ such that
u = ad′ + bc′. For v = ac + bd ∈ C4, where c ∈ C and d ∈ D, we have

u ? v = (ad′ + bc′) ? (ac + bd)

= (ad′ + bc′) · (āc + b̄d) + (ād′ + b̄c′) · (ac + bd)

= aād′ · c + ab̄d′ · d + bāc′ · c + bb̄c′ · d + āad′ · c + ābd′ · d + b̄ac′ · c + b̄bc′ · d
= (ab̄ + āb)d′ · d + (bā + b̄a)c′ · c
= 0.

Hence, aD⊥ + bC⊥ ⊆ C⊥TrH
4 .

Since a 6= b, |C4| = |C||D| = 2k1 ·2k2 = 2k1+k2 , then C⊥TrH
4 = 22n

|C4|
= 22n−(k1+k2) =

22n−k1−k2 . And |aD⊥ + bC⊥| = 2n−k1 · 2n−k2 = 22n−k1−k2 . Therefore, C⊥TrH
4 =

aD⊥ + bC⊥.

Proposition 1 If C is a self-dual [2n, n] binary code, let D be a binary linear code and

F2n
2 = C ⊕D, then C4 = aC+ bD is an ACD (2n, 22n) code over F4 with respect to the

trace Hermitian inner product, where a 6= b and a, b ∈ F4 \ {0}.

Proof Since C is self-dual, C = C⊥. By F2n
2 = C ⊕ D, we know that

C ∩ D = {0}, C⊥ ∩ D⊥ = (C ⊕ D)⊥ = (F2n
2 )⊥ = {0},

then C ∩ D⊥ = {0}. By Lemma 3, C⊥TrH
4 = aD⊥ + bC⊥ = aD⊥ + bC.

If there exists 0 6= v ∈ C4 ∩ C⊥TrH
4 , then there are c ∈ C,d ∈ D, and c,d are

nonzero such that v = ac + bd. Similarly, there are c′ ∈ D⊥, d′ ∈ C, and c′,d′are
nonzero such that v = ac′+ bd′. Hence we have ac + bd = ac′+ bd′, which implies
that c = c′,d = d′. Then we have c ∈ C ∩ D⊥, d ∈ D ∩ C, where c,d are nonzero,
which is a contradiction. Therefore, C4 is an ACD code.

Corollary 3 Suppose that C is a self-dual [2n, n] binary code and D is a binary linear

code such that F2n
2 = C ⊕ D. Let C4 = aC + bD. Then its minimum distance d(C4) is

equal to min{d(C), d(D)}.

Proof Obviously, we have d(C4) ≤ min{d(C), d(D)}. On the other hand, for any
nonzero codeword au + bv ∈ C4 with u ∈ C and v ∈ D, since a, b ∈ F4 \ {0}
and a 6= b, wt(au + bv) ≥ max{wt(au),wt(bv)} ≥ min{d(C), d(D)}. Therefore,
d(C4) = min{d(C), d(D)}.

Remark 1 Proposition 1 shows that we can get ACD codes over F4 from binary
linear self-dual codes.
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Example 2 Let C be a binary [4, 2, 2] code with generator matrix G1 of the form

G1 =

[
1 1 0 0
0 0 1 1

]
.

Let D be a binary [4, 2, 2] code with generator matrix G2 of the form

G2 =

[
1 1 0 1
0 1 1 1

]
.

It is easy to check that C is self-dual and F4
2 = C⊕D. By Proposition 1, C4 = C+ωD

is an (4, 24, 2) ACD code over F4 with generator matrix G of the form

G =


1 1 0 0
0 0 1 1
ω ω 0 ω

0 ω ω ω

 .

4 ACD codes with respect to the trace Euclidean inner product �

In this section, we construct ACD codes with respect to the trace Euclidean inner
product.

Lemma 4 Any Euclidean LCD [n, k, d] code C over F4 is an ACD (n, 22k, d) code

over F4 with respect to the trace Euclidean inner product.

Proof Suppose that C is an Euclidean LCD code over F4. Then C ∩ C⊥E = {0},
where C⊥E denotes the dual of C under the Euclidean inner product. By Lemma 1,
C⊥E = C⊥TrE . Thus, C ∩ C⊥TrE = {0}, which means that C is ACD with respect to
the trace Euclidean inner product. The parameters of C over F4 are obvious.

We want a characterization of an ACD code with respect to the Euclidean
inner product in terms of its generator matrix. We follow the idea from [1].

Definition 2 ([1]) Let V be an inner product space over a field Fq. An Fq-linear
map T : V → V is called an Fq-orthogonal projection with respect to the prescribed
inner product < ·, · > if
(i) T 2 = T , and
(ii) < u,v >= 0 for all u ∈ Im(T ) and v ∈ Ker(T ).

Lemma 5 Using the notation of Definition 2, if 〈·, ·〉 is nondegenerate, then Ker(T )
is the dual of Im(T ) under 〈·, ·〉.

Proof From basic linear algebra, dimFq (Ker(T )) = dimFq (V )−dimFq (Im(T )). Let D
be the dual of Im(T ) under 〈·, ·〉. As 〈·, ·〉 is nondegenerate, dimFq (D) = dimFq (V )−
dimFq (Im(T )). Thus Ker(T ) and D have the same dimension. By part (ii) of Defi-
nition 2, Ker(T ) ⊆ D. As Ker(T ) and D have the same dimension, they are equal.
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Lemma 6 Let C be a linear code of length n over F4 and let T : Fn
4 → Fn

4 be an F4-

linear map. Then T is an F4-orthogonal projection with respect to the trace Euclidean

inner product onto C if and only if

T (v) =

{
v if v ∈ C
0 if v ∈ C⊥TrE .

Proof Suppose that T : Fn
4 → Fn

4 is an F4−orthogonal projection with respect to
the trace Euclidean inner product onto C. Let v ∈ C = Im(T ). Then there exists
x ∈ Fn

4 such that v = T (x). So v = T (x) = T 2(x) = T (T (x)) = T (v). Now let
v ∈ C⊥TrE ; then T (v) = 0 by Lemma 5.

Conversely, assume that

T (v) =

{
v if v ∈ C
0 if v ∈ C⊥TrE .

Since T is a function, C ∩ C⊥TrE = {0} implying Fn
4 = C ⊕ C⊥TrE . If v ∈ C, T 2(v) =

T (T (v)) = T (v) = v; if v ∈ C⊥TrE , T 2(v) = T (T (v)) = T (0) = 0 = T (v). So
T 2 = T on C and on C⊥TrE , and hence on C⊕C⊥TrE = Fn

4 by linearity, verifying part
(i) of Definition 2. Also Im(T ) = C. As in the proof of Lemma 5, dimF4

(C⊥TrE) =
dimF4

(Ker(T )). As T (v) = 0 for v ∈ C⊥TrE , C⊥TrE ⊆ Ker(T ) imply C⊥TrE = Ker(T ),
verifying part (ii) of Definition 2.

Lemma 7 Let C be a linear code of length n over F4. Then C is ACD with respect to

the trace Euclidean inner product if and only if there exists an F4-orthogonal projection

with respect to the trace Euclidean inner product from Fn
4 onto C.

Proof Let TC is an F4-orthogonal projection with respect to the trace Euclidean
inner product from Fn

4 onto C. By Lemma 6, it follows that,

TC(v) =

{
v if v ∈ C
0 if v ∈ C⊥TrE .

Assume that C is not ACD with respect to the trace Euclidean inner product.
Then there exists u 6= 0 such that u ∈ C ∩ C⊥TrE . Hence, u = TC(u) = 0, which
is a contradiction. Therefore, C is ACD with respect to the trace Euclidean inner
product

Conversely, assume that C is ACD with respect to the trace Euclidean inner
product. Let v ∈ Fn

4 , then there exists a unique pair u ∈ C and w ∈ C⊥TrE such
that v = u + w. Defined a map TC : Fn

4 → Fn
4 by TC(v) = u. Clearly, TC is an

F4-linear map such that:

TC(v) =

{
v if v ∈ C
0 if v ∈ C⊥TrE .

Hence, by Lemma 6, TC is an F4-orthogonal projection with respect to the trace
Euclidean inner product from Fn

4 onto C.
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Theorem 4 Let C be an additive (n, 2k) code over F4 with generator matrix G. Then C
is ACD with respect to the trace Euclidean inner product if and only if G �G = GGT +
ḠḠT is invertible. Moreover, in this case the map TC(v) = Tr(vGT )(GGT +ḠḠT )−1G

is an F4-orthogonal projection with respect to the trace Euclidean inner product from

Fn
4 onto C, where for v ∈ Fn

4 , Tr(vGT ) = vGT + v̄ḠT .

Proof Assume Tr(GGT ) = GGT + ḠḠT is not invertible. Since Tr(GGT ) is a k× k

matrix, we have rank(Tr(GGT ) < k. Hence

k = null(Tr(GGT )) + rank(Tr(GGT )) < null(Tr(GGT )) + k,

then null(Tr(GGT )) > k − k = 0. So there exists u ∈ Ker(Tr(GGT )) \ {0} ⊆ Fk
2

such that uTr(GGT ) = 0 and uG ∈ C \ {0}. We have,

0 6= u ∈ Ker(Tr(GGT )) = uGGT + uḠḠT = (uG)GT + (ūḠ)ḠT

Hence, uG is also a vector in C⊥TrE ; i.e., C ∩C⊥TrE 6= {0}. Therefore, C is not ACD
with respect to the trace Euclidean inner product.

Conversely, assume that GGT + ḠḠT is invertible. Let TC : Fn
4 → C be defined

by
TC(v) = Tr(vGT )(GGT + ḠḠT )−1G.

Let v ∈ Fn
4 . If v ∈ C, then there exists u ∈ Fk

2 such that v = uG; hence,

TC(v) = Tr(vGT )(GGT + ḠḠT )−1G

= Tr(uGGT )(GGT + ḠḠT )−1G

= (uGGT + ūḠḠT )(GGT + ḠḠT )−1G

= u(GGT + ḠḠT )(GGT + ḠḠT )−1G

= uIkG

= uG

= v,

Assume that v ∈ C⊥TrE . Then Tr(vGT ) = 0, and

TC(v) = Tr(vGT )(GG + ḠḠT )−1G = 0(GGT + ḠḠT )−1G = 0.

Hence by Lemma 6, TC is an F4-orthogonal projection with respect to the trace
Euclidean inner product from Fn

4 onto C. By Lemma 7, C is an ACD code with
respect to the trace Euclidean inner product.

Corollary 4 If C and D are two binary LCD [n, k1] and [n, k2] codes respectively, then

C4 = ωC+ω2D is an ACD (n, 2k1+k2) code over F4 with respect to the trace Euclidean

inner product.

Proof Since C and D are LCD codes, we have C∩C⊥ = {0},D∩D⊥ = {0}. Further-
more, since {ω, ω2} is a trace orthogonal basis in F4, we have C⊥TrE

4 = ωC⊥+ω2D⊥.

We need to prove that C4 ∩ C⊥TrE
4 = {0}. If there exists 0 6= v ∈ C4 ∩ C⊥TrE

4 , then
there are c ∈ C,d ∈ D, and c,d are nonzero such that v = ωc + ω2d. Similarly,
there are c′ ∈ C⊥, d′ ∈ D⊥, and c′,d′ are nonzero such that v = ωc′ + ω2d′. Hence
we have ωc + ω2d = ωc′ + ω2d′, which implies that c = c′,d = d′. Then we have
c ∈ C ∩ C⊥, d ∈ D ∩ D⊥, where c,d are nonzero, which is a contradiction. There-
fore, C4 is an ACD code. Clearly, the F2-rank of C4 is k1 + k2.
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Corollary 5 Let C1 be a binary [2n, k] code with generator matrix G1 = [A|B], where

A and B are k × n matrices. Let C2 be an additive code with generator matrix G =
ωA+ω2B. Then C2 is an ACD (n, 2k) code over F4 with respect to the trace Euclidean

inner product if and only if C1 is a binary [2n, k] LCD code.

Proof Suppose that C1 is a binary LCD code. Then, by Theorem 1, [A|B][A|B]T =
AAT + BBT is invertible over F2. We also have

G �G = (ωA + ω2B)(ωAT + ω2BT ) + (ωA + ω2B)(ωAT + ω2BT )

= (ω2 + ω)AAT + (ω + ω2)BBT

= AAT + BBT ;

hence G �G = [A|B][A|B]T is invertible over F4. Therefore, by Theorem 4, C2 is
ACD with respect to the trace Euclidean inner product. Clearly, the F2-rank of
C2 is k.

Conversely, if C2 is ACD with respect to the trace Euclidean inner product,
then we reverse the above proof to show that C1 is a binary LCD code.

Example 3 Let C1 be a binary [12, 6, 4] code with the generator matrix G1 = [A|B]
of the form

G1 =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

0 1 1 1 0 0
1 1 0 1 1 0
1 0 1 0 1 1
1 1 0 1 0 1
0 1 1 0 1 1
0 0 1 1 1 0

 .

It is easy to check that C1 is a binary LCD code. By Corollary 5 C2 is a (6, 26, 4)
ACD code with generator matrix G

G =


ω ω2 ω2 ω2 0 0
ω2 1 0 ω2 ω2 0
ω2 0 1 0 ω2 ω2

ω2 ω2 0 1 0 ω2

0 ω2 ω2 0 1 ω2

0 0 ω2 ω2 ω2 ω

 .

Corollary 6 Let C be an (n, 2k) additive conjucyclic code with generator matrix G

over F4, and form the binary code

C′ = {Tr(ωu)|Tr(ωu) : u ∈ C},

where the trace is applied componentwise and the vertical bar denotes concatenation.

Then C′ is a binary cyclic code of length 2n with generator matrix G′ = [ωG+ω̄Ḡ|ω̄G+
ωḠ], which is LCD if and only if C is ACD with respect to the trace Euclidean inner

product.
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Proof Suppose that C is an ACD code with respect to the trace Euclidean inner
product. Then G �G = GGT + ḠḠT is invertible. And C′ is a binary cyclic code
with generator matrix G′. Hence:

G′G′T = (ωG + ω̄Ḡ)(ωGT + ω̄ḠT ) + (ω̄G + ωḠ)(ω̄GT + ωḠT )

= ω2GGT + GḠT + ḠGT + ωḠḠT + ωGGT + GḠT + ḠGT + ω2ḠḠT

= GGT + ḠḠT .

Therefore, C′ is a binary LCD code.
Conversely, if C′ is a binary LCD code, then we reverse the above proof to show

that C is an ACD code with respect to the trace Euclidean inner product.

Remark 2 As a natural question, one can ask whether there is an ACD (n, 2k
∗
, d∗)

code over F4 under the trace Euclidean inner product which satisfies k∗ > 2k and
d∗ = d, given an optimal linear LCD [n, k, d] code over F4 under the Euclidean inner
product. In what follows, we give several examples with the above conditions. This
implies that ACD codes over F4 are sometimes better than LCD codes over F4.

Example 4 By Grassl’s table [7], there is an Euclidean optimal [6, 2, 4] code over
F4. One can also find an optimal LCD [6, 2, 4] code K1 over F4 with generator
matrix K1 under the Euclidean inner product.

K1 =

[
1 0 1 1 0 ω

0 1 ω ω ω2 ω

]
,

By a random search, we have constructed an ACD (6, 25, 4) code K2,1 over F4 with
generator matrix K2,1 under the trace Euclidean inner product as follows. Note
that K2,1 has double codewords than K1 although both have the same length and
minimum weight.

K2,1 =


1 0 ω 1 ω2 ω

ω 0 ω ω2 1 ω2

0 1 0 1 ω ω

0 ω ω ω ω ω

0 0 1 ω 1 ω

 .

The weight distribution of K2,1 is A0 = 1, A4 = 17, A5 = 8, A6 = 6 and the order
of the permutation automorphism group of K2,1 is 4.

We have also found two more inequivalent ACD (6, 25, 4) codes denoted by
K2,2 and K2,3 with generator matrices K2,2 and K2,3, respectively. The weight
distributions and the orders of the permutation automorphism groups of these
codes are displayed in Table 1.

K2,2 =


1 0 ω ω2 ω2 0
ω 0 0 ω 1 ω2

0 1 0 1 1 ω

0 ω 0 ω ω 1
0 0 ω2 ω2 1 1

 , K2,3 =


1 0 0 1 ω ω2

ω 0 ω ω2 ω2 ω2

0 1 0 1 ω2 1
0 ω ω 1 ω 0
0 0 ω2 ω ω2 ω

 .
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Example 5 It is well known [4] that linear [n, k, d] codes over F4 are equivalent
to LCD [n, k, d] codes under the Euclidean inner product. For n = 35 and 96
with k = 3, there are optimal linear [35, 3, 26], [96, 3, 72] codes over F4 [7], which
implies that there are optimal LCD [35, 3, 26], [96, 3, 72] codes over F4. Guo el al. [9]
constructed better additive (35, 27, 26) and (96, 27, 72) codes over F4 with generator
matrices G7,35 and G7,96, respectively. However, these are not ACD codes under
the trace Euclidean inner product. By multiplying some columns of G7,35 and
G7,96 by nonzero elements of F4, we have constructed an ACD (35, 27, 26) code
K3 and an ACD (96, 27, 72) code K4 over F4 with generator matrices K3 and K4,
respectively under the trace Euclidean inner product. The weight distributions and
the orders of the permutation automorphism groups of these codes are displayed
in Table 1.

K3 =


1 0ωω2 0 ω ω2 0 1ω2ω2 1 0 ω ω2 ω 0 0 ω ω2 1 ω ω2 1 1 ω2 ω 0 ω2ω0 0 ω ω2 1
ω0ω 1 ω2 1 1 0ω 0 1 ω2 1ω2 1 ω2 1 0 ω 0 ω ω2 1 ω2 ω 0 ω 0 0 ω0 1 ω2 1 ω2

0 1ω 0 ω ω2 1 0 1 ω 0 ω2ω 1 0 1 ω 0 ω2 ω 1 0 1 ω 0 ω2 ω 1 ω2ω1ω2 0 1 ω
0ω0 ω ω ω ω2 0ω 0 1 ω2 1ω2 0 ω 0 1 ω2 1 ω2 0 ω 0 1 ω2 1 ω2 ω 0ωω2 1 ω2 1
0 0 1 1 1 ω2ω2 0 0 1 ω2 ω ωω2 0 0 1 ω2 ω ω ω2 0 0 1 ω2 ω ω ω2 1 1 0 ω ω2ω2 ω
0 0 0 0 0 0 0 1 1 1 1 1 1 1 ω ω ω ω ω ω ω ω2ω2ω2ω2ω2ω2ω2 1 1 1 1 1 1 1
0 0 0 0 0 0 0 ωω ω ω ω ω ω ω2ω2ω2ω2ω2ω2ω2 1 1 1 1 1 1 1 ω ωω ω ω ω ω

 .

K4 =
[
A1 A2 A3

]
,

where

A1 =


1 0 0 1 ω2 1 1 ω ω 0 0 ω2ω2 1 1 ω ω 0 0 ω2ω2 1 1 ω 0ω2ω2 ω ω 1 1 0
ω 0 1 1 1 ω 0 1 ω2 0 ω ω2 1 ω 0 1 ω2 0 ω ω2 1 ω 0 1 0 1 ω 0 ω2 ω 1 ω2

0 1 0 1 ω ω2 ω 1 0 1 0 ω2 ω ω2 ω 1 0 1 0 ω2 ω ω2 ω 1 0 ω 0 1 ω2 1 ω2 ω
0ω 1 ω 1 ω2ω2 0 0 ω ω 1 1 ω2ω2 0 0 ω ω 1 1 ω2ω2 0 0ω2ω2 ω ω 1 1 0
0 0ωω2 1 1 ω ω2 0 0ω2 ω 1 1 ω ω2 0 0ω2 ω 1 1 ω ω2 0 0 1 ω2 ω ω ω2 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 ω ω ω ω ω ω ω
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ωω2ω2ω2ω2ω2ω2ω2

 ,

A2 =


0 ω2ω2 ω ω 1 1 0 ω 1 1 0 0 ω2ω2 ω ω 1 1 0 0 ω2ω2 ω 1 ω ω ω2ω2 0 0 1
0 1 ω 0 ω2 ω 1 ω2ω2 ω 1 ω2 0 1 ω 0 ω2 ω 1 ω2 0 1 ω 0 ωω2 0 ω 1 0ω2 1
0 ω 0 1 ω2 1 ω2 ω 0 ω 0 1 ω2 1 ω2 ω 0 ω 0 1 ω2 1 ω2 ω 0 ω 0 1 ω2 1ω2ω
0 ω2ω2 ω ω 1 1 0 0 ω2ω2 ω ω 1 1 0 0 ω2ω2 ω ω 1 1 0 0ω2ω2 ω ω 1 1 0
0 0 1 ω2 ω ω ω2 1 0 0 1 ω2 ω ω ω2 1 0 0 1 ω2 ω ω ω2 1 0 0 1 ω2 ω ωω2 1
ω ω ω ω ω ω ω ω ω2ω2ω2ω2ω2ω2ω2ω2ω2ω2ω2ω2ω2ω2ω2ω2 1 1 1 1 1 1 1 1
ω2ω2ω2ω2ω2ω2ω2ω2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 ω ω ω ω ω ω ω ω

 ,

A3 =


1 ω ω ω2ω2 0 0 1 1 ω ω ω2ω2 0 0 1ω2 0 0 1 1 ω ω ω2ω2 0 0 1 1 ω ω ω2

ωω2 0 ω 1 0ω2 1ωω2 0 ω 1 0ω2 1 ω ω2 0 ω 1 0 ω2 1 ω ω2 0 ω 1 0 ω2 1
0 ω 0 1 ω2 1ω2ω 0 ω 0 1 ω2 1ω2ω ω 0 ω ω2 1 ω2 1 0 ω 0 ω ω2 1 ω2 1 0
0ω2ω2 ω ω 1 1 0 0ω2ω2 ω ω 1 1 0 0 ω2ω2 ω ω 1 1 0 0 ω2ω2 ω ω 1 1 0
0 0 1 ω2 ω ωω2 1 0 0 1 ω2 ω ωω2 1 1 1 0 ω ω2ω2 ω 0 1 1 0 ω ω2ω2 ω 0
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 ω ω ω ω ω ω ω ω ω ω ω ω ω ω ω ω
ω ω ω ω ω ω ω ωω ω ω ω ω ω ω ωω2ω2ω2ω2ω2ω2ω2ω2ω2ω2ω2ω2ω2ω2ω2ω2

 .

Table 1: Weight distribution and permutation automorphism group order |PAut(C)| for our
ACD codes C over F4

code C parameters weight distribution |PAut(C)|
K2,1 (6, 25, 4) A0 = 1, A4 = 17, A5 = 8, A6 = 6 4
K2,2 (6, 25, 4) A0 = 1, A4 = 17, A5 = 8, A6 = 6 1
K2,3 (6, 25, 4) A0 = 1, A4 = 15, A5 = 12, A6 = 4 1
K3 (35, 27, 26) A0 = 1, A26 = 105, A28 = 15, A30 = 7 84
K4 (96, 27, 72) A0 = 1, A72 = 118, A80 = 9 244 · 317 · 7
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5 Conclusion

In this paper, we have studied ACD codes over F4 with respect to the trace Her-
mitian inner product and the trace Euclidean inner product. Interesting construc-
tions of ACD codes from binary codes are given with respect to the both inner
products. As a good motivation of ACD codes, we have also constructed several
ACD (n, 22k+1, d) codes over F4 under the trace Euclidean inner product which
are better than optimal Euclidean LCD [n, k, d] codes over F4.
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18. Shi M., Li S., Kim J.-L., Solé P.: LCD and ACD codes over a noncom mutative non-unital

ring with four elements. Cryptogr. Commun. (2021), https://doi.org/10.1007/s12095-021-
00545-4.


	Introduction
	Preliminaries
	ACD codes with respect to the trace Hermitian inner product 
	ACD codes with respect to the trace Euclidean inner product 
	Conclusion

