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Abstract 

Contrast-enhanced (CE) MRI provides in vivo physiological information that cannot be obtained by 

conventional imaging methods. This information is generally extracted by using models to represent 

the circulation of contrast agent in the body. However, the results depend on the quality of the fit 

obtained with the chosen model. Therefore, one must check the fit quality to avoid working on 

physiologically irrelevant parameters. In this study two dimensionless criteria - the fraction of 

modeling information (FMI) and the fraction of residual information (FRI) - are proposed to identify 

errors caused by poor fit. These are compared with more conventional criteria, namely the quadratic 

error and the correlation coefficient, both theoretically and with the use of simulated and real CE-

MRI data. The results indicate the superiority of the new criteria. It is also shown that these new 

criteria can be used to detect oversimplified models. 

Physiological parameters of tissue perfusion and capillary permeability can be obtained from contrast-

enhanced (CE) MRI (1-4). These parameters can be estimated by deconvolution methods (5, 6) or 

compartmental analysis (7, 8). The identification of such parameters has become an important aim in 

imaging research, in the fields of oncology (9, 10), neurology (1, 11, 12) and cardiology (13-15), to facilitate 

both the detection (16, 17) and characterization of abnormalities (2, 18, 19) and the evaluation of treatment 

efficacy (20, 21). 

Compartmental analysis estimates physiological parameters by regression (22). The parameters of the 

chosen compartmental model are adjusted to obtain a modeled response that is as faithful as possible to the 

observed tissue dynamics, generally based on least-squares regression. When the analysis is applied to each 

pixel, it generates maps of estimated physiological parameters. 

However, when regression is used, nothing guarantees that the modeled response will effectively match the 

observed tissue dynamics. The quality of fit must therefore be determined in order to avoid erroneous 

interpretation of physiologic parameters. 
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One strategy that is commonly used to verify the quality of fit is to visually compare modeled responses 

and measured temporal data. We will refer to this method as “visual analysis.” This approach is reliable, 

but it is also subjective and cannot be applied to the multitude of fits obtained in parametric imaging. 

Another strategy is to calculate the quadratic error (Q) or the correlation coefficient (R2) (23-25); however, 

these criteria, which are based on measuring the gap between modeled and measured data, depend not only 

on the quality of fit but also on the random noise contained in the data set. If the quadratic error (or the 

correlation coefficient) is to be a reliable confidence indicator, the noise should be negligible or at least of 

constant amplitude. Yet both the amplitude of noise and the signal-to-noise ratio (SNR) depend on the 

experimental conditions and can vary from one pixel to another, depending on the concentration of contrast 

agent used. Thus, conventional confidence criteria are, in principle, not very well suited to studying the 

quality of fit in CE-MRI. 

The aim of this work was to develop numerical criteria to assess the fit quality of a given model using the 

properties of the autocorrelation function to overcome the random noise issue. 

The theoretical view of this problem is first approached by introducing the notion of quadratic modeling 

error (Q′), which corresponds to the conventional quadratic error (Q) that one would obtain for noiseless 

data. Q′ then yields two normalized dimensionless criteria: the fraction of modeled information (FMI) and 

the fraction of residual information (FRI). The quadratic modeling error Q′ is estimated from the fit residual 

on the basis of the following postulates: the modeling error is strongly correlated in time because it 

translates a temporal law of change; in contrast, by nature, random noise is poorly time-correlated. The 

autocorrelation function is thus used to distinguish the respective contributions of the modeling error and 

noise within the residual. Finally, the theoretical criteria Q′, FMI, and FRI are estimated as Q′*, FMI*, and 

FRI*. This estimation method is then tested on simulated data containing various amplitudes of random 

noise. The stability of the estimated criteria relative to Gaussian white noise is also compared with the 

stability of the conventional criteria. The estimated criteria (FMI* and FRI*) and conventional criteria (Q, 

R2) are then applied to observed CE-MRI data, on the basis of the fit quality, which is clearly confirmed by 

the visual reference method. In this study we compare the abilities of the new and conventional criteria to 

reproduce the visual classification (“good” and “poor” fits) with both criteria maps and the mean values of 

the criteria in regions corresponding to tumors. The impact of additional non-random noise on these new 

criteria is also discussed. 

THEORY 

 

Limits of the Quadratic Error 

It can be assumed that the data d(t) derived from a series of CE-MRI acquisitions are the sum of a 

deterministic phenomenon of interest do(t) and random noise b(t). At the end of this section, a generalization 

for additional temporally correlated noise is introduced. For each pixel, with i and j being indices of the 

position within the image, it is assumed that:  

𝑑𝑖𝑗(𝑡) = 𝑑𝑜𝑖𝑗(𝑡) + 𝑏𝑖𝑗(𝑡)         (1) 

In practice, model-based data fitting decomposes some of these data into the sum of a modeled signal (m) 

and a residual (r):  

𝑑𝑖𝑗(𝑡) = 𝑚𝑖𝑗(𝑡, 𝑝∗) + 𝑟𝑖𝑗(𝑡)        (2) 

where p* = {p1*,…, pn*} represents the n parameters of the model that minimize the quadratic error Q. By 

definition, Q = ‖d − m‖2 = ‖r‖2. The aim of regression techniques is to model do as well as possible with m, 

by rejecting the noise b in the residual r. To determine how well this objective is reached, the modeling 
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error (etot) is defined as the difference between do and m: etot(t)=do(t)−m(t,p*)=r(t)−b(t) and the quadratic 

modeling error (Q′) by its amplitude:  

𝑄′ = ‖𝑒𝑡𝑜𝑡‖2 = ‖𝑟 − 𝑏‖²        (3) 

The quality of fit improves as Q′ decreases, and is perfect when Q′ = 0. 

The conventional quadratic error (Q) can then be expressed as:  

𝑄 = ‖(𝑑𝑜 + 𝑏) − 𝑚‖2 = ‖𝑒𝑡𝑜𝑡 + 𝑏‖²       (4) 

The quadratic error therefore depends on both the modeling error and the noise amplitude. If the model is 

assumed to be robust (i.e., relatively noise-independent), then the modeling error is also relatively 

independent of noise, and Q can be approximated as (‖etot‖2 + ‖b‖2). This approximation can be used to 

deduce the following three properties:  

 1) If the noise amplitude is constant, the fit improves as Q decreases. This property is used during 

regression. 

 2) If the noise amplitude is not constant, the quadratic error varies and therefore can no longer be 

used to compare different fits. 

 3) The value of Q does not perfectly reflect the quality of fit, because of its dependence on noise 

amplitude, which is not known beforehand. 

Properties 2 and 3 hold true not only for Q but also for functions of Q, such as the correlation coefficient 

R2 defined as:  

𝑅2 = 1 − ‖𝑟‖2/‖𝑑‖²         (5) 

Figure 1 illustrates the limitations of Q and R2 in their capacity to compare qualities of fit. On two pixel 

enhancements it shows that lower values of Q and higher values of R2 can, paradoxically, correspond to 

poorer fit. 
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Figure 1. Limitations of the quadratic error (Q) and correlation coefficient (R2) for comparing two fits of 

pixel enhancements. The better fit (a) is not necessarily characterized by a lower Q and a higher R2 (b). 

Deterministic Modeling Error 

The modeling error etot can arise from three sources:  

 1) Accidental modeling of some of the random noise creates a statistical modeling error (e′). This 

“excess of modeling” is reflected by a statistical error in the parameters obtained by regression 

(dp′). The statistical error dp′ of the parameters can be studied with existing methods (26-28). 

 2) Failure of the regression method, which leads to a local minimum quadratic error. This creates 

a regression error (er) that corresponds to the interval between the local minimum and the absolute 

minimum. Error er is deterministic, and is expressed as a deterministic parameter error (dpr). 

 3) A model that is poorly adapted to the observed phenomenon yields a poor fit regardless of the 

parameters used. When the regression reaches the absolute minimum, a deterministic modeling 

error (em) arises. This modeling error corresponds to a deterministic parameter error (dpm) if em 

disappears in a modified model. Otherwise, the modeling error indicates that the model is 

qualitatively inappropriate. Thus  

𝑒𝑡𝑜𝑡 = 𝑒′ + 𝑒𝑟 + 𝑒𝑚         (6) 
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This article is devoted to the last two items, which comprise the deterministic modeling error (e = er + em). 

This error is an index of reliability, in that it is associated with a deterministic parameter error (dp = dpr + 

dpm). It indicates the extent to which the modeled data m, and the corresponding parameters then represent 

the observed phenomenon do. It is assumed below that the model is robust (i.e., that etot is noise-

independent), in which case e′ << e, and the modeling error is equivalent to the deterministic modeling error 

(etot = e + e′ ≈ e). 

If a fit is to be appropriate, the deterministic modeling error e must be small relative to the modeled 

phenomenon do. The first dimensionless criterion—the Fraction of Modeled Information (FMI)—is defined 

as follows:  

𝐹𝑀𝐼 = 1 − ‖𝑒‖2/‖𝑑𝑜‖²         (7) 

This criterion is constructed by analogy with R2. It represents the non-modeled information (e) relative to 

do. For a robust regression, the modeled data (m) and the modeling error (e) can be assumed to be 

independent. Then ‖do‖2 can be approximated by ‖m‖2 + ‖e‖2, and FMI by ‖m‖2/‖do‖2. This explains the use of 

the term “FMI.” 

A second dimensionless criterion - the Fraction of Residual Information (FRI) - represents the non-modeled 

information (e) relative to the total residual, and is defined as follows:  

𝐹𝑅𝐼 = ‖𝑒‖2/‖𝑟‖² = 𝑄′/𝑄         (8) 

This criterion is associated with the ability to extract a modeling error from the residual. It identifies a 

modeling error e, even when this error is small relative to the observed phenomenon do. 

In an ideal modeling process (i.e., one in which m = do), conventional criteria are noise-dependent,  

𝑅2 = 1 − ‖𝑏‖2/‖𝑑‖² 

𝑄 = ‖𝑏‖² 

whereas the new criteria, which are not random-noise-dependent, reach known maxima and minima:  

𝐹𝑀𝐼 = 1 ; 𝐹𝑅𝐼 = 0  
 

Estimation of the Deterministic Modeling Error 

The phenomenon do is unknown when we deal with observed data (d). The criteria Q′, FRI, and FMI must 

therefore be estimated in the presence of noise. We propose an estimation based on autocorrelation. 

Temporal autocorrelation (29) of a signal x of M samples, for a time-lag k · T (where T is the sampling 

interval) is defined as  

𝑅𝑥𝑥(𝑘) =
1

𝑀−|𝑘|
∑ 𝑋(𝑡𝑖)𝑀−𝑘

𝑖=1 ∙ 𝑋(𝑡𝑖+𝑘)        (9) 

This function can be used for M >> 1. Rxx is a symmetrical function (i.e., Rxx(−k) = Rxx(k)) and, when zero:  

𝑅𝑥𝑥(0) = ‖𝑥‖2/𝑀          (10) 

Assuming that r = e + b, for each time lag k (Fig. 2a):  

𝑅𝑟𝑟(𝑘) = 𝑅𝑒𝑒(𝑘) + 𝑅𝑒𝑏(𝑘) + 𝑅𝑏𝑒(𝑘) + 𝑅𝑏𝑏(𝑘)       (11) 
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Figure 2. Estimation of the quadratic modeling error Q′ by autocorrelation of the residual (r). a: The 

autocorrelation of residual Rrr is the sum of autocorrelations of the modeling error Ree and noise Rbb, and 

of an intercorrelation term Rx. b: Estimation of Q′ = ‖e‖2 by fitting of Rrr with polynomial Prr. Ree(k > 0) is 

estimated by the polynomial Prr, which is extrapolated to zero. 

Assuming that e is deterministic and that b is white noise, then, when k > 0, E{Rbb(k)} = E{Rbe(k)} = 

E{Reb(k)} = 0, where E{.} is the statistical expectation. Then, E{Rrr(k)} = E{Ree(k)} = Ree(k) when k > 0. 

Rrr is therefore an unbiased estimator of Ree when k > 0. This is no longer true when k = 0, as Rbb (0), which 

corresponds to the mean noise amplitude, is no longer negligible. However, if e is deterministic and the 

sampling frequency is adequate, do and m, and therefore e, vary only moderately with time. Thus, e(ti+k) 

approximates e(ti) for low values of k, and, as a result, Ree(0) = ‖e‖2/M can be approximated by using Ree(k) 

for low values of k. 

The term Ree(k > 0) is fitted by a polynomial function Pee(k > 0), and then Pee is extrapolated by continuity 

to zero in order to estimate Q′ (Fig. 2b):  

‖𝑒‖2∗ = 𝑀 ∙ 𝑃𝑟𝑟(0)         (12) 

By applying this calculation to the data set, ‖do‖2 is estimated by ‖do‖2* = M · Pdd(0). Thus, FMI and FRI 

can be estimated as follows:  

𝐹𝑀𝐼∗ = 1 −
‖𝑒‖2∗

‖𝑑𝑜‖2∗  , 𝐹𝑅𝐼∗ =
‖𝑒‖2∗

‖𝑟‖2∗ (13)  

Extension to Non-White Noise 

The above theory and estimation technique can be extended to a larger family of random noise, namely 

decorrelated noise for time-lags larger than ko << M. In such conditions the autocorrelation can be fitted 

with Pee and Prr only for k > ko and then extrapolated to zero. 
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If there is additional temporally correlated noise bc(t) in the data, our new criteria (FMI and FRI) exclude 

the contribution of random noise, contrary to conventional criteria. However, in this case, a deterministic 

modeling error cannot be distinguished from correlated noise. The modeling error then has to be replaced 

by the more general “modeling mismatch” (emm), which is the sum of the modeling error and temporally 

correlated noise.  

𝑒𝑚𝑚 = 𝑟 − 𝑏 = 𝑒𝑡𝑜𝑡 + 𝑏𝑐 = 𝑒′ + 𝑒 + 𝑏𝑐 (14) 

For robust modeling, Q′ = ‖r −b‖2 corresponds to deterministic phenomena (e + bc) that interfere with the 

temporal information corresponding to the model parameters. This deterministic phenomenon, which may 

(e) or may not (bc) be modeled, corresponds to a deterministic error of physiological parameters. FMI and 

FRI can still be used as reliability criteria. In addition, the principle of extraction of random noise b from 

the residual with autocorrelation is unchanged. However, the question of temporally correlated noise 

detection is beyond the scope of this paper. Thus, for a reliable interpretation of fit quality attributable only 

to the modeling error, the null hypothesis bc has to be assumed. 

MATERIALS AND METHODS 

Clearly, references are required to test the new fitting criteria (Q′*, FMI*, FRI*). A first study was 

performed by using simulated data, in which do was known, and by calculating the theoretical criteria Q′, 

FMI, and FRI as references. A second study was performed on real data. Since we had no objective 

references, the results had to be confirmed by visual analysis of temporal signals. Although it is qualitative, 

visual analysis usually allows fits to be classified as obviously “good” or “poor.” Such fits were obtained 

on observed data by using two distinct models: a first model that was not adjusted to the data (M1), and a 

second, adjusted model (M2). In both studies the results obtained with the new criteria (Q′*, FMI*, FRI*) 

were compared with those obtained with the conventional criteria (Q, R2). 

In these two studies, with simulated and observed data, the following two compartmental models were 

used:  

 1. A one-compartmental two-parameter model (M1) that solely described perfusion exchanges 

within the tissue (29). This model assumes that leakage of contrast agent through the capillary walls 

is negligible during the measurements. It yields a perfusion parameter F (ml/100g/min) and a blood 

volume fraction parameter vb:  

𝑑𝑞𝑏

𝑑𝑡
= 𝐹 ∙ (𝑞𝐴𝐼𝐹 −

𝑞𝑏

𝑉𝑏
) , 𝑞𝑡 = 𝑞𝑏   (15) 

where qb and qAIF are the quantities of contrast agent in the capillary and arterial compartments, 

respectively, selected in an equal volume of observation (voxel volumes), and qt is the total quantity 

of contrast agent in the tissue volume. 

 2. A two-compartmental model (M2) with four parameters (30). This model describes perfusion 

within the tissue, but also takes into account transcapillary distribution between capillary plasma 

and the extracapillary extracellular space. This model is used in the case of contrast agents that 

cross capillary walls during measurement. In addition to perfusion F (ml/100g/min) and blood 

volume fraction vb, it provides the permeability-surface area product PS (ml/100g/min) and the 

extracapillary and extracellular (interstitial) volume fraction ve:  
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𝑑𝑞𝑏

𝑑𝑡
= 𝐹 ∙ (𝑞𝐴𝐼𝐹 −

𝑞𝑏

𝑉𝑏
) − 𝑃𝑆 ∙ (

𝑞𝑏

(1 − 𝐻𝑐𝑡) ∙ 𝑉𝑏
−

𝑞𝑒

𝑉𝑒
) 

𝑑𝑞𝑒

𝑑𝑡
= 𝑃𝑆 ∙ (

𝑞𝑏

(1 − 𝐻𝑐𝑡) ∙ 𝑉𝑏
−

𝑞𝑒

𝑉𝑒
) 

 𝑞𝑡 = 𝑞𝑏 + 𝑞𝑒  (16) 

where qb, qe, and qAIF are the quantities of contrast agent in the capillary, interstitial, and arterial 

compartments, respectively, which were selected in an equal volume of observation (voxel 

volumes). qt is the total quantity of contrast agent in the tissue volume, and Hct is the hematocrit 

(fixed at 0.45). M1 and M2 are also called “single flow-limited” and “membrane-limited” 

compartmental models, respectively (31). The fittings were based on the Levenberg-Marquard 

regression method, which is available in the Matlab® software. 

Study of Simulated Data 

This study was undertaken to verify the reliability of the estimates (Q′*, FRI*, FMI*) of theoretical criteria 

(Q′, FRI, FMI) for the different SNRs. This also allowed us to compare the estimated criteria (Q*, FMI*) 

with the corresponding conventional criteria (Q, R2). 

Noiseless tissue-enhancement data (do) were constructed with model M2, using observed arterial entry data 

obtained by CE-MRI and the same 512 time samples (see the Study of Real MRI Data section). The 

physiological parameters were chosen so as to generate tissue responses of the same order as those obtained 

by the fitting of real series of CE-MRI acquisitions. The reference parameters were chosen as follows: Fo 

= 29.5 ml/100 g/min; vbo = 1.8%; PSo = 0.2 ml/100 g/min; and veo = 35%. Initial tissue enhancement (do) 

was then modified by adding Gaussian white noise (b) of variable amplitudes. The range of noise amplitude 

was chosen so that the SNR in the data set (SNR = ‖do‖/‖b‖) would be between 0.3 and 5. For the different 

noise amplitudes, the full simulated data set (d = do + b) was fitted using the simplified model M1, to obtain 

a constant nonzero deterministic modeling error corresponding to the model error (e = em). The estimated 

criteria (Q′*, FRI*, FMI*) and the conventional criteria (Q, R2) were then calculated for each noise level 

and compared with the theoretical reference criteria (Q′, FRI, FMI). The simulations were first performed 

qualitatively for the reference set of physiological parameters, with SNR increments of 0.1. Then for each 

SNR, 1000 sets of physiological parameters were selected using a uniform randomized generator in the 

range of 0.5 Po to 1.5 Po, where Po = {Fo, vbo, PSo, veo} with an SNR increment of 0.5. 

Study of Real MRI Data 

We verified that fits of different visual qualities were correctly classified by quantitatively distinct 

criteria. 

MRI Acquisition 

Experimental CE-MRI studies were undertaken on human prostatic adenocarcinomas (PC3) implanted into 

male nude mice (32). Images were acquired in 23 mice harboring tumors 8 mm in diameter. A rapid-

clearance blood pool macromolecular contrast agent (Vistarem®, Guerbet, France) was used (33). CE-MRI 

was performed after initial scanning studies, with a dose of 0.045 mMol(Gd)/kg of contrast agent infused 

via a caudal venous catheter. Series of 512 2D fast spoiled gradient-recalled (FSPGR) images (TR/TE = 15 
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ms/2.2 ms, FA = 60°, thickness = 5 mm, matrix size = 256 × 128, FOV = 70 × 30 mm, half k-space, temporal 

resolution = 1.1s) were acquired on a 1.5-T clinical device (Signa®, General Electric, Velizy, France). After 

each acquisition the dynamic sequence was applied to a standard range of six tubes of Vistarem® (P792) 

diluted in water to concentrations of 0.112–2.24 mmol(Gd)/l (34). 

Parametric Imaging 

Arterial (left ventricle) and tissue regions (tumor) were selected manually and converted into concentrations 

of contrast agent by using the standard range (34). The tissue region was masked to eliminate pixels that 

did not behave as tissues irrigated by the left ventricle (elimination of pixels with excessively early 

enhancement and those with inadequate intensity or enhancement). The physiological parameters, using 

M1 and M2, and criteria (Q, R2, FMI*, FRI*) were then calculated from all unmasked pixels. To determine 

the detection limit of deterministic modeling errors (e) based on the criteria, it was first necessary to know 

the values adopted by these criteria at zero modeling errors, i.e., when the residuals are reduced to the level 

of experimental noise. The temporal signals of pixels located outside the tissue are examples of the 

experimental noise used as reference. The residual criteria Q and FRI* calculated from these pixels yielded 

the minimal values of Q and FRI* that were capable of revealing a deterministic modeling error. 

Designing Fits of Different Quality 

To generate two sets of fitted data of different quality (based on the reference visual method), the data were 

fitted with models M1 and M2. It was then verified that there was a visually evident difference in fit quality 

between the two models. 

Criteria Analysis 

Each model was used to generate images of the physiological parameters and images of the associated 

criteria Q, R2, FMI*, and FRI*. The different maps were examined to verify that the agreement between the 

classification of fits by maps of the new criteria (FMI* and FRI*) and by visual analysis was better than 

the classification between the maps of conventional criteria (Q, R2) and visual analysis. The tumor regions 

were then manually delimited to include the whole tumors. The mean criteria and parameters were 

calculated for each tumor. Pairs of conventional criteria (Q, R2) and estimated criteria (FMI* and FRI*) 

were then plotted to examine how well the different criteria were able to distinguish between fits of different 

visual quality. 

The relevance of the M1 fits was estimated with the new criteria in “short” studies, corresponding to the 

first 10% of samples of the entire series. The coherence of the criteria information was analyzed by 

comparing physiologic maps generated for short series using M1, and maps generated from the whole series 

using M2. To be able to compare series with different number of samples M, the residual criteria Q, Q′ and 

Q′* were scaled by M. For reasons of homogeneity, Q, Q′, and Q′* are thus scaled by M throughout the 

paper. 

RESULTS 

Results for Simulated Data 

As shown in Fig. 3a, for a given set of physiological parameters Po, the quadratic modeling error Q′ 

remained nearly constant (Q′o = 3.17e-8) when the SNR fell, except for very low SNR values (<0.5), for 

which Q′ varied randomly. This indicates that the hypothesis e′ << e was relevant over a large range of 

SNR values (0.5–5.0). The stability of Q′ allowed us to study changes in Q and Q′* relative to random noise 

https://onlinelibrary-wiley-com.proxy.insermbiblio.inist.fr/doi/10.1002/mrm.20650#bib34
https://onlinelibrary-wiley-com.proxy.insermbiblio.inist.fr/doi/10.1002/mrm.20650#bib34
https://onlinelibrary-wiley-com.proxy.insermbiblio.inist.fr/doi/10.1002/mrm.20650#fig3


b alone. For a globally constant modeling error, the quadratic error Q increased rapidly as SNR fell. The 

estimated quadratic modeling error (Q′*) remained stable when SNR varied. It was centered on the 

theoretical quadratic modeling error (Q′). Variations of Q′* were always smaller than the drift of Q. Similar 

trends were obtained for the correlation criteria R2, FMI, and FMI* (Fig. 3b) with a theoretical deterministic 

FMI* of 0.98. The estimated fraction of residual information (FRI*) was close to the theoretical residual 

fraction (FRI) regardless of the SNR (Fig. 3c). 

 

Figure 3. Impact of the noise level on the criteria for simulated data. Data were simulated by using 

model M2 with the set of parameters of reference Po and a Gaussian white noise generator. Data were 

fitted using M1. a: Quadratic errors (Q, Q′* and Q′), vs. the SNR of the data. Without noise the modeling 

error (Q′o) is not zero. b: Correlation criteria fractions (R2, FMI, FMI*) vs. SNR. c: Theoretical and 
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estimated fractions of residual information (FRI, FRI*) vs. SNR. d: Means and SDs of conventional (Q, 

R2) and estimated criteria (Q′*, FMI*, FRI*) vs. SNR. 

These results were confirmed for 1000 sets of physiological parameters in the range 0.5 × Po to 1.5 × Po. 

Figure 3d shows the means and standard deviations (SDs) of the new estimated and conventional criteria 

for this distribution of parameters. It shows that the sensitivity of FRI* for detecting modeling errors 

increases as SNR increases. 

Results for Real MRI Data 

Visual Analysis of Quality of Fit 

A visual analysis of the fits of tissue enhancements obtained with the two models, examined for a large 

number of pixels, confirmed that model M1 yielded visually unsatisfactory fits for all mice, while model 

M2 provided visually satisfactory fits (Fig. 4). Therefore, one can estimate the capacity of the criteria to 

identify fits of different qualities in the visual reference method by studying their capacity to identify the 

model used for the fittings. 

 

Figure 4. Example of two fits obtained with models M1 and M2 on a pixel of tumor. The curves of 

measured concentrations are fitted with (a) a poorly adapted monocompartmental model (M1) and (b) a 

well-adapted bicompartmental model (M2). 
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Analysis of criteria maps. 

After the arterial and tissue regions (Fig. 5a) were selected, the pixels in the tissue region were masked. 

The physiological parameters were calculated by regression using the two models. In each map in Fig. 5b, 

three types of masked region are observable as blue pixels around the tumor (lower left: pulmonary region; 

right: region outside the tissue region, corresponding to air; within the tumor: region of low enhancement 

relative to noise (estimated SNR < 0.25)). The parametric maps of tissue perfusion and the blood volume 

fraction obtained with M1 (top) and M2 (bottom) are very different. This illustrates the impact of fit quality 

on the results. The maps of conventional criteria (Q, R2) were poorly informative (see Fig. 6c). They 

indicated that the values of Q obtained with M2 are lower than the values obtained with M1 (while the 

values of R2 are higher). However, this improvement yields poor sensitivity (since the relative variations 

are small), and it is not known whether it corresponds to a real improvement or to accidental modeling of 

the noise. 

 

Figure 5. Criteria maps constructed using models M1 and M2. a: Image with the selected arterial (left 

ventricle) tumor and noise regions. b: Maps of perfusion (F) and blood volume fraction (vb). c: Maps of 

the quadratic error (Q) and correlation coefficient (R2). d: Maps of FMI* and FRI*. 
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Figure 6. Mean criteria and parameters of 23 tumors obtained with well-adapted M2 models (○) and 

poorly adapted M1 models (•). a: Conventional criteria (Q, R2) b: New estimated criteria (FRI*, FMI*) c: 

Physiological parameters (F, vb). 

The maps of estimated criteria (FRI*, FMI*) were far more sensitive than the maps of conventional criteria 

(Q, R2) to detect improvements in the fits obtained with model M2 (Fig. 5d). The maps of estimated criteria 

therefore adequately distinguish fits of visually different qualities and thus allow one to correctly select the 

physiological maps obtained with model M2 (higher modeled information, lower residual information). 

They show that some spatial information on the tumor structure remains in the residual when M1 is used, 

but is taken into account when M2 is used. 

The new criteria detected major modeling errors observed with M1 (especially in the hypervascularized 

periphery of the tumor) and small modeling errors observed with M2, in keeping with the results of the 

visual analysis. The FRI* maps indicated that the modeling error fell below the detection limit when model 

M2 was used (Fig. 5d). Indeed, the FRI* values in tissue pixels correspond to the FRI* values found in the 

air regions where there is no information. 

Analysis of Mean Criteria 

The mean conventional tumor criteria (Q, R2) cannot distinguish parametric maps obtained with M1 from 

maps obtained with M2. As shown in Fig. 6a, the improvement in the criteria obtained using M2 appears 

negligible compared to intersubject variations. As a result, the mean conventional criteria cannot distinguish 

between the physiological results obtained with M1 and M2, which are in fact very different (Fig. 6c). As 

can be seen, each estimated criterion (FRI* or FMI*) permits a fit obtained with M1 to be distinguished 

from a fit obtained with M2, despite the variability of the mean SNR between the acquisitions (Fig. 6b). 

Fits obtained with M2 that are judged satisfactory by visual analysis are characterized by an FRI* close to 

zero and an FMI* close to one. Fits obtained with M1 that are unsatisfactory by visual analysis are 

characterized by higher FRI* and lower FMI* values. On average, the estimated criteria show a clear 

improvement in modeling when M2 is used, and detect the poor relevance of the physiological parameters 

obtained with model M1. 

Analysis of Short Series 

The new criteria maps obtained with the series of the first 51 s indicated that M1 was sufficient (Fig. 7d). 

The FMI* maps showed values close to one, and FRI* maps indicated that no more information was found 

for noise in air. This result was confirmed by the physiologic maps, which were close to those obtained 
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with M2 for the whole series (Fig. 7b). Conventional criteria maps are shown in Fig. 7c. On the basis of the 

R2 maps, the M1 results for early series appear less relevant than the M1 results for the whole series (Fig. 

5c), which is obviously not the case. Only the FMI* and FRI* maps are able to show that M1 is relevant 

for first-pass studies. 

 

Figure 7. Results obtained with M1 on the first 51 images of the series. a: Image with the selected arterial 

(left ventricle) tumor and noise regions. b: Maps of perfusion (F) and blood volume fraction (vb). c: Maps 

of the quadratic error (Q) and correlation coefficient (R2). d: Maps of FMI* and FRI*. 

DISCUSSION AND CONCLUSIONS 

The limits of conventional criteria (Q, R2) are theoretically evident, because the quality of fit and the SNR 

are not separated in Eqs. [4] and [5]. Our study using simulated data demonstrates that these theoretical 

limits generate serious problems for analyses of data from procedures such as CE-MRI. On average, the 

new criteria FMI* and FRI* are less dependent on random noise compared to the conventional criteria, over 

a wide range of SNR values, and are thus more focused on the quality of fit. The improvement provided by 

the new criteria for detecting modeling errors was subsequently verified with real data. 

The results obtained with simulated and real data can be interpreted by using Eq. [4]. For simulated data, 

when do is constant, Q varies as 1/SNR2. The autocorrelation function renders the noise component of Q 

essentially negligible. For real data, a significant decrease in the amplitude of etot (measured by FMI* and 

FRI*) corresponds to a nonsignificant decrease in Q because the random noise term remains constant. A 

typical error would be to choose M1 because Q and R2 are not significantly improved by M2 when data are 

analyzed for an entire population of mice. However, the conventional criteria fail to show the improvement 

in fit because they are affected by the amplitude of random noise. 

This does not mean that criteria using Q, such as R2 or the scaled error, must not be used (35):  

𝑆𝐹𝐸 =  √
𝑄

‖𝑚‖²
∙ 100% (17) 

These conventional criteria maps can be used; however, since they mix SNR and the modeling error, they 

are generally difficult to interpret. Indeed, they can be interpreted either as SNR or as fit-quality indicators, 
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depending on the balance between noise and the modeling error in the residual. The advantage of our new 

criteria is that random noise and quality of fit are separated. The R2 maps can be readily interpreted as only 

SNR criteria if the corresponding FMI* maps are close to one (see Fig. 5). In this case the modeling error 

is indeed negligible, and Q is due solely to noise amplitude. In addition, FMI* and FRI* are estimators, and 

the quality of the estimates depends on the data and particularly the number of images in the series. In this 

respect, the detection limit of FRI* in a setting of Gaussian white noise can be associated with the Box-

Pierce test (36). More generally, visual analysis of enhancement remains the qualitative reference method 

for determining appropriate criteria thresholds for accepting or rejecting the modeling. This qualitative 

approach is also important for understanding the nature of the modeling error detected by the criteria and 

for guiding the choice of the most suitable model. FMI* and FRI* can in fact be interpreted as 

quantifications of visual analysis, in that the operator generally compares the modeling data (m) with the 

general trend of the data (do*), in the same way as Q′ is estimated. This is illustrated by the criteria in Fig. 

4. Indeed, the visible fit error obtained with M1 is practically eliminated when M2 is used, and this is 

correctly associated with a 92% fall in Q′, whereas Q falls by only 50%. This quantification implies that 

fits can be systematically verified in parametric imaging or on large series of regional studies. 

The criteria FMI* and FRI* can be calculated quite rapidly. All of the parameter maps and criteria shown 

in Fig. 5 were obtained in less than 1 min on a 2 GHz Pentium® 4 computer running Matlab® software on 

1140 pixels. The values of ‖do‖2* required to calculate FMI* were also compared with those of ‖d‖2 in order 

to estimate the SNR in the data (SNR*). This estimate was used during the masking phase of the 

preprocessing to eliminate pixels with very low enhancement. These latter pixels are uninformative and 

processor time-consuming (see blue region within the tumor in Fig. 5). 

The new criteria FRI* and FMI* indicate that model M1 is not relevant for the entire series because its 

gives absurd fits. Thus, FRI* and FMI* are useful for testing the flow-limited model, or more generally for 

testing the hypotheses used to simplify the model M2. The new criteria allow one to verify whether the 

tested model is able to explain the observations in a satisfactory manner, taking into account the random 

noise in the data set. This explanatory capacity depends on the model and tissue used, as well as the 

numerical integration of the model, the initial parameters of the chosen regression method, and the 

acquisition protocol. Errors can occur at all stages of the calculation, and the new criteria allow one to verify 

whether the results of the calculations are in line with the data set. For example, in studies of PC3 tumors 

in mice given Vistarem® bolus injections, the new criteria indicate that M1 is adapted to series of about 1 

min (Fig. 7), and that M2 is better adapted to series of about 10 min (Fig. 5). This indicates that permeability 

information is expressed in the data, but not during the first minute. The ability of FMI* and FRI* to 

distinguish fits according only to the model a posteriori shows that the temporally correlated noise bc is 

small enough not to disrupt the results. 

These new criteria for testing quality of fit complement other existing tools. For proper quantification of 

parametric values, it is commonly assumed that 1) the data are not degraded, 2) the data information is 

correctly extracted to model parameters, and 3) the parameters are interpretable. The main factor 

responsible for degraded data is the presence of temporally correlated noise (bc). The identification and 

elimination of noise bc is specific to each data set and must be done before modeling is performed, for 

example by using registration techniques for body motion, nonlinear conversion from MR intensity to the 

concentration of contrast agent, or partial volume correction for arteries with small diameters (37). The 

second item corresponds to the new criteria FMI* and FRI*. Finally, the third item corresponds to the 

question of identifiability, which involves verifying whether each physiological phenomenon (do) is 

represented by a unique set of parameters, and whether the SDs of these parameters are within an acceptable 

range. Identifiability can be studied with a linear approximation of m variations to estimate the Fisher 

information matrix (Fm) (38). Fm is generally used to detect overcomplex models. It can be combined with 

the new criteria FMI* and FRI* to find a model adapted to the complexity of the data. The relevance of the 
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data analysis does not mean that the parameters correspond to “real” physiological characteristics, however. 

For one set of data the correlation analysis between the modeling parameters and the corresponding gold 

standard measurements corresponds to a validation test. When reliable gold standard measurements are not 

available, validation can be approximated by replacing real data with realistic modeled data (39). Validation 

and verification are thus complementary studies. Indeed, proper validation always implies a good data 

analysis, while the analysis can be verified but not validated for each new data set. By testing the goodness 

of fit, the new criteria FMI* and FRI* clearly reinforce the quantitative credibility of physiologic 

parameters obtained by modeling CE-MRI data sets. 
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