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A Choquard type equation with a singular absorption

nonlinearity in two dimension

G.C. Anthal∗, J. Giacomoni† and K. Sreenadh‡

Abstract

In this article, we show the existence of a nonnegative solution to the singular prob-

lem (Pλ) posed in a bounded domain Ω in R
2 (see below). We achieve this by ap-

proximating the singular function u−β log(u) by a function lǫ(u) which pointwisely con-

verges to −uβ log(u) as ǫ → 0. Using variational techniques, the perturbed equation

−∆u+ lǫ(u) = λ



∫

Ω

F (u(y))

|x− y|µ
dy


 f(u(x)) is shown to have a solution uǫ ∈ H1

0 (Ω) when

the parameter λ > 0 is small enough. Letting ǫ → 0 and proving a pointwise gradient

estimate, we show that the solution uǫ converges to a nontrivial nonnegative solution of

the original problem (Pλ).

Keywords: Absorption singular nonlinearity, non local problem, Hardy-Littlewood-

Sobolev inequality, variational methods, exponential growth.

2020 Mathematics Subject Classification: 35A15, 35B20, 35D30, 35J20, 35J60, 35J75.

1 Introduction

This article is concerned with the study of following problem involving both an absorption

type singularity and exponential nonlinearity of Choquard type

(Pλ)



−∆u = u−β log(u)χ{u>0} + λ



∫

Ω

F (u(y))

|x− y|µ
dy


 f(u), in Ω, u ≥ 0, in Ω, u = 0 on ∂Ω,

where Ω is a smooth bounded domain in R
2 and 0 < µ < 1. Here χ{u>0} denotes the

characteristic function corresponding to the set {x ∈ Ω : u(x) > 0} and by convention
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u−β log uχ{u>0} = 0 if u ≤ 0.

The notion of weak solution is as below:

Definition 1.1 By a weak solution of problem (Pλ), we mean a function u ∈ H1
0 (Ω) such

that

u−β log uχ{u>0} ∈ L1
loc(Ω)

and ∫

Ω

∇u∇ϕ =

∫

Ω∩{u>0}

u−β log(u)ϕ+

∫

Ω

∫

Ω

F (u(y))f(u(x))ϕ(x)

|x− y|µ
, for any ϕ ∈ C1

c (Ω).

Here C1
c (Ω) stands for the functions belonging to C1(Ω) with compact support in Ω. We

assume the following hypothesis on the nonlinearity f :

(f1) f is of class C1,β(0,∞) ∩ C[0,∞) for some 0 < β < 1.

(f2) For all α > 0,

lim
t→∞

|f(t)|

exp(αt2)
= 0.

(f3) There exists constant 1 < r0 < 2 such that

lim sup
t→0+

|f(t)|

tr0
<∞.

(f4) There exists l > 0 such that t→
f(t)

tl
is increasing on R

+ \ {0}.

(f5) There exist T , T0 > 0 and γ0 > 0 such that 0 < tγ0F (t) ≤ T0f(t) for all |t| > T .

(f6) lim sup
t→0+

|f ′(t)| <∞.

Remark 1.2 Using (f5) it is easy to show that there are constants A, t0 ≥ 0 and γ > 1 such

that

F (t) ≥ Atγ for all t ≥ t0. (1.1)

Furthermore using (f3), we see that f(0) = 0 and f ′(0) = 0. Hence we can extend f by 0 on

R
− and then as a C1 function on R.

We state our main result:

Theorem 1.3 Suppose that f satisfies (f1) − (f6). Then there exists a λ̄ > 0 such that for

each 0 < λ < λ̄, problem (Pλ) has a nonnegative nontrivial solution u.

We employ a variational approach to solve (Pλ). More precisely, we first study the following

approximated problem:

(Pǫ,λ)



−∆u+ lǫ(u) = λ



∫

Ω

F (u(y))

|x− y|µ
dy


 f(u(x)), in Ω, u ≥ 0, in Ω, u = 0 on ∂Ω,
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where

lǫ(t) =




−

tq

(t+ ǫ)β+q
log

(
t+

ǫ

t+ ǫ

)
, t ≥ 0,

0, t < 0,

and 0 < q < 1 is such that q < r0−1. The energy functional associated to the problem (Pǫ,λ)

is given by

Jǫ,λ(u) =
‖u‖2

2
+

∫

Ω

Lǫdx−
λ

2

∫

Ω

∫

Ω

F (u(y))

|x− y|µ
F (u(x))dydx, ∀u ∈ H1

0 (Ω), (1.2)

where Lǫ(t) =

t∫

0

lǫ(s)ds and F (t) =

t∫

0

f(s)ds. In this matter we shall discuss about estimates

of Jǫ,λ independently of ǫ in Section 2. From the geometry of Jǫ,λ and using variational

arguments, we prove the existence of a nontrivial solution, uǫ, to (Pǫ,λ). Next from a priori

estimates and a key point pointwise gradient estimate (in the spirit of works [10, 17, 25], see

Section 4) independent of ǫ, we show that uǫ converges as ǫ → 0+ to a nontrivial solution of

(Pλ).

For reader’s convenience, we now present a brief introduction to existence and multiplicity

results for the equations involving singular and Choquard nonlinearities. The equations in-

volving Choquard nonlinearity were introduced by Ph. Choquard in 1976 in the modeling of

one-component plasma. Choquard equations are also used to study the model of the polaron,

where free electrons in an ionic lattice interact with photons associated to deformations of

the lattice or with the polarisation that it creates on the medium. For further details, see

for instance [11,14,21]. These applications lead to a vast investigation of nonlocal equations

involving Choquard nonlinearity. Without any attempt to provide the complete list, we refer

to [12,20] and references therein for a large overview of current results concerning Choquard

problems.

In 1996, Joao Marcos Do Ó in [18] studied the following problem

{−∆nu = f(x, u) in Ω, u ≥ 0 in Ω,

where Ω is a smooth bounded domain in R
n with n ≥ 2 and the growth of the nonlinearity

f(x, u) is as exp(α|u|n/(n−1)) when |u| → ∞. The author showed the existence of a nontrivial

solution under suitable technical assumptions on the nonlinearity f . We also refer to [7,8,23]

for related results on critical elliptic equations and systems in two dimension. R. Arora and

et. al. [2] extended the study to the following Kirchoff equation with exponential nonlinearity

of Choquard type



−m



∫

Ω

|∇u|ndx


∆nu =



∫

Ω

F (y, u)dy

|x− y|µ
f(x, u)dx


 , u > 0 in Ω, u = 0 on ∂Ω, (1.3)
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where µ ∈ (0, n), Ω is a smooth bounded domain in R
n, n ≥ 2, m : R+ → R

+ and f : Ω×R →

R are continuous functions satisfying suitable assumptions. Using variational techniques in

the light of Trudinger-Moser inequality, the authors showed the existence of a weak solution

to (1.3).

We refer to the works [3, 4, 9, 13] involving log type singular nonlinearities. Recent works in

connection to the problem (Pλ) have investigated problems of the type

{
−∆u = (g(u) + λh(x, u))χ{u>0} in Ω, u = 0 on ∂Ω, (1.4)

where Ω is a smooth bounded domain in R
n, n ≥ 2, g is a singular function either of the

type (a) −t−β, 0 < β < 1 or of the type (b) log t, t > 0 and h is a regular function having

different growth rates. Equation (1.4) with g(t) having type (a) singularity and h(x, t) = tp

with 0 < p < (n + 2)/(n − 2), n ≥ 3 was studied in [5, 6, 24]. Moreover, [17, 19] studied

(1.4) with g(t) of type (b) and h as above in dimension n ≥ 3. When n = 2, problems with

nonlinearities of exponential growth have been considered. In this direction, the case of g of

type (b) and h to be of exponential growth was studied in [10]. In this paper, the authors

showed the existence of a weak solution under suitable assumptions on h and for small values

of λ. Lastly the case of g of type (a) and h to be of exponential growth was handled in [25].

Precisely, the author considered the following problem

{
−∆u = −u−βχ{u>0} + λup + µf(u) in Ω, u 6≡ 0 in Ω, u = 0 on ∂Ω,

where p > 0 and showed that the above problem has a nonnegative solution for λ ≥ 0 when

the parameter µ > 0 is small.

Motivated by the above discussion, we aim to study the nonlocal problem (Pλ). In the present

paper, in frame of (Pλ) we focus on the interaction between an absorption singular nonlin-

earity and a nonlocal term of Hartree type. Precisely we considered in the right hand side of

the equation the competition between combined singularities of types (a) and (b) with expo-

nential nonlinearity of Choquard type. Up to our knowledge, this interaction has not been

investigated in previous contributions and can not be tackled by using monotone methods

since maximum principle fails due to the absorption term. Therefore, we first introduce the

approximated problem (Pǫ,λ) and prove that it admits a weak solution for suitable values

of ǫ and λ using the Mountain pass theorem. Moreover we prove uniform estimates inde-

pendently of ǫ. Precisely, these solutions are shown to be uniformly bounded in L∞(Ω) and

H1
0 (Ω) independently of ǫ. To this aim, we use an original argument providing the uniform

boundedness of Palais-Smale sequences independently of ǫ. The uniformly bounded sequence

of approximated solutions then converges weakly as ǫ → 0+ to a nontrivial function. The

crucial final step to prove that the limit function is the required nontrivial weak solution of

(Pλ) appeals a delicate uniform gradient estimate of the approximated solutions (see Lemma

4.1 in Section 4) recalling some seminal ideas used in [22] for singular heat equations.

Structure of the paper: In Section 2 we state and prove some preliminary estimates. In
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Section 3 we obtain weak solutions uǫ of the approximated problem (Pǫ,λ) using the Moun-

tain Pass theorem. These solutions are shown to be bounded in H1
0 (Ω) by a constant M that

does not depend upon ǫ. Using this, we also obtain a priori pointwise estimates for solutions

uǫ. We complete this section by showing that solutions uǫ converge weakly in H1
0 (Ω) to a

nontrivial function u. In Section 4 we establish the gradient estimate for solutions uǫ. In

Section 5 we prove Theorem 1.3.

Notations: The following notations will be used throughout the paper.

• The energy norm of the space H1
0 (Ω) is denoted by ‖ · ‖.

• | · |p will denote the usual norm of Lp(Ω) space.

• C will denote generic constant that may vary from line to line.

2 Preliminaries

The study of elliptic equations with exponential growth nonlinearities are motivated by the

following Trudinger-Moser inequality, namely

Theorem 2.1 We have,

exp
(
αw2

)
∈ L1(Ω) for every w ∈ H1

0 (Ω) and α > 0,

and there is a constant k1 > 0 such that

sup
‖w‖≤1

∫

Ω

exp
(
αw2

)
≤ k1, for every α ≤ 4π and w ∈ H1

0 (Ω). (2.1)

The embedding H1
0 (Ω) ∋ u 7→ exp

(
|u|β

)
∈ L1(Ω) is compact for all β ∈ [1, 2) and is con-

tinuous for β = 2. Consequently the map T : H1
0 (Ω) → Lq(Ω), for q ∈ [1,∞), defined by

T (u) := exp
(
|u|β

)
, is continuous with respect to the norm topology, for any β ≤ 2.

The following result due to Lions [16, Section 1.7, Remark I.18] will play an important role.

Lemma 2.2 Let {uk} be a sequence of functions in H1
0 (Ω) with ‖uk‖ = 1 such that uk ⇀

u 6= 0 weakly in H1
0 (Ω). Then for every

0 < p <
4π

(1− ‖u‖2)

we have

sup
k

∫

Ω

exp
(
pu2k

)
< a2, for some constant a2 independent of k.

Now note that using hypothesis (f2), we can conclude that for any α > 0 there exists a

constant C > 0 depending on α such that

max{|f(t), |F (t)|} ≤ C exp
(
αt2

)
, for t ∈ R. (2.2)
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For any u ∈ H1
0 (Ω), by virtue of Sobolev embedding theorem, we get that u ∈ Lq(Ω) for all

q ∈ [1,∞). Moreover using Trudinger-Moser inequality and (2.2), we get

f(u), F (u) ∈ Lq(Ω) for any q ≥ 1. (2.3)

Now we recall the well known Hardy-Littlewood-Sobolev inequality

Proposition 2.3 [15]Hardy-Littlewood-Sobolev inequality Let r, s > 1 and 0 < µ < 2

with 1/r+1/s+µ/2 = 2, f ∈ Lr(R2), g ∈ Ls(R2). Then, there exist a sharp constant C(r, s, µ)

independent of f and g such that
∫

R2

∫

R2

f(x)g(y)

|x− y|µ
dxdy ≤ C(r, s, µ)|f |r|g|s. (2.4)

�

By taking r = s = 4/(4 − µ) in Proposition 2.3 and using (2.3), we get that Jǫ,λ as defined

in (1.2) is well defined in H1
0 (Ω). Also Jǫ,λ ∈ C1(H1

0 (Ω),R). Naturally the critical points of

Jǫ,λ corresponds to weak solutions of (Pǫ,λ) and for any u ∈ H1
0 (Ω)

〈J ′
ǫ,λ(u), ϕ〉 =

∫

Ω

∇u∇ϕdx+

∫

Ω

lǫ(u)ϕdx −

∫

Ω



∫

Ω

F (u(y))

|x− y|µ
dy


 f(u(x))ϕ(x)dx,

for every ϕ ∈ H1
0 (Ω). We will need the following estimates of lǫ.

Proposition 2.4 The following assertions hold.

1. There exists m̃ > 0 such that

0 ≤ −lǫ(t) ≤ t for all t ≥ 1− ǫ and 0 < ǫ < 1/2, (2.5)

0 < Lǫ(t) < m̃ for any 0 ≤ t ≤ 1− ǫ and 0 < ǫ < 1, (2.6)

and

|Lǫ(t)| ≤
t2−β

2− β
+

t1−β

1− β
+ m̃. (2.7)

2. For each p0 > 2 there exists a constant k0 such that

Lǫ(t) ≥ −k0t
p0 for all t ≥ 1− ǫ, 0 ≤ ǫ ≤ 1/2. (2.8)

3. There exists a constant C > 0 that does not depend upon 0 < ǫ < 1 such that

|tlǫ(t)| ≤ C(1 + t2−β) for all t > 0. (2.9)

4. There exist constants ǫ0 > 0 and δ0 > 0 (that is independent of ǫ > 0) such that

− log

(
t+

ǫ

t+ ǫ

)
≥ t for all 0 ≤ t < δ0 and 0 < ǫ < ǫ0. (2.10)
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Proof. By definition of lǫ, we have lǫ(t) ≥ 0 for 0 ≤ t ≤ 1 − ǫ and lǫ(t) ≤ 0 for t ≥ 1 − ǫ.

Note that for 0 < ǫ < 1/2 and t ≥ 1− ǫ, we have

−lǫ(t) =
tq

(t+ ǫ)q+β
log

(
t+

ǫ

t+ ǫ

)
≤ t(t+ ǫ)−β−1 log(t+ ǫ) ≤ t.

This proves assertion (2.5).

Now since 0 < β < 1, we choose δ > 0 such that 0 < β < δ < 1. Since limt→0 −t
δ−β log(t) = 0,

we can choose m > 0 such that −tδ−β log(t) < m for 0 ≤ t ≤ 1. Hence for 0 ≤ t ≤ 1 − ǫ, we

have

0 ≤ lǫ(t) ≤ −(t+ ǫ)−β log(t+ ǫ) ≤ mt−δ,

and so

0 < Lǫ(t) =

t∫

0

lǫ(s)ds ≤
m

1− δ
t1−δ ≤ m̃ for all 0 ≤ t ≤ 1− ǫ.

This concludes assertion (2.6). Inequality (2.7) also holds. Indeed using (2.6) and the fact

that log t ≤ t for all t > 0, we have

|Lǫ(t)| ≤m̃+

t∫

1−ǫ

|lǫ(s)|ds ≤ m̃+

t∫

1−ǫ

s−β log

(
s+

s

s+ ǫ

)

≤m̃+

t∫

1−ǫ

s−β

(
s+

ǫ

s+ ǫ

)
ds ≤ m̃+

t∫

0

(s1−β + sβ)ds = m̃+
t2−β

2− β
+

t1−β

1− β
.

Note that for each p0 > 2 there exists k0 > 0 such that

m̃+
t2−β

2− β
+

t1−β

1− β
≤ k0t

p0 for all t ≥ 1/2.

Thus, from (2.7) we obtain

Lǫ(s) ≥ −

(
m̃+

t2−β

2− β
+

t1−β

1− β

)
≥ −k0t

p0 for all t ≥ 1− ǫ and for every 0 < ǫ < 1/2,

proving (2.8). Now we prove (2.9). For each 0 < ǫ < 1 and 0 < t < 1 − ǫ there exists a

constant C > 0 independent of ǫ such that

|lǫ(t)t| ≤ −t1−β log

(
t+

ǫ

t+ ǫ

)
≤ (− log t)t1−β ≤ C.

On the other hand for t > 1− ǫ we have for some C > 0

|lǫ(t)t| ≤ t1−β log

(
t+

ǫ

t+ ǫ

)
≤ t1−β log(t+ ǫ) ≤ Ct2−β.
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We conclude that there exists a constant C > 0 such that

|lǫ(s)s| ≤ C(1 + t2−β) for all s ≥ 0 and 0 < ǫ < 1.

Lastly, we prove assertion (2.10). A simple application of L’Hospital’s rule shows that

lim
t→0

t

− log
(
t+ ǫ

t+ǫ

) =
ǫ

1− ǫ
≤

1

2
if 0 < ǫ < ǫ0 =

1

3
.

Thus we can choose δ0 independent of 0 < ǫ < ǫ0 such that

t ≤ − log

(
t+

ǫ

t+ ǫ

)
if 0 ≤ t < δ0 and 0 < ǫ < ǫ0.

This completes the proof. �

We shall require the following proposition many times in the course of this article.

Proposition 2.5 Assume that f satisfies (2.2) for some C,α > 0. If {uk} ⊂ H1
0 (Ω) is a

sequence such that ‖uk‖
2 ≤ 2π

α and uk ⇀ u weakly in H1
0 (Ω), then

∫

Ω

f(uk)dx→

∫

Ω

f(u)dx (2.11)

and ∫

Ω

F (uk)dx→

∫

Ω

F (u)dx. (2.12)

In particular, if f satisfies (f2), then the assertions (2.11) and (2.12) hold provided that there

is a constant M > 0 that does not depend upon k such that ‖uk‖ < M .

Proof. Proof follows similarly as the proof of Proposition 2 in [10]. �

3 Solution and uniform bounds of approximated problem

The following theorem is the main result concerning (Pǫ,λ) in this section:

Theorem 3.1 Suppose f satisfies (f2)− (f5) and let ǫ∗ = min{ǫ0, 1/2}, where ǫ0 is defined

as in (2.10). Then there exists a λ̄ > 0 such that for each 0 < λ < λ̄ we have a nonnegative

nontrivial solution uǫ ∈ H1
0 (Ω) to (Pǫ,λ) for every 0 < ǫ < ǫ∗. Moreover there exists a constant

M > 0, independent of ǫ ∈ (0, ǫ∗) and λ ∈ (0, λ̄) such that

‖uǫ‖ ≤M and |uǫ|∞ < M. (3.1)

We prove Theorem 3.1 with the help of mountain pass lemma.

First we show that Jǫ,λ satisfies the Palais-Smale condition at every nonzero level c.
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Lemma 3.2 Fix 0 < ǫ < 1 and suppose f satisfies (f2), (f4) and (f5). Then the functional

Jǫ,λ satisfies the Palais-Smale condition at every level c 6= 0.

Proof. Let {uǫk}k∈N be a Palais-Smale sequence for Jǫ,λ in H1
0 (Ω) at level c. Throughout

this proof we shall denote uǫk by uk. Then {uk}k∈N satisfies

‖uk‖
2

2
+

∫

Ω

Lǫ(uk)dx−
λ

2

∫

Ω



∫

Ω

F (uk(y))

|x− y|µ
dy


F (uk(x))dx → c as k → ∞, (3.2)

and there is a sequence ρk → 0 such that
∣∣∣∣∣∣

∫

Ω

∇uk∇w +

∫

Ω

lǫ(uk)w − λ

∫

Ω



∫

Ω

F (uk(y))

|x− y|µ
dy


 f(uk(x))w(x)dx

∣∣∣∣∣∣
≤ ρk‖w‖, (3.3)

for all w ∈ H1
0 (Ω). Taking w = uk in (3.3), we have

∣∣∣∣∣∣
‖uk‖

2 +

∫

Ω

lǫ(uk)uk − λ

∫

Ω



∫

Ω

F (uk(y))

|x− y|µ
dy


 f(uk(x))uk(x)dx

∣∣∣∣∣∣
≤ ρk‖uk‖. (3.4)

From the assumption (f4), there exists ζ > 1 such that ζF (t) ≤ tf(t) for any t > 0, which

yields

ζ

∫

Ω



∫

Ω

F (u(y))

|x− y|µ
dy


F (u(x))dx ≤

∫

Ω



∫

Ω

F (u(y))

|x− y|µ
dy


 f(u(x))u(x)dx.

Then

Jǫ,λ(uk)−
1

2ζ
〈J ′

ǫ,λ(uk), uk〉

=

(
1

2
−

1

2ζ

)
‖uk‖

2 +

∫

Ω

Lǫ(uk)−
1

2ζ

∫

Ω

lǫ(uk)uk

−
λ

2



∫

Ω



∫

Ω

F (uk(y))

|x− y|µ
dy


F (uk(x))dx−

1

ζ

∫

Ω



∫

Ω

F (uk(y))

|x− y|µ
dy


 f(uk(x))uk(x)dx




≥

(
1

2
−

1

2ζ

)
‖uk‖

2 +

∫

Ω

Lǫ(uk)−
1

2ζ

∫

Ω

lǫ(uk)uk. (3.5)

Now we estimate the second and the third terms in (3.5) independent of ǫ. Using Sobolev

embedding theorem, we have for sufficiently large K and β ∈ (0, 1)

∫

Ω

Lǫ(uk) =

∫

Ω

uk∫

0

−
tq

(t+ ǫ)q+β
log

(
t+

ǫ

t+ ǫ

)
dtdx ≥

∫

Ω

uk∫

1−ǫ

−t−β log

(
t+

ǫ

t+ ǫ

)
dtdx

≥−

∫

Ω

uk∫

0

t−β log (t+K) dtdx ≥ −

∫

Ω

ukdx− C ≥ −C‖uk‖ − C. (3.6)
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Again using Sobolev embedding and Hölder’s inequality, we have for γ ∈ (0, 1 − β)

−

∫

Ω

lǫ(uk)uk =

∫

Ω

uqk
(uk + ǫ)q+β

log

(
uk +

uk
uk + ǫ

)
uk ≥

∫

{0<uk<1−ǫ}

u1−β
k log

(
uk +

uk
uk + ǫ

)

≥

∫

{0<uk<1−ǫ}

log(uk)u
1−β
k ≥ −

∫

Ω

u1−β−γ
k dx ≥ −C‖uk‖ − C. (3.7)

Plugging (3.6) and (3.7) in (3.5), we have

Jǫ,λ(uk)−
1

2ζ
〈J ′

ǫ,λ(uk), uk〉 ≥

(
1

2
−

1

2ζ

)
‖uk‖

2 − C‖uk‖ − C. (3.8)

Also from (3.2) and (3.4), we have

Jǫ,λ(uk)−
1

2ζ
〈J ′

ǫ,λ(uk), uk〉 ≤ C

(
1 + ρk

‖uk‖

2ζ

)
, (3.9)

for some constant C > 0. Therefore from (3.8) and (3.9)

(
1

2
−

1

2ζ

)
‖uk‖

2 −C‖uk‖ − C ≤ C

(
1 + ρk

‖uk‖

2ζ

)
.

This implies that {uk} must be bounded in H1
0 (Ω). Also from the calculations it is clear that

we can find M > 0 independent of ǫ and λ such that

‖uk‖ ≤M. (3.10)

Consequently, there exists u ∈ H1
0 (Ω) such that up to subsequences, we have





uk ⇀ u weakly in H1
0 (Ω),

uk → u in Lp(Ω) for every p ≥ 1,

uk(x) → u(x) a.e. in Ω,

|uk| ≤ zp a.e. in Ω for some zp ∈ Lp(Ω)with any p ∈ [1,∞).

(3.11)

Now using Proposition 2.5, we have lǫ(uk) → lǫ(u) and Lǫ(uk) → Lǫ(u) in L1(Ω). Next we

show that


∫

Ω

F (uk(y))

|x− y|µ
dy


 f(uk(x))dx→



∫

Ω

F (u(y))

|x− y|µ
dy


 f(u(x)) in L1(Ω). (3.12)
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We have

∫

Ω

∣∣∣∣∣∣



∫

Ω

F (uk(y))

|x− y|µ
dy


 f(uk(x))−



∫

Ω

F (u(y))

|x− y|µ
dy


 f(u(x))

∣∣∣∣∣∣

≤

∫

Ω



∫

Ω

F (u(y))

|x− y|µ
dy


 |f(uk(x)) − f(u(x))|dx

+

∫

Ω



∫

Ω

|F (uk(y))− F (u(y))|dy

|x− y|µ


 f(uk(x))dx

:=I1 + I2 (say).

From (2.3), we know that F (u) ∈ Lr(Ω) for any r ∈ [1,∞). Since µ ∈ (0, 1), y 7→ |x− y|−µ ∈

Ls(Ω) for all s ∈
(
1, 1µ

)
uniformly in x ∈ Ω (since Ω is bounded). So using Hölder’s inequality

we get that ∫

Ω

F (u(y))

|x− y|µ
dy ∈ L∞(Ω). (3.13)

Now by using (3.13) and Proposition 2.5, we get that I1 → 0 as k → ∞. Now using the

semigroup property of Riesz potential, we have

∫

Ω



∫

Ω

|F (uk(y)− F (u(y)))|

|x− y|µ
dy


 f(uk(x))dx

≤



∫

Ω



∫

Ω

|F (uk(y))− F (u(y))|

|x− y|µ
dy


 |F (uk(x))− F (u(x))|dx




1

2



∫

Ω



∫

Ω

f(uk(y))

|x− y|µ
dy


 f(uk(x))dx




1

2

. (3.14)

Again by Hardy-Littlewood-Sobolev inequality and (2.2), we have



∫

Ω



∫

Ω

f(uk(y))

|x− y|µ
dy


 (f(uk(x)))dx




1

2

≤



∫

Ω

|f(uk)|
4

4−µ




4−µ

4

≤C



∫

Ω

exp

(
4

4− µ
αu2k

)


4−µ

4

.

Choosing α > 0 such that 4
4−µαM

2 ≤ 4π, where M is given by (3.10), we obtain using (2.1)

that 

∫

Ω



∫

Ω

f(uk(y))

|x− y|µ
dy


 (f(uk(x)))dx




1

2

≤ C̃,
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where C̃ is a positive constant. Next



∫

Ω



∫

Ω

F (uk(y)) − F (u(y))

|x− y|µ
dy


 (F (uk(x))) − F (u(x))dx


 → 0

follows similarly as in the proof of Lemma 3.4 of [2]. Finally, the convergence



∫

Ω

F (uk(u))

|x− y|µ
dy


F (uk(x)) →



∫

Ω

F (u(u))

|x− y|µ
dy


F (u(x)) in L1(Ω) (3.15)

follows from (f5) and Vitali’s convergence Theorem (see for instance the proof of Lemma 2.4

in [1]). From now onwards in this proof we use the following notations

P (x, u) =
λ

2



∫

Ω

F (u(y))

|x− y|µ
dy


F (u(x))−Lǫ(u) and R(x, u) = λ



∫

Ω

F (u(y))

|x− y|µ
dy


 f(u)− lǫ(u).

From (3.2), (3.4), (3.12) and (3.15), we have

lim
k→∞

‖uk‖
2 = 2


c+

∫

Ω

P (x, u)dx


 (3.16)

and

lim
k→∞

∫

Ω

R(x, uk)uk = 2


c+

∫

Ω

P (x, u)dx


 . (3.17)

Now, we consider two cases:

Case 1: Suppose that c 6= 0 and u 6= 0. One has Jǫ,λ(u) ≤ c. We claim that Jǫ,λ(u) = c.

Assume by contradiction that Jǫ,λ(u) < c. Then

‖u‖2 < 2


c+

∫

Ω

P (x, u)dx


 . (3.18)

Let vk =
uk

‖uk‖
and v =

u
(
2

(
c+

∫
Ω

P (x, u)dx

))1/2
. It follows that vk ⇀ v weakly in H1

0 (Ω),

‖vk‖ = 1 and ‖v‖ < 1. Hence by Lemma 2.2, we have

sup
k

∫

Ω

exp
(
4πpv2k

)
≤ k1 = k1(p) <∞ for any 1 < p < (1− ‖v‖2)−1. (3.19)
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Now for q > 1 small enough, we have

∫

Ω

|R(x, uk)|
q ≤C

∫

Ω





∫

Ω

|F (uk(y))f(uk(x))dy

|x− y|µ




q

+ |lǫ(uk(x))|
q


 dx

≤C



∫

Ω

∫

Ω

exp
(
qαu2k(y)

)
exp

(
qαu2k(x)

)

|x− y|qµ
dxdy + 1




≤C



∫

Ω

exp

(
4

4− qµ
qαu2k

)


4−qµ

2

+ C. (3.20)

Now we choose α and p such that

4

4− qµ
qα‖uk‖

2 < p <
4π

(1− ‖v‖2)
.

Hence fix p > 0 such that p <
4π

(1− ‖v‖2)
and take α > 0 small such that

α <
4− qµ

4

p

qM2
,

where M is given by (3.10). Then by (3.19), we have

∫

Ω

|R(x, uk)|
q ≤ C, for some C > 0. (3.21)

Using (3.11), (3.17), (3.21), and Hölder’s inequality we have

2


c+

∫

Ω

P (x, u)dx


 = lim

k→∞

∫

Ω

R(x, uk)ukdx = lim
k→∞

∫

Ω

R(x, uk)udx. (3.22)

On the other hand from (2.11)

∣∣∣∣∣∣

∫

Ω

∇uk∇u−

∫

Ω

R(uk)u

∣∣∣∣∣∣
≤ ρk‖u‖ for each k ∈ N.

Hence,

−ρk‖u‖+

∫

Ω

R(x, uk)u ≤

∫

Ω

∇uk∇u ≤ ρk‖u‖+

∫

Ω

R(x, uk)u. (3.23)

Taking k → ∞ in (3.23) and using (3.22), we get

‖u‖2 = 2


c+

∫

Ω

P (x, u)dx


 ,



14

which is a contradiction to (3.18). Therefore, we must have Jǫ,λ(u) = c. As a consequence,

using (3.16), we obtain

lim
k→∞

‖uk‖
2 = 2


c+

∫

Ω

P (x, u)dx


 = ‖u‖2.

Thus, it follows that uk → u strongly in H1
0 (Ω).

Case 2: Assume that c 6= 0 and u = 0. We will prove that this cannot happen. Fix a

constant 0 < a < 1. From u = 0, we conclude from (3.16) that for large k

‖uk‖
2 ≤ 2c+ a. (3.24)

According to (3.20), take q > 1 small enough such that α <
4− µ

4

4π

q(2c+ a)
. Then,

∫

Ω

|R(x, uk)|
q < C,

where C is some positive constant. Now using Hölder’s inequality and the fact that uk → 0

strongly in L
q

q−1 (Ω), we get

∣∣∣∣∣∣

∫

Ω

R(x, uk)uk

∣∣∣∣∣∣
≤



∫

Ω

|R(x, uk)|
q




1

q


∫

Ω

|uk|
q

q−1




q−1

q

→ 0 as k → ∞. (3.25)

On the other hand from (3.4), we have
∣∣∣∣∣∣

∫

Ω

|∇uk|
2 −

∫

Ω

R(x, uk)uk

∣∣∣∣∣∣
≤ ρk‖uk‖.

This means that

−ρkM +

∫

Ω

R(x, uk)uk ≤

∫

Ω

|∇uk|
2dx ≤ ρkM +

∫

Ω

R(x, uk)uk.

Taking limit as k → ∞ above, we get ‖uk‖ → 0. This contradicts the fact that ‖uk‖ → 2c 6= 0.

The proof is complete. �

Let ϕ ∈ H1
0 (Ω) ∩ L

∞(Ω) be such that ϕ > 0 in Ω and ‖ϕ‖ = 1.

Lemma 3.3 Suppose f satisfies (1.1) and take λ > 0. Then there exists a constant K = K(λ)

independent of ǫ such that

Jǫ,λ(Kϕ) < 0.

Also there exists a constant m2 > 0, which is independent of ǫ, such that

sup
t∈[0,1]

Jǫ,λ(tKϕ) < m2.
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Proof. Since lǫ(t) ≤ 0 for all t ≥ 1− ǫ, we conclude using (2.6) that

Lǫ(t) ≤ m̃ for all t ≥ 0 and ǫ > 0. (3.26)

Choose a compact set Ω̃ ⊂ Ω such that ϕ > a0 > 0 on Ω̃ for some a0 > 0. Then using (1.1)

and (3.26), for t sufficiently large, we have

Jǫ,λ(tϕ) ≤
t2

2
+ m̃|Ω| − λ

∫

Ω̃

∫

Ω̃

F (tϕ(y))F (tϕ(x))

|x− y|µ
dxdy

≤
t2

2
+ m̃|Ω| − λ

∫

Ω̃

∫

Ω̃

A(tϕ)γ(y)A(tϕ)γ (x)

|x− y|µ
dxdy

=
t2

2
+ m̃|Ω| −A2λt2γ

∫

Ω̃

∫

Ω̃

ϕγ(y)ϕγ(x)

|x− y|µ
dxdy

=
t2

2
+ m̃|Ω| − C(λ)t2γ → −∞ as t→ ∞.

Hence, there exists K > 0 such that Jǫ,λ(Kϕ) < 0.

Now we see that

Jǫ,λ(tKϕ) =
t2K2

2
+

∫

Ω

Lǫ(tKϕ)− λ

∫

Ω

∫

Ω

F (tKϕ(y))F (tKϕ(y))

|x− y|µ
dxdy.

Since 0 ≤ tKϕ ≤ K sup
Ω
ϕ for all 0 ≤ t ≤ 1, there exists C1 > 0 depending on λ such that

Jǫ,λ(tKϕ) ≤
t2K2

2
+ C1 for all 0 ≤ t ≤ 1.

Hence,

sup
t∈[0,1]

Jǫ,λ(tKϕ) < m2,

where

m2 =
K2

2
+ C1.

This proves Lemma 3.3. �

Next proposition provides the existence of a critical point uǫ for the functional Jǫ,λ and a

priori bounds that hold for these solutions.

Proposition 3.4 Suppose f satisfies (f2), (f4) and (f5) and let m2 given by Lemma 3.3.

Then there exist constants λ̄, m1 > 0 such that for each 0 < λ < λ̄ fixed, problem (Pǫ,λ) has a

weak solution uǫ with 0 < m1 < Jǫ,λ(uǫ) < m2. Also there is a constant M > 0 independent

of ǫ such that

‖uǫ‖ ≤M.
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Proof. Let M > 0 and u ∈ H1
0 (Ω) such that ||u|| ≤ M . Using Hardy-Littlewood-Sobolev

inequality and (2.2), we have

∫

Ω

∫

Ω

F (u(y))F (u(x))

|x− y|µ
dydx ≤C



∫

Ω

|F (u)|
4

4−µ dx




4−µ

2

≤C



∫

Ω

exp

(
4

4− µ
αu2

)
dx




4−µ
2

. (3.27)

Taking α ≤
4− µ

M2
π, we get using (2.1) and (3.27), a positive C̃ = C̃(M) such that

∫

Ω

∫

Ω

F (u(y))F (u(x))

|x− y|µ
dydx ≤ C̃. (3.28)

Now by using (2.8), (3.28) and Sobolev embedding theorem, we have for p0 > 2

Jǫ,λ(u) ≥
‖u‖2

2
− k0

∫

Ω

|u|p0 − λC̃ ≥
‖u‖2

2
− k0C

p0
p0 ‖u‖

p0 − λC̃. (3.29)

If we assume that M ≤ θ, where θ =

(
1

4k0C
p0
p0

) 1

p0−2

, then from (3.29), we have

Jǫ,λ(u) ≥
‖u‖2

4
− λC̃.

Finally, by taking λ̄ =
θ2

8C̃
, we obtain

Jǫ,λ(u) ≥
1

4

(
‖u‖2 −

θ2

2

)
for 0 < λ < λ̄, ‖u‖ < θ.

Thus, we obtain for 0 < λ < λ̄

Jǫ,λ(0) = 0, Jǫ,λ(Kϕ) < 0 and Jǫ,λ(u) ≥ m1 for ‖u‖ = θ,

where

m1 =
θ2

8
.

Let

Σ = {σ ∈ C([0, 1],H1
0 (Ω)) : σ(0) = 0, σ(1) = Kϕ}.

By the Mountain Pass theorem [26, page 12], we conclude that there is a sequence {uǫk} in

H1
0 (Ω) and a number

cǫ := inf
σ∈Σ

sup
t∈[0,1]

Jǫ,λ(σ(t))
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such that

lim
k→∞

Jǫ,λ(u
ǫ
k) = cǫ and lim

k→∞
J ′
ǫ,λ(u

ǫ
k) = 0,

i.e.,
‖uǫk‖

2

2
+

∫

Ω

Lǫ(u
ǫ
k)−

∫

Ω

∫

Ω

F (uǫk)(y)F (u
ǫ
k)(x)

|x− y|µ
dxdy → cǫ as k → ∞

and there is a sequence ρk such that

∣∣∣∣∣∣

∫

Ω

∇uǫk∇w +

∫

Ω

lǫ(u
ǫ
k)w − λ

∫

Ω



∫

Ω

F (uǫk(y))

|x− y|µ
dy


 f(uǫk(x))w(x)dx

∣∣∣∣∣∣
≤ ρk‖w‖.

It is clear that cǫ > m1 > 0. Using Lemma 3.3, we also obtain

cǫ ≤ sup
t∈[0,1]

Jǫ,λ(tKϕ) < m2.

Hence for sufficiently large k,

0 < m1 ≤ Jǫ,λ(u
ǫ
k) < m2. (3.30)

Arguing as in the proof of Lemma 3.2, we may use (3.30) to obtain a constant M > 0 that

does not depend upon ǫ such that

‖uǫk‖ < M.

We conclude there is uǫ ∈ H1
0 (Ω) with ‖uǫ‖ < M such that

uǫk ⇀ uǫ weakly in H1
0 (Ω).

We know that {uǫk} is a Palais-Smale sequence at a positive level. It follows from (3.30) and

Lemma 3.2, that upto a subsequence uǫk → uǫ strongly in H1
0 (Ω). Hence uǫ is weak solution

of (Pǫ,λ). This proves the proposition. �

Next we aim to obtain the uniform L∞ estimates of the weak solutions uǫ independently of

ǫ. Precisely, we have the following result:

Lemma 3.5 Suppose f satisfies (f2)-(f5), 0 < λ < λ̄ be fixed and ǫ0 and δ0 be given by

(2.10). Then there exists a constant M1 > 0 that does not depend upon ǫ such that

|uǫ|∞ < M1 for 0 < ǫ < ǫ0, (3.31)

where uǫ is the nonnegative solution of (Pǫ,λ) as obtained in Proposition 3.4.

Proof. Choose r0 ∈
(
1, 1µ

)
and let s0 be the conjugate exponent of r0. From (2.3), we

know that

F (uǫ) ∈ Ls0(Ω) for every 0 < ǫ < ǫ0.
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We claim that there exists M ′ > 0, which is independent of ǫ, such that

|F (uǫ)|s0 < M ′. (3.32)

This is a consequence of (f2) , Theorem 2.1 and the fact that

‖uǫ‖ < M independent of ǫ. (3.33)

Indeed, using (2.2), we have
∫

Ω

|F (uǫ)|
s0 ≤ C

∫

Ω

exp(αs0u
2
ǫ ).

Using (3.33), we can find α > 0, independent of ǫ, such that

αs0‖uǫ‖
2 < 4π.

Using this fact and (2.1), we conclude that (3.32) holds. Also since Ω is bounded, y 7→

|x− y|−µ ∈ Lr0(Ω), uniformly in x ∈ Ω. Hence using Hölder’s inequality, we have
∫

Ω

F (uǫ(y))dy

|x− y|µ
≤ |F (uǫ)|s0

∣∣∣∣
1

|x− y|µ

∣∣∣∣
r0

≤ M̂, (3.34)

where M̂ > 0 is a constant independent of ǫ.

Now, let ψ ∈ H1
0 (Ω), ψ ≥ 0. Then since uǫ is a solution of (Pǫ,λ), using (3.34), we have

∫

Ω

∇uǫ∇ψ +

∫

Ω

lǫ(uǫ)ψ ≤ λM̂

∫

Ω

f(uǫ)ψdx.

Using (f3), (2.10) and the fact that q + 1 < r0, we obtain

λM̂f(t)

lǫ(t)
=

(t+ ǫ)q+βλM̂f(t)

−tq log
(
t+ ǫ

t+ǫ

) ≤
(t+ 1)q+βλM̂f(t)

tq+1
→ 0 as t→ 0.

Hence there exists 0 < δ < δ0 that again does not depend on 0 < ǫ < ǫ0 such that

λM̂f(t)

lǫ(t)
≤

1

2
for s ≤ δ and 0 < ǫ < ǫ0.

Consequently,
∫

Ω

∇uǫ∇ψ ≤ λM̂

∫

Ω∩{uǫ>δ}

f(uǫ)ψ −

∫

Ω∩{uǫ>1−ǫ}

lǫ(uǫ)ψdx.

Using (2.5) and (f2), we get
∫

Ω

∇uǫ∇ψ ≤
λM̃

δ

∫

{uǫ>δ}

uǫ exp(αu
2
ǫ )ψdx+

∫

Ω

uǫψdx

≤C

∫

Ω

uǫ exp(αu
2
ǫ )ψdx, for every ψ ∈ H1

0 (Ω), ψ > 0 (3.35)

where C > 0 is independent of ǫ. Rest of the proof follows exactly as the proof of Proposition

1 in [10]. This completes the proof. �
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Given a sequence {ǫk} in the interval (0, ǫ0), we denote by uǫk the solutions of (Pǫ,λ) provided

by Proposition 3.4.

Lemma 3.6 Suppose that f satisfies (f2)-(f5). Let {ǫk} in (0, ǫ0) be a sequence such that

ǫk → 0 as k → ∞. Then uǫk has a subsequence which converges weakly in H1
0 (Ω) to a

nonnegative and nontrivial function u.

Proof. We know from Proposition 3.4 that there exists a constant M > 0 such that

‖uǫK‖ ≤M.

Then, we may find a subsequence, still denoted by {uǫk} and an element u ∈ H1
0 (Ω) such that





uǫk ⇀ u weakly in H1
0 (Ω),

uǫk → u in Lp(Ω) for every p ≥ 1,

uǫk(x) → u(x) a.e. in Ω,

|uǫk | ≤ zp a.e. in Ω for some zp ∈ Lp(Ω).

(3.36)

Since uǫk is a critical point of Jǫk,λ, we have

‖uǫk‖
2 +

∫

Ω

lǫK (uǫk)uǫk = λ

∫

Ω

∫

Ω

F (uǫk(y))f(uǫk(x))uǫk(x)

|x− y|µ
dydx

and from Proposition 3.4

Jǫk(uǫk) =
‖uǫk‖

2

2
+

∫

Ω

Lǫk(uǫk)−
λ

2

∫

Ω

∫

Ω

F (uǫk(y))F (uǫk (x))

|x− y|µ
dydx > m1.

Hence

m1 <

∫

Ω

(
Lǫk(uǫk)−

1

2
lǫk(uǫk)uǫk

)
+ λ

∫

Ω



∫

Ω

F (uǫk)

|x− y|µ
dy




(
1

2
f(uǫk)uǫk − F (uǫk)

)
dx

=Jǫk,λ(uǫk). (3.37)

Since |uǫk |∞ < M1 for every k, we have

∣∣∣∣∣∣

∫

Ω

F (uǫk(y))

|x− y|µ
dy

∣∣∣∣∣∣
≤ C, uniformly in k and x ∈ Ω. (3.38)

Since f satisfies (f3), we may apply (3.31), (3.36), (3.38) and Dominated convergence theorem

to obtain

lim
k→∞

∫

Ω

∫

Ω

F (uǫk(y))f(uǫk(x))uǫk(x)

|x− y|µ
dydx =

∫

Ω

∫

Ω

F (u(y))f(u(x))u(x)

|x− y|µ
dydx
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and

lim
k→∞

∫

Ω

∫

Ω

F (uǫk(y))F (uǫk(x))

|x− y|µ
dydx =

∫

Ω

∫

Ω

F (u(y))F (u(x))

|x− y|µ
dydx.

Using (2.9) and (3.36), we have

|lǫk(uǫk)uǫk | ≤ C(1 + z2−β
2 ) ∈ L1(Ω).

Thus by above estimate and Dominated Convergence theorem, we have

lǫk(uǫk)uǫk → u1−β log(u)χ{u>0} in L1(Ω). (3.39)

Now, note that

|lǫ(t)| = lǫ(t) ≤ −(t+ ǫ)−β log(t+ ǫ) if t ≤ 1− ǫ

and

|lǫ(t)| ≤

∣∣∣∣log
(
t+

ǫ

t+ ǫ

)∣∣∣∣ ≤ C1

(
t+

ǫ

t+ ǫ

)
≤ C1(t+ ǫ) if t ≥ 1− ǫ

where C1 > 0 is a constant. Thus

|lǫ(t)| ≤ | log(t+ ǫ)|(t+ ǫ)−β + C1(t+ ǫ) := N(t), for t ≥ 0.

Therefore, by (3.36) we get

|Lǫk(uǫk)| ≤

uǫk∫

0

N(t)dt ≤

z1∫

0

N(t)dt ∈ L1(Ω).

Consequently, by dominated convergence theorem, we have

∫

Ω

Lǫk(uǫk) →

∫

Ω

L(u), where L(t) = −

t∫

0

s−β log(s)ds.

Taking the above claims into account and letting k → ∞ in (3.37), we conclude that u is

nontrivial. �

.

4 Gradient estimates for solution of the approximate problem

In this section, in order to show that u is a weak solution to (Pλ), we establish a key-point

gradient estimate of the solutions uǫ of problem (Pǫ,λ) stated in Proposition 3.4.

Lemma 4.1 Suppose f satisfies (f1) − (f6). Let ǫ0 be given by (2.10) and define ǫ∗ =

min{ǫ0, 1/2}, where ǫ0 is given by (2.10). Let ψ be such that

ψ ∈ C2(Ω), ψ > 0 in Ω, ψ = 0 on ∂Ω and
|∇ψ|2

ψ
is bounded in Ω.
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For each 0 < ǫ < ǫ∗, let uǫ be the nonnegative solution of (Pǫ,λ) obtained in Proposition 3.4.

Then there is constant K > 0 such that

ψ(x)|∇uǫ|
2 ≤ KZ(uǫ(x)) for every x ∈ Ω, (4.1)

where

Z(t) =





t2

2
+

t1−β

(1− β)2
−
t1−β log t

1− β
, 0 ≤ t ≤ 1,

t− 1
2 +

1

(1− β)2
, t ≥ 1.

Also the constant K is independent of 0 < ǫ < ǫ∗ and depends only on Ω, ψ and M1 given by

Lemma 3.5.

Proof. Using Lemma 3.5, we see that the solutions uǫ of (Pǫ,λ) are bounded in L∞(Ω) by

a constant M1 > 0 independent of ǫ. This implies that right hand side of (Pǫ.λ) is bounded

in L∞(Ω). The standard elliptic regularity theory implies uǫ ∈ C1,ν(Ω) for each 0 < ν < 1.

Following the approach of Lemma 5.1 in [10], we define

hǫ(x, u) = −
uq

(u+ ǫ)q+β
log

(
u2 + ǫu+ ǫ

u+ ǫ

)
− λKǫ(x)f(u(x)),

where

Kǫ(x) =

∫

Ω

F (uǫ(y))

|x− y|µ
dy.

As observed in (3.34), we know tha |Kǫ| < C for some positive constant C independent of ǫ.

Now define Za(t) = Z(t) + a, for some 0 < a < 1. Then, we have

Za ∈ C2(0,∞), Za(t) > 0, Z ′
a(t) > 0 and Z ′′

a (t) ≤ 0 for all t > 0.

Now setting w =
|∇u|2

Za(u)
and v = wψ, we argue by contradiction and assume that

sup
Ω
v > K, (4.2)

where K > 0 will be chosen later independent of a and 0 < ǫ < ǫ∗.

First we show that v ∈ C2 at all points x ∈ Ω such that u(x) > 0. Let x ∈ Ω be one such

point. Continuity of u implies the existence of an open ball U ⊂ Ω centered at x such that

u > 0 in U . Hence, lǫ(u) ∈ C2(U) and f(u) ∈ C1,β(Ω). This alongwith boundedness of

Kǫ and K ′
ǫ give hǫ(u) ∈ C1,β(U). Since u satisfies the equation −∆u + hǫ(u) = 0 in U , we

conclude that u ∈ C3(U), implying that Za(u) and w are C2 in U . Denoting x0 = supΩ v,

we have v(x0) > K. Then x0 ∈ Ω since v = 0 on ∂Ω and so ∇v(x0) = 0 and ∆v(x0) ≤ 0.

We will compute ∆v and evaluate it at the point x0. As we shall see this leads to the absurd
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∆v(x0) > 0 if one fixes K large enough. Now, the estimate [10, (55)] (see also [17, p. 100-103]

for more details on computations), in our case, has the form

Za(u)∆v ≥ψw2

(
1

2
Z ′
a(u)

z − Za(u)Z
′′
a (u)

)

+ w
(
2ψZa(u)Cǫ(u)− ψhǫ(x, u)Z

′
a(u)−KZa(u)

)
(4.3)

− 2ψλ∂1Kǫf(u)Z
1

2
a w

1

2 −K ′Z ′
a(u)Za(u)

1

2ψ
1

2w
3

2 ,

where Cǫ(x, t) = l′ǫ(t) − λKǫ(x)f
′(t) and K ′ is a positive constant. Now we claim that the

following estimates holds uniformly for every 0 < ǫ < ǫ∗,

Z ′
a(u)Za(u)

1

2 ≤ C

(
1

2
Z ′
a(u)− Z ′′

a (u)Za(u)

)
, (4.4)

Za(u)|Cǫ(x, u)| ≤ C

(
1

2
Z ′
a(u)− Z ′′

a (u)Za(u)

)
, (4.5)

Z ′
a(u)hǫ(x, u) ≤ C

(
1

2
Z ′
a(u)− Z ′′

a (u)Za(u)

)
, (4.6)

Za(u) ≤ C

(
1

2
Z ′
a(u)− Z ′′

a (u)Za(u)

)
, (4.7)

Za(u)
1

2 ≤ C

(
1

2
Z ′
a(u)− Z ′′

a (u)Za(u)

)
, (4.8)

for every 0 ≤ u ≤M1. Recall that the constant M1 is independent of ǫ. And the constant C

depends only on M1 and λ but not on ǫ and a.

Suppose for the time being that (4.4)-(4.8) holds. Then (4.3) implies that

∆v ≥
1
2Z

′
a(u)

2 − Z ′′
a (u)Za(u)

Za(u)

(
ψw2 − C(w + ψw1/2 + ψ1/2w3/2)

)

≥
1
2Z

′
a(u)

2 − Z ′′
a (u)Za(u)

Za(u)ψ

(
v2 − C(v + ψ3/2v1/2 + v3/2)

)
.

Thus if v(x0) = sup v > K for some large enoughK independent of a and 0 < ǫ < ǫ∗ we obtain

a contradiction to the fact that ∆v(x0) ≤ 0. Hence there must exist K > 0 independent of a

such that ψ|∇u|2 ≤ KZa(u) in Ω. The result then follows by letting a→ 0.

We now prove the relations (4.4) to (4.8). We consider the following two cases:

Case 1: u ≥ 1. In this case, left hand sides of (4.4)-(4.8) are uniformly bounded in the

interval [1,M1]. Also note that

1

2
Z ′
a(u)− Z ′′

a (u)Za(u) =
1

2
, for u ≥ 1,

and so right hand sides of (4.4)-(4.8) are uniformly bounded. This proves (4.4)-(4.8).

Case 2: 0 ≤ u ≤ 1. In this case, we have

Za(u) =
u2

2
+

u1−β

(1− β)2
−
u1−β log u

1− β
+a, Z ′

a(u) = u−u−β log(u), Z ′′
a (u) = 1+

β log(u)

uβ+1
−

1

uβ+1
.
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We conclude that as u→ 0+

1

2
Z ′
a(u)− Z ′′

a (u)Za(u) ∼ −aβu−(β+1) log(u) (4.9)

Clearly,

Za(u) =
u2

2
+

u1−β

(1− β)2
−
u1−β log(u)

(1− β)
+ a ≤ C for 0 < u < M1,

and hence assertion (4.7) holds. Assertion (4.8) holds similarly. Now using 0 ≤ u ≤ 1 and

boundedness of Za(u), we have

Z ′
a(u)Za(u)

1

2 ≤ C(1− log(u)u−β) ≤ C(1− log(u)u−2β) (4.10)

On comparing (4.9) and (4.10), we note that (4.4) holds. Next we prove (4.6). For this, we

easily get that if u ≤ 1

|Z ′
a(u)h̄ǫ(x, u)] ≤ C

log(u)2

u2β

from which together with (4.9) (4.6) follows. Lastly, we prove (4.5). Note that (4.5) holds

easily if 1/2 ≤ u ≤M1. Let us assume that u < 1/2. Then since ǫ < 1/2, we have u < 1− ǫ.

Now using (f6), we have

|Cǫ(x, u)| ≤
−uq−1 log

(
u+ ǫ

u+ǫ

)

(u+ ǫ)q+β+1
−

βuq log

(
u+

ǫ

u+ ǫ

)

(u+ ǫ)q+β+1
+

uq

(u+ ǫ)q+β

(u+ ǫ)2 − ǫ

(u2 + ǫu+ ǫ)(u+ ǫ)

+ λ|Kǫ(x)||f
′(u)|

≤
−uq−1 log(u)

(u+ ǫ)q+β+1
−

βuq log(u)

(u+ ǫ)q+β+1
+ u−(β+1) + C.

Since

qǫuq−1

(u+ ǫ)q+β+1
≤ q

uq

u(u+ ǫ)q
ǫ

(u+ ǫ)β+1
≤

q

uβ+1
,

we obtain

|Cǫ(x, u)| ≤ C
(
| log(u)|u−(β+1) + u−(β+1) + 1

)
.

Hence

Za(u)|Cǫ(x, u)| ≤ C
(
| log(u)|u−(β+1) + u−(β+1) + 1

)
. (4.11)

Comparing (4.9) and (4.11), we conclude that (4.5) holds. This completes the proof. �

5 The limit of approximate solutions

In this section we prove Theorem 1.3. We first establish a useful lemma:

Lemma 5.1 The function u−β log(u)χΩ+
belongs to L1

loc(Ω), where Ω+ = {x ∈ Ω : u(x) > 0}

and u is given by Lemma 3.6

Proof. The proof is similar to the Lemma 6.1 in [10]. �
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Now we will prove Theorem 1.3.

Proof. The proof is essentially the same of [17]. For the sake of completeness we give

the complete proof. We will show that the solutions uǫ of (Pǫ,λ) obtained in Proposition 3.4

converge to a weak solution, u of (Pǫ) as ǫ → 0+. The nontriviality of u is guaranteed by

Lemma 3.6. Let ǫ > 0 small enough and let ϕ ∈ C1
c (Ω). We have

∫

Ω

∇uǫ∇ϕ =

∫

Ω

−lǫ(uǫ)ϕ+ λ

∫

Ω

∫

Ω

F (uǫ(y))f(uǫ(x))ϕ(x)

|x− y|µ
dydx. (5.1)

Let the cut-off function η ∈ C∞(R) such that 0 ≤ η ≤ 1, η(t) = 0 for t ≤ 1 and η(t) = 1

for t ≥ 2. For m > 0 the function ϑ := ϕη(uǫ/m) belongs to C1
c (Ω). By (3.31) and Lemma

4.1, we have |∇uǫ| is locally bounded independently of 0 < ǫ < ǫ∗. It then follows from the

Arzela-Ascoli Theorem that uǫ → u in C0
loc(Ω), and the set Ω+ = {x ∈ Ω : u(x) > 0} is open.

Let Ω̃ be an open set such that support(ϕ) ⊂ Ω̃ and Ω̃ ⊂ Ω. Let Ω0 = Ω+ ∩ Ω̃. For every

m > 0 there is an ǫ1 > 0 such that

uǫ(x) ≤ m for every x ∈ Ω̃ \ Ω0 and 0 < ǫ ≤ ǫ1. (5.2)

Replacing ϕ by ϑ in (5.1), we obtain

∫

Ω

∇uǫ∇(ϕη(uǫ/m)) =

∫

Ω̃

−lǫ(uǫ)ϕη(uǫ/m) + λ

∫

Ω̃

∫

Ω

F (uǫ(y))f(uǫ(x))

|x− y|µ
ϕη(uǫ/m). (5.3)

We break the right hand side integrals as

Aǫ :=

∫

Ω0


−lǫ(uǫ) + λ



∫

Ω

F (uǫ(y)

|x− y|µ
dy


 f(uǫ(x))


ϕη(uǫ/m)

and

Bǫ :=

∫

Ω̃\Ω0


−lǫ(uǫ) + λ



∫

Ω

F (uǫ(y)

|x− y|µ
dy


 f(uǫ(x))


ϕη(uǫ/m).

Clearly, Bǫ = 0, whenever 0 < ǫ < ǫ1 by (5.2) and the definition of η. We claim that

Aǫ →

∫

Ω0


u−β log(u) + λ



∫

Ω

F (u(y)

|x− y|µ
dy


 f(u(x))


ϕη(u/m) as ǫ→ 0. (5.4)

In fact, uǫ → u uniformly in Ω0. Then it follows from Lemma 3.5 and the Dominated

Convergence Theorem that

λ

∫

Ω0



∫

Ω

F (uǫ(y))

|x− y|µ
dy


 f(uǫ(x))ϕη(uǫ/m) → λ

∫

Ω0



∫

Ω

F (u(y))

|x− y|µ
dy


 f(u(x))ϕη(u/m) as ǫ → 0.
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If u ≤ m/2 then, for ǫ > 0 sufficiently small, we have uǫ < m. As a consequence, the integral

Aǫ restricted to this set is zero. If u > m/2, then uǫ > m/4 for ǫ > 0 small enough. We then

apply the Dominated Convergence Theorem as ǫ→ 0 to get (5.4). We take the limit in m to

conclude that

∫

Ω0


u−β log(u) + λ



∫

Ω

F (u(y))

|x− y|µ
dy


 f(u(x))


ϕη(u/m)

→

∫

Ω0


u−β log(u) + λ



∫

Ω

F (u(y)

|x− y|µ
dy


 f(u(x))


ϕ, (5.5)

as m → 0 since η(u/m) ≤ 1 and u−β log(u)χΩ+
+ λ



∫

Ω

F (u(y))

|x− y|µ
dy


 f(u(x)) ∈ L1(Ω̃) ac-

cording to Lemma 5.1. We now proceed with the integral on the left hand side of (5.3),
∫

Ω

∇uǫ∇(ϕη)(uǫ/m) :=

∫

Ω̃

(∇uǫ∇ϕ)η(uǫ/m) +Dǫ. (5.6)

Note that ∫

Ω̃

(∇uǫ∇ϕ)η(uǫ/m) →

∫

Ω̃

(∇u∇ϕ)η(u/m) as ǫ → 0,

since uǫ ⇀ u in H1
0 (Ω) and uǫ → u uniformly in Ω̃. Again, by the Dominated Convergence

Theorem, ∫

Ω̃

(∇u∇ϕ)η(u/m) →

∫

Ω̃

∇u∇ϕ as m→ 0. (5.7)

We claim that

Dǫ :=

∫

Ω

|∇uǫ|
2

m
η′(uǫ/m)ϕ→ 0 as ǫ→ 0 (and then as m→ 0). (5.8)

The estimate |∇uǫ|
2 ≤ KZ(uǫ) in Ω̃ provided by Lemma 4.1 and recalling that η′(uǫ/m) = 0

if uǫ ≥ 2m yield

lim sup
ǫ→0

|Dǫ| ≤
C

m
lim sup

ǫ→0

∫

Ω̃∩{m≤uǫ≤2m}

Z(uǫ)|η
′(uǫ/m)ϕ|

≤2C lim sup
ǫ→0

∫

Ω̃∩{m≤uǫ≤2m}

Z(uǫ)|η
′(uǫ/m)ϕ

uǫ

≤C sup |η′| sup |ϕ| lim
ǫ→0

∫

Ω̃∩{m≤uǫ≤2m}

Z(uǫ)

uǫ

≤2Cl sup |ϕ|

∫

Ω̃∩{m≤u≤2m}

(
c1|u|+ c2|u|

−β + c3|u|
−β| log(u)|

)
χ{u>0},
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for every m > 0. Letting m → 0 and using Lemma 5.1, (5.8) is proved. As a immediate

consequence of (5.3)-(5.8), we have

∫

Ω

∇u∇ϕ =

∫

Ω∩{u>0}

log(u)ϕ+

∫

Ω

∫

Ω

F (u(y))f(u(x))ϕ(x)

|x− y|µ
, for any ϕ ∈ C1

c (Ω).

This concludes the proof of Theorem 1.3. �

Remark 5.2 The case of singularity tβ log(t) replaced by singularity | log t|k−2 log t, k ∈

N \ {1} can be tackled in the similar manner. The function lǫ in this case takes the form

lǫ(t) =





∣∣∣∣log
(
t+

ǫ

t+ ǫ

)∣∣∣∣
k−2

log

(
t+

ǫ

t+ ǫ

)
if t > 0,

0 if t = 0.

Also the Z−function to get the gradient estimate in this can be given as

Z(t) =





t2 −

t∫

0

| log s|k−2 log s, for 0 ≤ t ≤ t∗,

(t∗)2 + (t− t∗)(2t∗ − | log t∗|k−2 log t∗)−

t∗∫

0

| log s|k−2 log sds, for t ≥ t∗,

where t∗ is such that
| log t∗|k−2

t∗
=

2

k − 1
.
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[11] H. Fröhlich, Theory of electrical breakdown in ionic crystal, Proc. Roy. Soc. Ser. A,

160(901), (1937), 230-241.

[12] F. Gao, M. Yang, On the Brezis-Nirenberg type critical problem for nonlinear Choquard

equation, Science China Mathematics, 61(7) (2018), 1219-1242.

[13] G. Gilardi, E. Rocca, Well-posedness and long-time behaviour for a singular phase field

system of conserved type, IMA J. Appl. Math., 72 (2007), 498–530.

[14] E. H. Lieb, Existence and uniqueness of the minimizing solution of Choquards nonlinear

equation, Studies in Applied Mathematics, 57(2) (1976/77), 93-105.

[15] E. Lieb, M. Loss, Analysis Graduate Studies in Mathematics, AMS, Providence, Rhode

Island, (2001).

[16] P. L. Lions, The concentration-compactness principle in the calculus of variations. The

limit case, Rev. Mat. Iberoamericana, 1 (1985), 145–201.

[17] S. Lorca and M. Montenegro, Free boundary solutions to a log-singular elliptic equation,

Asymptot. Anal., 82 (2013), 91–107.
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