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ABSTRACT

Context. The momentum, age and momentum injection rate (thrust) of molecular outflows are key parameters in theories of star
formation. Systematic biases in these quantities as inferred from CO line observations are introduced through simplified calculations.
These biases were quantified for radially expanding flows. However, recent studies suggest that the youngest outflows may be better
described by jet-driven bowshocks, where additional biases are expected.
Aims. We investigate quantitatively the biases in momentum, age, and thrust estimates in the case of young jet-driven molecular
outflows, and propose more accurate methods of determining these quantities.
Methods. We use long-duration (1500 yr) high resolution numerical simulations in concert with the standard observational methods
of inferring the relevant quantities to quantify the systematic biases in these calculations introduced, in particular, by dissociation,
erroneous inclusion of transverse momentum, and hidden material at cloud velocity. Jet/ambient density contrasts of 0.1–1 are con-
sidered, leading to bow speeds of 60–135 km s−1.
Results. When mass-weighted velocities are used, lifetimes are overestimated by typically an order of magnitude. The molecular
thrust is then underestimated by similar amounts. Using the maximum velocity in CO profiles gives better results, if empirical cor-
rections for inclination are applied. We propose a new method of calculating the lifetime of an outflow which dramatically improves
estimates of age and molecular thrust independent of inclination. Our results are applicable to younger flows which have not broken
out of their parent cloud.
Conclusions. Published correlations between the molecular flow thrust and the source bolometric luminosity obtained with the max-
imum CO velocity method should remain valid. However, dissociation at the bow head may cause the observable thrust to underesti-
mate the total flow thrust by a factor of up to 2–4, depending on the bow propagation speed and the magnetic field strength. Detailed
evaluation of this effect would greatly help to better constrain the efficiency of the ejection mechanism in protostars.
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1. Introduction

The cumulative momentum and the momentum injection rate
(“thrust”) in swept-up molecular outflows from young stars are
both key parameters for theories of star formation: the cumula-
tive outflow momentum is a measure of the feed-back from star
formation on cloud turbulence, and its value per unit stellar mass
is an essential parameter for theories of self-regulated star for-
mation (e.g. Norman & Silk 1980). The outflow thrust (i.e. the
ratio of flow momentum to age) gives a measure of the rate of
momentum injection by the protostellar wind, and its ratio to the
source luminosity sets a key constraint for theoretical ejection
models (cf. Lada 1985; Richer et al. 2000).

To evaluate accurately the above properties, however, it is
necessary to have a reasonably good measure of both the total
outflow momentum, and of the time over which this momentum
was deposited (“flow age”). Systematic biases in these quantities
were examined for simple models of radially expanding outflows
with a power-law velocity field by Cabrit & Bertout (1990). The
method found as the most accurate was then used to derive up-
dated correlations between the outflow thrust and the source lu-
minosity, Lbol: very high values of wind thrust �1000/(Lbol/c)

were inferred for low-luminosity outflow sources, strongly fa-
voring magneto-centrifugally driven winds from accretion disks
(Cabrit & Bertout 1992). This analysis was extended to higher
luminosity sources (e.g. Richer et al. 2000; Beuther et al. 2002).

Since this early work, there has been mounting evidence that
the youngest molecular flows, driven by Class 0 protostars, show
a kinematic pattern in better agreement with a jet-driven bow-
shock than with a radially expanding shell (Masson & Chernin
1993; Raga & Cabrit 1993; Smith et al. 1997; Cabrit et al. 1997;
Gueth & Guilloteau 1999; Downes & Ray 1999; Lee et al. 2001;
Downes & Cabrit 2003; Arce et al. 2006). This situation will in-
troduce new biases in observational derivations of the flow mo-
mentum and age, for several reasons:

– If the molecular outflow is driven purely by a narrow, uni-
directional jet, the transverse momentum in the swept-up gas
does not correspond to linear momentum injected by the jet
and should be ignored: It merely results from the energy-
driven thermal expansion of hot gas in the immediate post-
shock zone behind the working surface (see, e.g., Chernin
et al. 1993; Ostriker et al. 2001). The usual procedure of
summing up in absolute value all momentum, both axial and
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transverse, in a given lobe might thus overestimate the actual
axial momentum deposited by the jet.

– In contrast, dissociation at the bow head may also lead to
substantial amounts of unseen mass and momentum in the
form of atomic material (Downes & Ray 1999), which would
lead to underestimating the true outflow momentum.

– In a jet-driven bowshock, most of the swept-up mass is lo-
cated in the bow wings, due to their larger cross-section. This
material is accelerated in highly oblique shocks and is thus
moving much more slowly than the bow head (e.g. Downes
& Cabrit 2003; Wilkin 1996). Therefore mass-weighted ve-
locities will underestimate the true propagation speed of the
bow head, which defines the length of the outflow. Hence
one would expect outflow ages derived from the ratio of the
outflow length to the mean velocity (e.g. Lada & Fich 1996)
to be systematically too long.

– Dissociation at the bow head also causes a marked steep-
ening of CO line profiles at velocities above 20 km s−1

(Downes & Cabrit 2003). Hence the maximum detectable
velocity of swept-up CO gas will tend to underestimate
the true bow speed, and flow ages derived from the ratio
of the outflow length to the maximum CO velocity (e.g.
Cabrit & Bertout 1992) might also be systematically too
long. There are, of course, other effects such as signal-to-
noise issues which could lead to an underestimate in the true
bow speed but here we restrict our discussion to the effect of
dissociation.

Therefore we expect outflow ages to be systematically overes-
timated in a jet-driven outflow, while it is unclear whether the
“observed” momentum (and thrust) will be an over- or under-
estimate of the true value.

In this work, we evaluate quantitatively the above biases in
momentum, age and thrust estimates in jet-driven molecular out-
flows using long-duration high resolution numerical simulations
reaching timescales of 1500 years. Both a density-matched and
a strongly underdense jet (1:10) are considered, to study the ef-
fect of the jet/ambient density contrast. We include a treatment
of molecular dissociation, to estimate the amount of “unseen”
momentum in atomic gas, as well as a simplified treatment of
NLTE CO emission, to gauge additional errors made in the con-
version from line intensity to mass assuming LTE. We then apply
the methods most widely used by observers to derive the out-
flow mass, momentum, age, and thrust, and quantify the various
errors introduced in these quantities.

Our numerical model is presented in Sect. 2. In Sect. 3 we
describe the errors introduced by molecular dissociation, the as-
sumption of constant CO excitation temperature, the erroneous
inclusion of transverse momentum, inclination effects, and hid-
den outflow material at ambient velocities. We then examine the
accuracy of inferred timescales and of thrust estimates using the
usual methods and introduce a new, more robust method for cal-
culating the age of young jet-driven outflows. We also discuss
the limits of applicability of our results. Section 4 outlines our
main conclusions.

2. Numerical model

In this section we describe the numerical method and initial con-
ditions used to perform the simulations in this work.

2.1. Numerical method

The code is a modified version of that used in Keegan & Downes
(2005) to perform long-duration simulations of YSO jets. The
main modification is the inclusion of a more accurate H2 cool-
ing function of Le Bourlot, Pineau des Forêts & Flower (1999)
valid from T = 100 K to 104 K. The hydrodynamic equations
are solved using a second order Godunov scheme (e.g. Falle
1991) in which a nonlinear Riemann solver is used for strong
rarefactions, while a linear Riemann solver is used for all other
flux calculations in order to reduce computational overhead. The
simulations presented here were run in cylindrical symmetry.

The code itself is parallelised efficiently and load-balanced in
order to ensure that only the active region of the computational
domain is being integrated (see Keegan & Downes 2005). This
yields a speed-up of a factor of around 4 over traditional domain
decomposition which, while not as good as one would expect
from adaptive mesh refinement which typically gives a factor
of 10, is still significant.

2.2. Initial conditions

We considered a typical protostellar jet mean velocity of
215 km s−1 (e.g. Mundt 1987). Superimposed on the jet velocity
was a spectrum of sine waves with total amplitude 127 km s−1

and periods of 5, 10, 20 and 50 yrs. The jet temperature was
taken to be 1000 K while the ambient temperature in each case
was taken to be 100 K. The time-averaged jet Mach number was
therefore about 93. Note that, while the ambient temperature is
rather high compared with that expected in molecular clouds, re-
ducing the temperature to 10 K does not change the results pre-
sented here. This is due to the fact that the jet is hypersonic with
respect to the ambient medium in either case.

The molecular fractions in the jet and ambient medium were
taken to be the same, with n(H2) = 9n(H) while overall the jet
and ambient gases were assumed to be of solar abundances. The
total jet number density was set to 100 cm−3. For the jet radius,
we adopted a value of r j = 5×1015 cm= 333 AU, consistent with
an extrapolation of typical atomic jet widths (see e.g. Reipurth
et al. 2000) to the propagation distances �0.1 pc covered in our
simulations. The total injected z-momentum over 1500 yr is then
3.2 × 10−3 M� km s−1 and the time-averaged jet thrust is 2.1 ×
10−6 M� km s−1 yr−1.

Two simulations were run for the purposes of this work, with
different values of the mass density contrast η = ρ j/ρa: a density-
matched case (η = 1) where the ambient density was 100 cm−3,
and an underdense jet case (η = 0.1) where the ambient density
was set to 1000 cm−3. In each case a resolution of 1 × 1014 cm
in both the z and r directions was used. Hence the jet diameter
was well resolved, being 100 pixels across. Our relatively low
densities were chosen to ensure that all shock fronts are also
well resolved, an essential condition for an accurate treatment of
H2 dissociation and cooling. The full grid size of the η = 0.1
simulation was 3500×1000 (0.11 pc× 0.03 pc) while for the η =
1 simulation it was 6500 × 500 (0.21 pc× 0.016 pc).

The time-averaged advance speed of the bow head is
�60 km s−1 for η = 0.1 and �135 km s−1 for the η = 1 case,
hence substantial dissociation occurs in both cases, though in
different amounts. These relatively high advance speeds are in
line with the proper motions of 150–260 km s−1 observed at
the tip of the HH47 redshifted outflow lobe (Eisloeffel & Mundt
1994; Micono et al. 1998), the only measurements of this kind
available so far (see Sect. 3.7).
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3. Results

We examine our simulations (both η = 0.1 and η = 1) at an
age of t = 1500 yr. As noted in Keegan & Downes (2005) this
ensures that the system has overcome initial transients, and char-
acteristics such as the mass-velocity relations have reached a
quasi-steady state. As in Downes & Cabrit (2003), we derive
the observable properties of the simulated outflows using the
NLTE emission formula of McKee et al. (1982) for the CO(2–1)
line, assuming optically thin emission. Intensity-velocity distri-
butions for swept-up material integrated over the flow are con-
structed for various view angles, and used to derive “observed”
outflow mass, momentum, kinetic energy, and age in the same
way as usually done by observers. These values are then com-
pared with the actual parameters of our simulated outflow.

For obvious symmetry reasons, we conduct our analysis
only on a single lobe of the outflow (that tilted towards the
observer). We also exclude any molecular material originating
from the jet, as in reality this contribution would depend on the
atomic/molecular fraction in Class 0 jets, which is ill-known at
present. Finally, we consider that the outflow is young enough
that the whole lobe still lies within the confines of the parent
molecular cloud, so that its full (projected) length can be mea-
sured in CO. This, and the neglect of any wide-angle wind com-
ponent, mean that our results may not be applicable to evolved
flows around Class I sources (see discussion in Sect. 3.7).

The sources of errors that we will examine are the following:

– missing material in atomic form;
– constant temperature assumption (in deriving mass from CO

intensity);
– erroneous inclusion of momentum in transverse motions;
– projection effects in kinetic energy;
– hidden outflow material at ambient velocities;
– age and flux estimates using characteristic CO velocities.

Note that the first two errors do not depend on inclination, while
all of the others do.

In observed flows, the assumption of optically thin CO emis-
sion introduces an additional error in mass and momentum deter-
minations. We could not quantify this effect in our simulations,
as our low adopted densities lead to small swept-up masses (a
few 10−4 M�, see Tables 1, 2) where the optically thin assump-
tion is in fact well justified. However, Cabrit & Bertout (1990)
showed that an empirical correction for CO optical depth using
the 13CO to 12CO intensity ratio is usually adequate for typical
outflow opacities. Since such an optical-depth correction is now
routinely applied in recent observational studies, this source of
error is not considered further in our analysis.

3.1. Missing material in atomic form

In the jet-driven molecular outflow model, the outflow is accel-
erated by the bowshock of the driving stellar jet. Downes & Ray
(1999) pointed out that there is the possibility of dissociating a
substantial fraction of the swept-up gas during this process.

Downes & Cabrit (2003) further showed that molecular dis-
sociation plays a crucial role in producing a break in slope
around 20 km s−1 in the m(v) relation of jet-driven flows (con-
trary to the interpretation of Birks, Fuller & Gibb (2006) who
erroneously reported that this work attributed the break to the
excitation temperature of the line being observed). The break
in m(v) appears as soon as one considers molecular swept-up
material only, as illustrated in Fig. 1 for our η = 1 simula-
tion. Line excitation effects only help to further steepen the I(v)
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Fig. 1. Plots of the mass-velocity relations for all swept-up material (top
curve), and for molecular swept-up material only (short-dash) for our
η = 1 simulation at 1500 yr. Note the break in slope that appears when
considering molecular material only (see Downes & Cabrit 2003). Also
shown are the mass-velocity relations that would be inferred from the
CO(2–1) intensity assuming T = 10 K and T = 100 K (lowest two
curves; see Sect. 3.2). Velocity is projected along the jet z-axis.

relation at higher velocities than the break, yielding CO(2–1)
intensity-velocity relations in very good agreement with obser-
vations (Bachiller & Tafalla 1999; Downes & Cabrit 2003).

Here we examine the effect of molecular dissociation on the
observable swept-up mass, axial momentum along the jet z-axis,
and kinetic energy. Tables 1 and 2 contain a summary of the re-
sults of our calculations. The “Total” property refers to the am-
bient material swept up by the bowshock in both atomic and
molecular form, the “H2” property is only for molecular swept
up material. The numbers in parentheses are the proportion of
the actual total for that property.

We can see from Tables 1 and 2 that only about 60% of the
swept up mass is actually molecular, compared to almost 95%
of the unshocked ambient medium (see Sect. 2.2). The result is
common between the η = 1 and η = 0.1 simulations.

The effect is more substantial for the axial momentum: Only
45% at η = 0.1, and 26% at η = 1 of the z-momentum in the
swept-up outflow is molecular. The results we find here, for our
much longer simulations, are in excellent agreement with the
results of Downes & Ray (1999). Their model G corresponds
most closely to our η = 1 simulation. For this model they found
that the proportion of swept-up momentum residing in molecules
was about 0.25 and we find this figure to be 0.26 from our η = 1
simulation. Hence this number does not seem to depend strongly
on the flow age.

The fraction residing in molecular material is even smaller
for kinetic energy than for momentum, with the molecular ki-
netic energy being only 31% (η = 0.1) to 14% (η = 1) of the
total kinetic energy in the swept-up outflow.

We can easily understand why the momentum and kinetic
energy estimates are progressively worse than the mass estimates
as follows. We know (e.g. Smith et al. 1997; Downes & Ray
1999; Lee et al. 2000; Downes & Cabrit 2003) that the swept-up
mass in a jet-driven flow varies with velocity as m(v) ∝ v−γ with
γ = 1.5–2. This is confirmed for our simulations in Fig. 1. Then
the integrated mass, M, for the outflow is given by

M =
∫ vmax

vmin

m(v) dv ∝
[
v−γ+1

]vmax

vmin
(1)
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Table 1. Inclination-independent errors for the η = 0.1 underdense jet simulation. The total swept-up mass, the molecular swept-up mass, the
mass inferred assuming T = 10 K, and the mass inferred assuming T = 100 K for the simulation at t = 1500 yrs. The numbers in parentheses
represent the fraction of the actual mass in the outflow. Also shown are the same quantities for momentum and kinetic energy.

Property Mass (10−4 M�) z-Momentum (10−3 M� km s−1) Energy (10−2 M� km2 s−2)
Total (swept up) 7.9 2.50 2.45

H2 5.0 (0.64) 1.13 (0.45) 0.76 (0.31)
Inferred, T = 10 K 6.3 (0.79) 1.01 (0.40) 0.48 (0.20)
Inferred, T = 100 K 14.1 (1.78) 2.27 (0.91) 1.09 (0.44)

Table 2. Inclination-independent errors for the density-matched η = 1 simulation. Content as in Table 1.

Property Mass (10−4 M�) z-Momentum (10−3 M� km s−1) Energy (10−2 M� km2 s−2)
Total (swept up) 3.44 1.18 2.91

H2 2.09 (0.61) 0.31 (0.26) 0.40 (0.14)
Inferred, T = 10 K 1.81 (0.53) 0.28 (0.24) 0.12 (0.04)
Inferred, T = 100 K 4.07 (1.18) 0.62 (0.53) 0.26 (0.09)

while the integrated momentum for the flow, which will just be
the axial component Pz (see Sect. 3.3), is given by

Pz =

∫ vmax

vmin

m(v)v dv ∝
[
v−γ+2

]vmax

vmin
, (2)

and the outflow integrated kinetic energy is

E =
1
2

∫ vmax

vmin

m(v)v2 dv ∝
[
v−γ+3

]vmax

vmin
. (3)

Since γ > 1, the largest contribution to the integrated mass
comes from material moving with low velocity. Much of this
material will not have passed through very strong shocks, and
hence it can be expected that not many of the molecules will
have been dissociated (see Fig. 1). This leads to the expectation
of a reasonably good estimate of overall mass in an outflow if
we only examine the molecular mass (assuming, of course, that
the ambient medium is predominantly molecular).

In contrast, since γ < 2, the largest contribution to P comes
from material at the highest velocity. This is precisely the mate-
rial which will have passed through the strongest shocks, and
hence will have the lowest fraction of molecules (again, see
Fig. 1). It is clear, then, that we can expect a larger discrepancy
between momentum estimates based on molecular material and
the true momentum in the outflow than encountered when mak-
ing mass estimates in the same way. The same argument holds
for the energy estimates, leading to the expectation, verified in
our simulations, that the kinetic energy in molecular gas is an
even more severe underestimate of the total energy than is the
case for momentum.

We also find that the effect of dissociation depends on η.
Underestimation of the total momentum and energy due to
molecular dissociation is twice as severe in the η = 1 case com-
pared with η = 0.1 (see Tables 1 and 2). This may be attributed
to the twice faster propagation speed of the bow head in the
density-matched η = 1 case, which induces more dissociation at
the highest flow velocities than in the under-dense η = 0.1 case,
where the bow propagates at only 60 km s−1. Since the molecu-
lar momentum and energy are weighted towards high speed ma-
terial (see above), this differential effect due to the variation in
bow speed is clearly noticeable for these quantities. There is little
differential effect of η for the molecular mass which is dominated
by low speed material.

We conclude that molecular dissociation may cause a large
fraction of the outflow momentum and kinetic energy to be un-
observable in CO. The magnitude of this effect depends on the

bow advance speed, controlled by the jet/ambient density con-
trast. It would be much reduced if η is less than 0.01, leading
to bow speeds ≤20 km s−1 (cf. Sect. 3.7). It could also be low-
ered by the presence of transverse magnetic fields allowing non-
dissociative C-shocks at velocities ≥25 km s−1 (Le Bourlot et al.
2002). In the following subsections we will thus examine er-
rors introduced in the properties of the observable molecular gas
only, and reintroduce the extra effect of molecular dissociation
in our final discussion.

3.2. Constant temperature assumption

Since information about temperature gradients in outflows
would require multi-line analyses at various positions, which is
frequently too time consuming to be feasible in practice, ob-
servers have usually assumed a constant temperature through-
out the molecular outflow when calculating the molecular mass
from the emission in CO lines. The assumed temperature is gen-
erally of order 10 K (e.g. Tafalla & Myers 1997), as suggested
by the typical CO(2–1) to CO(1–0) line ratio, but values as high
as 100 K have been used in high-velocity “bullets” where higher
J lines have been detected (Hatchell et al. 1999).

The bottom two rows in Tables 1 and 2 entitled “Inferred”
give the properties which would be inferred by CO(2–1) obser-
vations of our simulated outflows, assuming CO is optically thin
and in LTE at a constant temperature of 10 K or 100 K across
the entire outflow, while the lowest two curves in Fig. 1 plot
the mass-velocity relations obtained with these assumed tem-
peratures. These values (and the inferred m(ICO(v)) relations in
Fig. 1) are calculated using

dm(I(v)) = mH2

[
H2

CO

] (
hν21A215e−16.6/T

4πZ(T )

)−1

ICO(v) (4)

where dm(I(v)) is the inferred mass per velocity bin, ICO(v) is the
intensity in the CO J = 2–1 line, and Z(T ) � kT/hB0 = T/2.765
is the CO partition function.

The assumption of T = 100 K gives masses 2.2 times larger
than assuming T = 10 K. This results from the depletion of the
J = 2 level at temperatures above �20 K, as higher energy levels
become accessible to the molecule. This “partition function” ef-
fect causes the J = 2–1 line emissivity per molecule (expression
between parentheses in Eq. (4)) to eventually become inversely
proportional to T above 50 K, so that dm(I(v)) increases with T .
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As can be seen in Tables 1 and 2, an assumption of T = 10 K
gives a reasonable estimate of the molecular mass and momen-
tum, while kinetic energy tends to be too low (by a factor of
1.5 for η = 0.1, and 3.5 for η = 1). This can be understood
from Fig. 1, which shows that m(v) is correctly estimated up to
30 km s−1, but is underestimated for the higher velocity, warmer
material that dominates the kinetic energy integral (see previ-
ous section). In contrast, the T = 100 K assumption gives an
overestimate of all molecular parameters (with the exception of
molecular kinetic energy for η = 1, which is still significantly
too low).

The assumption most commonly used by observers is that
T � 10 K. We have seen that this introduces only a small er-
ror in the molecular swept-up momentum for both values of η.
Therefore, the main inclination-independent error on the mo-
mentum in outflows will remain that resulting from the neglect
of dissociated material (see previous section). On the other hand,
molecular kinetic energy is significantly underestimated by this
assumption when η = 1 (by a factor of 3.5). Using a specific
excitation temperature for high-velocity gas (determined, for ex-
ample, from high-J CO line ratios; cf. Hatchell Fuller & Ladd
1999) is needed to alleviate this problem. In any case, the error
factor is only half of that introduced from the neglect of dis-
sociated material, which contains most of the kinetic energy of
swept-up gas in our simulations.

3.3. Erroneous inclusion of momentum in transverse motions

Here we investigate the error in the molecular swept-up momen-
tum introduced from taking into account transverse momentum.
As noted in Sect. 1, transverse motions in jet-driven outflows
result from the “energy-driven” sideways thermal expansion of
hot gas in the immediate post-shock zone behind the working
surface (see, e.g., Ostriker et al. 2001). They do not correspond
to actual linear z-momentum injected by the jet. Taking trans-
verse momentum into account might, therefore, lead to an over-
estimate of the momentum necessary to drive the outflow. Such a
bias has not been investigated to date. We will examine the influ-
ence of the viewing angle on this error, and the effect of applying
a global inclination correction.

In a lobe which is driven only by momentum injection in the
axial z-direction, the net vector contribution of transverse mo-
mentum to the total momentum in the system, P, is, by symme-
try, zero:

P =
∫

lobe
(pz ẑ + pr) dV =

∫
lobe

pz ẑ dV = Pz ẑ (5)

where pz ẑ and pr are the axial (z) and transverse components of
momentum density respectively in elementary volume dV .

When the flow is inclined by an angle α < 90◦ to the plane of
the sky, the line of sight velocities include contribution from both
the z motions and the transverse motions. The latter may intro-
duce a mix of forward and backward (blueshifted and redshifted)
momentum towards a given lobe of the flow. To extract only the
z-momentum component (projected onto the line of sight) one
must perform a proper vector summation along the line of sight
so that transverse momentum from the front and back sides of
the bowshock cancel out by symmetry, i.e. one should count pos-
itively the momentum towards the observer, and negatively the
momentum going away:

P · n̂ = Pz sinα =
∫

lobe
(û · n̂)m(v)dv = Pblue − Pred (6)
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Fig. 2. Plots of the approaching and receding line-of-sight molecular
momentum present in the blueshifted lobe of the η = 0.1 simulation,
the sum of these components (Pblue+Pred), and the inclination corrected
value (Pblue + Pred)/ sinα. Each is normalised to the actual molecular
z-momentum in the lobe.

where Pblue and Pred are the absolute values of the line-of-sight
momentum approaching and receding within a given lobe and n̂
is the unit vector along the line of sight. The inclination corrected
z-momentum is then given by

Pz =
Pblue − Pred

sinα
· (7)

Instead, observers often sum all momentum in absolute value
over a single lobe of an outflow (e.g. Snell et al. 1984; Lada &
Fich 1996; Shepherd et al. 2000; Parker et al. 1991), i.e. they
take:

Pobs =

∫
lobe
|û · n̂|m(v)dv = Pblue + Pred, (8)

assuming that this will give a lower limit to the actual injected
momentum. However, this is not necessarily true if the flow is
driven by a jet and transverse motions are important along the
line of sight. Furthermore, the inclination-corrected “observed”
momentum, given by

PCorr
obs =

Pblue + Pred

sinα
, (9)

will always overestimate the z-momentum in the jet-driven case,
as can be seen from comparison with Eq. (7).

A quantitative illustration of both of these effects as a func-
tion of inclination to the plane of the sky, α, is presented in Fig. 2
for the η = 0.1 simulation, and in Fig. 3 for the η = 1 case. All
quantities are normalised to the actual molecular z-momentum
in the flow.

The behavior of Pblue +Pred with inclination (star symbols in
Figs. 2 and 3) is found to depend upon η. It increases at smaller
α (more edge-on flows) when η = 1, but decreases when η = 0.1.
The data here suggest that the η = 1 outflow has more sideways
expansion than the η = 0.1 outflow. This is to be expected given
that the ambient density in the η = 0.1 outflow is higher and
hence the cooling is stronger. It is well known that this leads
to narrower bowshocks with post-shock motions oriented more
closely to the axis of the driving jet. Despite this difference, for
both values of η, we find that Pblue +Pred remains within a factor
of 2 of the actual molecular z-momentum in the outflow, inde-
pendent of the inclination angle of the flow: by coincidence, the
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Fig. 3. As Fig. 2 but for the η = 1 simulation.

erroneous inclusion of transverse momentum compensates al-
most exactly for the reduction in line-of-sight z-momentum due
to projection effects.

In contrast, the inclination-corrected absolute momentum
calculated from Eq. (9) (top curves in Figs. 2 and 3) system-
atically overestimates the molecular z-momentum in the flow, as
expected, even going to infinity as the inclination angle goes to
zero. Another source of error, not quantified here, is the error
on α itself. The flow inclination is difficult to evaluate accurately
without a proper kinematic model, unless there are proper mo-
tion measurements for the associated jet, but the latter are rarely
available in deeply embedded outflow sources.

As a result, at all values of inclination, Pobs = Pblue + Pred
gives a much better estimate of Pz than the inclination-corrected
prescription of Eq. (9). Compared with the correct expression
of Eq. (7), it also has the advantage of not requiring an accu-
rate inclination value. Therefore, based on our simulations, this
would seem like the most robust method to evaluate the injected
molecular momentum from observations of jet-driven flows1.

3.4. Projection effects in kinetic energy

Unlike momentum, the kinetic energy in an outflow is not a con-
served quantity – a significant fraction of it is lost through ra-
diative cooling, particularly in post-shock regions. Indeed, the
high level of far-infrared line emission from outflows found
by the ISO satellite supports the idea that they are driven by
highly-radiative, momentum-conserving shocks (e.g. Giannini
et al. 2001). Hence, kinetic energy estimates are not as useful in
constraining the physical mechanism powering the jet. However,
the kinetic energy in molecular swept-up gas will probe the en-
ergy mediated through non-dissociative shocks, and will be rel-
evant to compare with the cooling budget of H2, CO, and H2O
observed with ISO, Spitzer, and the forthcoming Herschel ob-
servatory. We thus include a brief discussion of the projection
effects here, as most observers provide estimates of the molecu-
lar kinetic energy in an outflow.

1 The above analysis may be similarly applied to the redshifted lobe,
by exchanging Pblue and Pred while keeping α the same. The resulting
errors in momentum, age, and thrust will be the same as for the blue lobe
for given values of η and α. Our conclusions also remain valid if Pblue

and Pred are summed globally over the whole outflow, provided one
considers a value of η suitably averaged between both lobes. However,
it is often preferable to perform observational estimates in each lobe
separately, especially when the lobes are asymmetric (a rather common
case).

 0.01

 0.1

 1

 10

 0  10  20  30  40  50  60  70  80  90

N
or

m
al

is
ed

 e
ne

rg
y

Angle to the plane of the sky (degrees)

Uncorrected line of sight energy
Inclination corrected line of sight energy

Fig. 4. Plots of the total line-of-sight energy for the η = 0.1 simula-
tion, both before and after correction for inclination by a mean factor of
1/ sin2 α. The energy is normalised by the total kinetic energy in molec-
ular material.

 0.1

 1

 10

 100

 0  10  20  30  40  50  60  70  80  90

N
or

m
al

is
ed

 e
ne

rg
y

Angle to the plane of the sky (degrees)

Uncorrected line of sight energy
Inclination corrected line of sight energy

Fig. 5. As Fig. 4 but for the η = 1 simulation.

Energy estimates do not pose the same problems as momen-
tum estimates since energy is a scalar quantity. In this case it is
correct to add all the kinetic energy in the flow lobe together (i.e.
both the energy in forward and backward motions within a sin-
gle lobe). A problem which remains is that there is always some
amount of energy which is not in line-of-sight motion, hence us-
ing the integral in Eq. (3) (e.g. Lada & Fich 1996; Shepherd et al.
2000) will always give a lower limit. One may consider applying
a mean correction factor of 1/ sin2 α to take into account incli-
nation effects on the energy. However, this will be correct only
for z-motions, and not for transverse motions.

Figures 4 and 5 illustrate the resulting error on molecular
kinetic energy for the η = 0.1 and η = 1 simulation respec-
tively by plotting the line-of-sight kinetic energy (sum of the
red-shifted and blue-shifted components) as a function of incli-
nation, as well as the same quantity after global correction by
1/ sin2 α.

In contrast to what we found for the absolute line-of-sight
momentum (Pblue + Pred), the line-of-sight energy in molecular
gas always severely underestimates the true molecular kinetic
energy. In the η = 0.1 case, the underestimate is a factor of 4
at the median inclination of 30◦, and up to a factor of 10 in the
edge-on case. Even when the flow is viewed pole-on, the energy
estimate is slightly too low by 20%. This is due to the presence
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Table 3. Masses and momenta of the outflows calculated from the mH2 (v) relation using the velocity ranges 2–40 km s−1 and 7–40 km s−1 with a
bin width of 1 km s−1. Also shown are 〈v〉lobe and vmax, the latter chosen as the velocity at which ICO is 1/100 that at vmin (see text).

η α Llobe (10−1 pc)
〈v〉flow ( km s−1) vmax ( km s−1)

mobserved

mH2

|Pblue| + |Pred|
PH2 ,z

(2–40) (7–40) (2–40) (7–40) (2–40) (7–40) (2–40) (7–40)

0.1

0◦ 0.91 2.68 8.82 6 17 0.33 3.0 × 10−3 0.39 1.2 × 10−2

30◦ 0.53 3.47 10.17 15 25 0.37 3.4 × 10−2 0.56 0.15
60◦ 0.36 4.94 11.81 20 32 0.35 7.7 × 10−2 0.76 0.41
90◦ 0.10 5.55 12.50 20 35 0.34 8.8 × 10−2 0.85 0.50

1

0◦ 2.01 3.80 8.65 11 17 0.66 5.4 × 10−2 1.72 0.32
30◦ 1.63 3.70 9.24 13 24 0.64 5.1 × 10−2 1.61 0.32
60◦ 0.90 3.62 10.57 13 31 0.50 5.5 × 10−2 1.26 0.41
90◦ 0.15 4.90 11.24 17 36 0.26 5.6 × 10−2 0.89 0.45

of kinetic energy in transverse motions perpendicular to the line
of sight. The inclination correction 1/ sin2 α works rather well
for α greater than about 20◦, with errors of less than a factor of
2. However, the corrected values become very much larger than
the true value for α < 20◦.

The picture is slightly different for the η = 1 case; the differ-
ences arising from the higher transverse motions in this simula-
tion due to the lower ambient density (see the previous section).
In this case the variation with inclination angle is lessened, with
an underestimate of about a factor of 3 at all angles. As a result,
the inclination correction 1/ sin2 α works well only at median
inclinations α � 30◦, but over/underestimates the energy signifi-
cantly at smaller/larger angles.

Overall, it appears difficult to estimate the molecular kinetic
energy of swept-up gas to better than a factor of 3 even if incli-
nation corrections are applied.

3.5. Hidden outflow material at ambient velocities

In actual observations, CO emission at low velocities is often
dominated by ambient molecular cloud material moving turbu-
lently along the line of sight. To avoid contamination of out-
flow quantities by ambient gas, a low velocity cut-off around
1–2 km s−1 is typically used, while sometimes a cut-off as high
as 7 km s−1 is necessary (see, e.g. Lada & Fich 1996).

The effect of truncating the minimum velocity at which ma-
terial is considered to be in the flow is illustrated in Table 3
for our jet-driven simulations. The masses and line-of-sight mo-
menta of the outflows are calculated from the mH2 (v) relations
at t = 1500 yr, with cut-off velocities vmin of 2 and 7 km s−1.
They are normalised to the true outflow mass and z-momentum
in molecular form (from Tables 1 and 2). Momentum is esti-
mated as Pblue + Pred, the prescription found as the most robust
against projection effects in Sect. 3.3.

In the typical case of vmin = 2 km s−1, ignoring low velocity
material leads to an underestimate in the molecular mass of typi-
cally a factor of 2–3. However, the effect is not as marked for the
molecular momentum, which is more heavily weighted towards
high velocities (see Sect. 3.1, in particular Eqs. (1) and (2)). The
errors on this quantity are very similar to those found previously
without a low-velocity cut-off (see Figs. 2 and 3). They remain
less than a factor of 2 in most cases, hence it does not appear nec-
essary to correct the absolute line-of-sight momentum for hidden
outflow material at cloud velocities when vmin is small.

In the extreme case where vmin = 7 km s−1, molecular mass
becomes severely underestimated (less than 10% is recovered),
while momentum is always too low by a typical factor of 2–3,
even reaching 10–100 in the η = 0.1 outflow at α ≤ 30◦ (a

result of the strongly forward-directed motions in this simula-
tion). Hence we expect that Pblue + Pred will significantly un-
derestimate the molecular momentum when such large values of
vmin are used, which is, fortunately, very rare.

It is worth noting that, while one expects inclination effects
in these calculations due to the dependence of the m(v) relation
on α, their effect is small, leading to only roughly a change of a
factor of two in the mass and momentum values, except for the
vmin = 7 km s−1, η = 0.1 case. The origin of the dependence on α
arises because, depending on the inclination angle used, and the
velocity range used, material which at some angles is measured
as moving (and therefore contributing to the mass and momen-
tum of the outflow) is, at other angles, counted as being static.
The specific details of the bowshock and the velocity ranges de-
termine how significant an effect this is.

3.6. Age and thrust estimates using characteristic velocities

In this section we discuss three methods which have been com-
monly used to estimate the age and thrust of molecular outflows
from observations.

One of the most commonly used ways of doing this is to
calculate the intensity-weighted absolute velocity averaged over
the entire flow lobe

〈v〉lobe =
(Pblue + Pred)

mobserved
(10)

and then combine it with the overall length of the flow to infer
an age (e.g. Snell et al. 1984; Shepherd et al. 2000):

tg =
Llobe

〈v〉lobe
, (11)

where Llobe is the projected length of the lobe. This method we
refer to as the “global” method. The outflow thrust is estimated
by dividing the absolute line-of-sight momentum in the outflow
by the dynamical timescale. Hence

Fg =
Pblue + Pred

tg
· (12)

A second “local” method introduced by Lada & Fich (1996) in-
stead derives the age of the flow using

tl =

〈
rproj

〈v〉rproj

〉
lobe

, (13)

where rproj is the projected distance of a given line of sight from
the central source, 〈v〉rproj is the intensity-weighted velocity for
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Table 4. Inferred ages and thrusts of the outflow using the global
method and using the velocity ranges 2–40 km s−1 and 7–40 km s−1.
The quantities are normalized to the true age and molecular thrust of
the outflow. Errors on the total (molecular+atomic) thrust may be ob-
tained by multiplying the relevant numbers by 0.45 (η = 0.1) or 0.26
(η = 1).

η α

tg

True age

Fg

FH2

(2–40) (7–40) (2–40) (7–40)

0.1

0◦ 22.3 6.8 0.017 0.0017
30◦ 10.1 3.4 0.055 0.042
60◦ 4.8 2.0 0.16 0.21
90◦ 1.2 0.5 0.71 0.93

1

0◦ 34.6 15.2 0.050 0.021
30◦ 28.8 11.5 0.052 0.028
60◦ 16.3 5.6 0.077 0.073
90◦ 2.1 0.9 0.42 0.50

the CO spectrum obtained along the same line of sight, and the
large angle brackets indicate an average over all lines of sight in
the outflow. This “local” method could be expected to be more
accurate since it uses more detail about the kinematic structure of
the flow in the calculations. In the same spirit, the local method
calculates the outflow thrust as

Fl =

∫
lobe

v2m(v)
rproj

dv (14)

(cf. Eq. (2) of Lada & Fich 1996).
A third “vmax” method discussed by Lada (1985), Cabrit &

Bertout (1992), and Beuther et al. (2002) uses

tvmax =
Llobe

vmax
(15)

where vmax is the maximum observed radial velocity in CO pro-
files. This method would be expected to give a better age than the
global method, since the characteristic velocity will be closer to
the true advance speed of the bowshock, which determines the
flow length. For the outflow thrust, Cabrit & Bertout (1992) used

Fvmax =
mobservedvmax

tvmax

× 10∆ log F(α) , (16)

where ∆ log F(α) is an empirical factor (generally < 0) correct-
ing for projection effects and for outflow material moving at
less than vmax, as estimated from simple radial outflow models
(Cabrit & Bertout 1990).

We now compare the results of each of these calculations
with the actual age and thrust of the simulated outflows. We
will then propose a fourth, “perpendicular” method to estimate
these quantities, which appears more robust for the ages and den-
sity contrasts covered by our simulations. Note that we compare
the inferred thrusts with the molecular axial thrust only, to see
which method best retrieves the properties of the emitting gas.
To calculate errors on the total (molecular+atomic) thrust in the
simulated outflow, one should multiply the relevant numbers in
Tables 4 to 7 by 0.45 (for η = 0.1; see Table 1) or 0.26 (for η = 1;
see Table 2).

3.6.1. Global method

We have taken Llobe to be the projected distance from the the
point of injection to the furthest point from this in the simu-
lated bowshock. Values of Llobe and 〈v〉lobe for our simulations

Table 5. Inferred ages and thrusts of the outflow using the local method
of Lada & Fich (1996) with the velocity ranges 2–40 km s−1 and
7–40 km s−1. The quantities are normalized to the true age and molec-
ular thrust of the outflow. Errors on the total (molecular+atomic) thrust
may be obtained by multiplying the relevant numbers by 0.45 (η = 0.1)
or 0.26 (η = 1).

η α

tl

True age
Fl

FH2

(2–40) (7–40) (2–40) (7–40)

0.1

0◦ 13.5 4.5 0.035 0.0073
30◦ 7.5 3.5 0.15 0.095
60◦ 2.5 1.5 0.51 0.38
90◦ 1.5 0.5 1.91 1.4

1

0◦ 10.5 3.5 0.16 0.046
30◦ 13.5 3.5 0.19 0.061
60◦ 7.5 1.5 0.32 0.16
90◦ 1.5 0.5 2.2 1.8

are listed in the third and fourth column of Table 3. Note that the
lengths calculated here are similar to the length of young Class
0 outflows such as HH211 (Gueth & Guilloteau 1999). We then
calculate tg and the flow thrust using Eqs. (11) and (12). Table 4
presents the ages and thrusts calculated for vmin = 2 and 7 km s−1

(see Sect. 3.5).
The values of 〈v〉lobe in Table 3 are in good agreement with

typical observed values in CO outflows. At the same time, they
are clearly much smaller than the mean advance speeds of the
bow head in our simulations, which are 60–135 km s−1 for
η = 0.1–1. This occurs because the mass-weighted velocity in a
bowshock is more representative of the bow wing motions than
of the propagation speed of the head of the bowshock (which
contains very little mass). It is then clear that estimating the age
of a jet-driven outflow using this method will be very mislead-
ing: as shown by Table 4, the ages will be always significantly
overestimated, unless the flow is very close to the line of sight.
The error on age can be as large as a factor of 35, with a median
error (at α = 30◦) of a factor of between 10 (for η = 0.1) and 30
(for η = 1). Correcting the age for inclination by multiplying by
tanα would only help significantly for flows close to the plane
of the sky. In the extreme case where vmin = 7 km s−1, the error
on age is decreased due to the resulting higher mean velocity.

As a result of the overestimate in the age, the molecular
thrust is very significantly underestimated. The typical error is
again quite large, with the median estimate being a factor of 20
too low for both values of η. Similar errors are found for a low-
velocity cut-off at vmin = 7 km s−1, the smaller amount of ob-
servable momentum roughly compensating for the shorter ages.

It is interesting to note that the only instance where global
age estimates are actually quite accurate is when the flow is
closely aligned to the line of sight. This is because the “length”
of the flow lobe on the sky is then the same as its half-width,
which expands at a velocity close to 〈v〉lobe in our simulations
(cf. Sect. 3.6.4). The thrust is then much better estimated as well.
However, a pole-on inclination is statistically very unlikely.

3.6.2. Local method

Figure 6 contains histograms of the frequency distributions of
the “local” timescales calculated from Eq. (13) in both the η = 1
and η = 0.1 simulations for an angle to the plane of the sky
of 30◦ and 60◦. These simulated results show a fairly peaked
distribution, as observed by Lada & Fich (1996) (their Fig. 5).
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Table 6. Inferred ages and thrusts of the outflow using the vmax method
of Cabrit & Bertout (1992) and using the velocity ranges 2–40 km s−1

and 7–40 km s−1. The quantities are normalized to the true age and
molecular thrust of the outflow. Errors on the total (molecular+atomic)
thrust may be obtained by multiplying the relevant numbers by 0.45
(η = 0.1) or 0.26 (η = 1).

η α

tvmax

True age

FCorr
vmax

FH2
(2–40) (7–40) (2–40) (7–40)

0.1

0◦ 9.9 3.5 0.25 0.018
30◦ 2.3 1.4 0.73 0.19
60◦ 1.2 0.7 1.2 0.66
90◦ 0.3 0.2 2.0 1.6

1

0◦ 11.9 7.7 1.2 0.23
30◦ 8.2 4.4 0.48 0.13
60◦ 4.4 1.9 0.45 0.27
90◦ 0.6 0.3 1.1 1.0

Table 7. Inferred ages and thrusts of the outflow using the perpendicular
method and using the velocity ranges 2–40 km s−1 and 7–40 km s−1.
The quantities are normalized to the true age and molecular thrust of the
outflow. Errors on the total (molecular+atomic) thrust may be obtained
by multiplying the relevant numbers by 0.45 (η = 0.1) or 0.26 (η = 1).

η α

t⊥
True age

F⊥
FH2

(2–40) (7–40) (2–40) (7–40)

0.1

0◦ 0.83 0.25 0.47 0.047
30◦ 0.64 0.22 0.89 0.69
60◦ 0.45 0.19 1.7 2.2
90◦ 0.40 0.18 2.1 2.8

1

0◦ 0.88 0.39 2.0 0.81
30◦ 0.91 0.37 1.8 0.85
60◦ 0.93 0.32 1.3 1.3
90◦ 0.69 0.30 1.3 1.5

The peaks move to smaller timescales as the flow is viewed more
pole-on, as expected from projection effects.

We have performed these calculations for a number of dif-
ferent spatial resolutions on the sky and find that the results are
not strongly dependent on this. The results shown here are for
a resolution of 1016 cm (≈3 × 10−3 pc) on the sky. Table 5 lists
the inferred timescales (i.e. the peak of the histogram) and the
resulting thrusts.

The local method is found to perform better than the global
method. This occurs because most points in the flow have rproj <
Llobe, yielding shorter timescales (cf. Eq. (13)). However, the
ages are still generally overestimated, with a median error of
7.5–13.5 for a typical cut-off velocity vmin = 2 km s−1. The er-
rors are again strongly dependent on the inclination angle of
the flow, and are reduced only if the flow is close to the line of
sight (or if vmin is large). Once again we are left with a method
which strongly overestimates the age of the outflow, by an order
of magnitude typically.

The molecular thrust calculated from Eq. (14) is also bet-
ter than that obtained with the global method, but is still sig-
nificantly underestimated (except again in pole-on flows). The
median error on molecular thrust is an underestimate by a fac-
tor of 5–7 for vmin = 2 km s−1, and by a factor of 10–15 for
vmin = 7 km s−1. Correcting for inclination (assuming α is per-
fectly known) would reduce the median errors by a factor of
around 3.5. For other inclinations, the associated correction
would not seem to improve the situation significantly, leading
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Fig. 6. Frequency distribution of the intensity-weighted local dynamical
imescales for both the η = 0.1 simulation (top panel) and the η = 1
simulation (bottom panel). Each plot contains the distribution resulting
for both 30◦ and 60◦ to the plane of the sky. The number of counts is
the number of pixels with projected area on the sky of 1 × 1016 cm2

(≈10−5 pc2) and the bin-size is 1500 yr.

to an overestimate for flows very close to the plane of the sky
and an underestimate for flows viewed almost pole-on.

3.6.3. The vmax method

Values of vmax for our simulations were measured at 1/100 of
the CO intensity level at vmin, and are listed in Table 3. The re-
sulting range �6–35 km s−1 is typical of observed vmax values
reported for “standard” low-velocity CO outflows, excluding lo-
calized extremely high-velocity features (e.g. Cabrit & Bertout
1992; Beuther et al. 2002). Table 6 contains the inferred ages and
thrusts using Eqs. (15) and (16) and the values of mobserved from
Table 3. The thrusts were corrected for velocity gradients and
projection effects by inter/extrapolating linearly as a function of
i = π/2 − α the mean correction factors ∆ log FCO(i) listed in
Table 1 of Cabrit & Bertout (1992). The adopted correction fac-
tors (in Log10) are thus 0.45, –0.15, –0.35, and –0.65 for α = 0◦,
30◦, 60◦, and 90◦.

Since vmax is closer than 〈v〉lobe to the true bow advance
speed, this method of age estimate is a clear improvement over
the local and global methods. The median error is an overesti-
mate by a factor of 2–8 only for vmin = 2 km s−1, and even less
when vmin = 7 km s−1. However there is still a marked inclination
dependence, and the age becomes underestimated when the flow
is close to the line of sight, due to foreshortening in Llobe.

The molecular thrusts calculated using this method are also
better than for the two previous methods. For vmin = 2 km s−1,
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the median error is 0.5–0.7. This is reassuring, given that the
adopted inclination corrections were “calibrated” on highly
simplified kinematic outflow models (Cabrit & Bertout 1990).
Because of this mismatch, the variation of error with inclination
angle is not completely compensated for, but it is reduced (a fac-
tor of 2–8, compared to a factor of 20–100 if the correction were
not applied). As a result, the error on molecular thrust is less
than a factor of 2, except in the η = 0.1 flow viewed edge-on.
When vmin = 7 km s−1, the thrust underestimate is more signifi-
cant (median factor of 5–8), though again not as severe as with
the previous two methods.

The main limitation of this method remains the need for a
reliable inclination estimate. Care must also be exercised, when
using Eq. (16), to exclude from vmax any faint extremely high-
velocity CO “bullets” at 50–200 km s−1 closely associated with
jet working surface(s) (Bachiller & Tafalla 1999): while such
high values of vmax would give much better age estimates (being
close to the true advance speed of the bow head), they would
lead to greatly overestimating the momentum and thrust in the
bulk of the swept-up gas (respectively ∝vmax and ∝v2max in this
method).

3.6.4. A better method to estimate the flow age and thrust

It is clear from observations of molecular outflows that a very
large amount of the material in the outflow is moving rather
slowly. If the jet-driven model of molecular outflows is ac-
cepted then this slow moving material will be along the wings of
the bowshock, and will have predominantly transverse motions.
The characteristic length appropriate to measure the age is
then the half-width of the lobe – i.e. the perpendicular distance
from the jet axis, Rlobe, rather than the distance from the jet
source.

Consider an element of fluid in the ambient medium close
to the axis of the jet. As the bowshock, driven by the jet head,
sweeps up this element of fluid, a thermal pressure gradient per-
pendicular to the jet axis is set up. This drives the fluid element
away from the jet axis (see Sect. 1). Once the element has prop-
agated a distance significantly greater than the jet radius away
from the jet axis, it begins to coast with constant momentum as
it no longer feels a significant pressure gradient. Its movement
away from the jet axis, as part of the the bow wing, thus becomes
progressively slower as it sweeps up more ambient gas along its
path. In this case we must account for the fact that the velocity of
expansion measured at a given time is lower than the expansion
velocity at any previous time. Hence, the bow is younger than
one would calculate from its current expansion speed and width.
As demonstrated by Masson & Chernin (1993), Wilkin (1996),
and Ostriker et al. (2001), the bowshock wings expand asymp-
totically as R ∝ t1/3, hence the transverse expansion speed varies
with width as v⊥(t) ∝ t−2/3 ∝ R(t)−2. One then finds that the time
taken to expand to the current half-width R is

t =
∫ R

0
dr/v⊥(r)

=

∫ R

0
dr/v⊥(R)(r/R)2

= (1/3)R/v⊥(R). (17)

Taking the intensity-weighted velocity, 〈v〉lobe, as an estimate of
the transverse expansion speed, we may thus compute an alter-
native “perpendicular” dynamical timescale:

t⊥ =
1
3

Rlobe

〈v〉lobe
, (18)

where Rlobe is the maximum outflow radius, measured perpen-
dicular from the jet axis. The molecular thrust obtained with this
“perpendicular” method is estimated as

F⊥ =
Pblue + Pred

t⊥
· (19)

Note that Rlobe is the same as Llobe when α = 90◦, so this method
will be similar to the global method in pole-on flows, except for
the factor of 1/3.

Table 7 shows the inferred age of the outflow, t⊥, and the
corresponding molecular thrust, F⊥, normalized to their actual
values. We can see that this “perpendicular” method performs
extremely well when compared with any of the previous meth-
ods, when vmin = 2 km s−1. For example, when α = 0◦, all other
methods overestimate the age by a factor of 10 or more, while
this method is correct to within 12–17%. The median error is
also smaller for this method, with the estimated age being only
9%–36% too low. The largest error, which occurs for an outflow
aligned with the line of sight, results in an underestimate of less
than a factor of 2.5. The thrusts are also generally more accurate
than any other method, especially in highly inclined flows, since
timescales are now more accurately determined.

In the extreme case where the molecular cloud shows a lot
of broadening, and the cutoff is at vmin = 7 km s−1, t⊥ underesti-
mates the age by a factor of 3 (η = 1) to 5 (η = 0.1), independent
of inclination. However, the molecular thrust is still better esti-
mated than with any of the other methods, as the shorter flow age
partly compensates for the smaller amount of observable mo-
mentum at v ≥ vmin.

A further attractive feature of this method is that the inclina-
tion dependence of the estimated parameters is relatively minor,
as the transverse radius Rlobe does not change with inclination,
and 〈v〉lobe and Pblue + Pred generally do not vary by more than
a factor of 2 (see Table 3). Hence no correction for the flow in-
clination (which in itself is an uncertain quantity) is required,
unlike in the vmax method.

The only uncertainty in age in this method is thus introduced
by the low-velocity cut-off vmin, which affects 〈v〉lobe through the
power-law shape of m(v). However, the thrust appears much less
affected.

3.7. Range of applicability of our results

Our conclusion that dynamical timescales overestimate the age
of jet-driven flows appears to contradict the statistics of Class I
outflow surveys, which suggest that dynamical ages underesti-
mate the true outflow lifetimes by an order of magnitude (Parker
et al. 1991). There is a simple explanation for this discrepancy:
We have assumed in our calculations that the flow is young
enough that the full length of the bowshock is observable in CO.
On the other hand, the discovery of giant, parsec-scale opti-
cal outflows from many Class I sources has revealed that their
jets have broken well out of their parent molecular cloud (see
Reipurth and Bally 2001, for a review). The CO lobes are thus
severely truncated compared to the full flow extent, and in this
case CO dynamical timescales may indeed be shorter than the
source age. This fact resolves the apparent contradiction noted
by Parker et al. (1991) without the need to invoke a static CO
cavity. It should be noted that the sources of Parker et al. (1991)
were selected to be in isolated dark globules, all much less than
1 pc in size, hence one expects the jet to have left the cloud in
1 × 104 yr, and all the associated CO flows to be truncated.

One might think that our new “perpendicular” method for
estimating the flow age should remain applicable even in Class I
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sources as it relies only on the transverse lobe width, which is un-
affected by truncation. However, the sideways expansion of bow
wings decays as v⊥(t) ∝ t−2/3, hence at an age of 105 yr it will
fall well below the measurable limit vmin, while the intensity-
weighted 〈v〉lobe will remain greater than vmin by construction.
The assumption of the “perpendicular” method that v⊥ � 〈v〉lobe
may thus no longer be valid for Class I jet-driven flows. Another
(reverse) problem is that some Class I flows exhibit unexpect-
edly high expansion speeds, with in a few cases perpendicular
timescales �104 yr much shorter than the source age, e.g. in L43-
RNO91 (Lee & Ho 2005). This phenomenon probably requires
an additional uncollimated wind component at late evolutionary
stages, not included in the present study.

Therefore, our conclusions about age determinations are not
applicable to Class I flows and remain limited to the youngest
jet-driven outflows from Class 0 sources.

The situation is slightly different regarding thrust estimates
in Class I flows: in a truncated CO flow, the relevant time to
compute the thrust injected into the molecular lobe will not be
the full lifetime of the jet, but only the time it took for the jet
to propagate over the CO lobe length Llobe before leaving the
cloud. We would thus expect the thrust of truncated, jet-driven
CO outflows to suffer similar underestimates as found here for
younger flows. An alternative method to estimate thrust in trun-
cated CO outflows has been proposed by Bontemps et al. (1996),
involving the local momentum flux across a section of the lobe.
The accuracy of this alternative method will be investigated in a
forthcoming paper.

Another limitation of the scope of our results is that they
are applicable only to outflows that propagate at relatively high
speed of 60–135 km s−1 in the ambient medium. To our knowl-
edge, the only reported measurements of proper motions at the
tip of a CO molecular lobe are those obtained in optical and
H2 lines in the HH47 counterflow (Eisloeffel & Mundt 1994;
Micono et al. 1998). They indicate high proper motions of
150–260 km s−1 at the bow apex, consistent with the values of
η adopted in the present work. A much lower jet/ambient den-
sity contrast of 0.001–0.01 has been invoked by Richer et al.
(1992) in the Orion B outflow to alleviate requirements on jet
thrust. In such a regime, where the bowshock propagates at only
10–20 km s−1, the effect of dissociation would be negligible.
However, such a low propagation speed implies a true age of
4−6×104 yr for the Orion B flow (Richer et al. 1992), which ap-
pears too long given the Class 0 status of the driving source FIR5
(André et al. 2000). Proper motion measurements of CO cavity
tips other than HH47 would be highly desirable to verify which
range of η and propagation speed is relevant over the observable
phase of Class 0 jet-driven flows.

4. Conclusions

We have investigated the accuracy of observational methods for
inferring the physical parameters of young, purely jet-driven
molecular outflows, dealing in detail with many of the usual as-
sumptions made when making these calculations. The most im-
portant conclusions are the following:

– The effect of dissociation depends strongly on the advance
speed of the bow head. In our hydrodynamic simulations
the z-momentum in molecular form underestimates the to-
tal swept-up z-momentum by a factor of 2–4 for η = 0.1–1
(corresponding to bow speeds of 60–135 km s−1). The ki-
netic energy in molecular form underestimates the total ki-
netic energy by a factor of 3–7. The effect could be lessened

if C-shocks are present, as they allow molecular material to
survive through stronger shocks.

– Assuming a constant CO(2–1) excitation temperature of
10 K throughout the entire flow is adequate to infer the
molecular mass and momentum. A specific determination
of excitation temperatures at velocities ≥30 km s−1 seems
needed to recover correctly the molecular kinetic energy
from CO line intensities.

– The most robust estimate of the molecular momentum in-
jected by the jet is obtained by summing in absolute value
the approaching and receding line-of-sight molecular mo-
mentum within a given lobe, without any inclination correc-
tion: The erroneous inclusion of “energy-driven” transverse
motions turns out to compensate almost exactly for projec-
tion effects in the injected z-momentum. However, momen-
tum is substantially underestimated if a large velocity cutoff
of 7 km s−1 is used to exclude cloud emission.

– The molecular kinetic energy inferred from line-of-sight
velocities is strongly underestimated (by a median fac-
tor of 3–4 for random inclinations). This should be taken
into account when comparing with the radiative budget of
non-dissociative shocks observed in high-J CO, H2O, and
H2 lines. Including the effect of dissociation (see above), the
total kinetic energy in the swept-up gas will be underesti-
mated by an even larger factor. Fortunately, kinetic energy
is not the relevant quantity to constrain jet-launching mech-
anisms as the flow is momentum-driven rather than energy-
driven in the axial direction.

– As most of the swept-up material moves much more slowly
than the bow head, estimates of outflow dynamical ages us-
ing mass- or intensity-weighted velocities are found to ex-
ceed the true flow age, by an order of magnitude on average.
This is true whether the age analysis is performed globally
over the whole flow, or locally (as in Lada & Fich 1996).
As a result, the molecular thrust obtained with such analy-
ses is predicted to be severely underestimated, typically by a
median factor of 5–20.

– The method proposed by Cabrit & Bertout (1992), which
uses the maximum velocity in CO profiles as a character-
istic speed, performs better. Although it still tends to over-
estimate the age, the molecular thrust (corrected for inclina-
tion and internal gradients according to their prescription)
is generally correct to within a factor of 2. Therefore the
mean correlation of molecular outflow thrust with source
bolometric luminosity found by Cabrit & Bertout (1992)
and Beuther et al. (2002) remains approximately valid if the
flows are jet-driven, provided inclination estimates were suf-
ficiently accurate. If molecular dissociation is as efficient
as in our simulations, however, the total thrust injected in
the flow (in both atomic and molecular form) would be
a factor of 2–4 larger than the observable thrust. Efficient
magneto-centrifugal ejection processes would then be even
more strongly favoured.

– We propose a new “perpendicular” method which generally
results in much more accurate estimates of the age and thrust
of a given jet-driven outflow than any other method. A partic-
ularly attractive aspect of this method is that no information
about the inclination of the flow to the plane of the sky is
needed, leaving dissociation as the only major uncertainty in
thrust calculations.

The present results are applicable only to outflows around
Class 0 sources, as we have assumed in our calculations that
the driving jet has not yet left the parent molecular cloud. Biases
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in the age and thrust of truncated CO flows from older Class I
sources will be the subject of a forthcoming paper. Our conclu-
sions on dissociation and the determination of outflow ages also
assume an ambient medium that is at most ten times denser than
the jet, as inferred in typical Herbig-Haro objects. Hence the
bow head propagates at relatively high speeds of 60–130 km s−1.
Proper motion studies of outflow tips in Class 0 sources would
be highly desirable to verify this hypothesis, and to improve age
and thrust estimates. Large IR arrays and the ALMA interferom-
eter should bring significant progress on this issue.
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