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ABSTRACT
We study the clustering properties of metals in the intergalactic medium (IGM) as traced
by 619 C IV and 81 Si IV absorption components with N � 1012 cm−2 and 316 Mg II and
82 Fe II absorption components with N � 1011.5 cm−2 in 19 high signal-to-noise ratio
(60–100 pixel−1), high-resolution (R = 45 000) quasar spectra. C IV and Si IV trace each other
closely and their line-of-sight correlation functions ξ (v) exhibit a steep decline at large sepa-
rations and a flatter profile below ≈150 km s−1, with a large overall bias. These features do
not depend on absorber column densities, although there are hints that the overall amplitude of
ξ C IV (v) increases with time over the redshift range detected (1.5–3). Carrying out a detailed
smoothed particle hydrodynamic simulation (2 × 3203, 57 Mpc3 comoving), we show that
the C IV correlation function cannot be reproduced by models in which the IGM metallicity is
constant or a local function of overdensity (Z ∝ �2/3). However, the properties of ξ C IV(v) are
generally consistent with a model in which metals are confined within bubbles with a typical
radius Rs about sources of mass �M s. We derive best-fitting values of R s ≈ 2 comoving Mpc
and M s ≈ 1012 M� at z = 3. Our lower-redshift (0.5–2) measurements of the Mg II and Fe II

correlation functions also uncover a steep decline at large separations and a flatter profile at
small separations, but the clustering is even higher than in the z = 1.5–3 measurements, and
the turnover is shifted to somewhat smaller distances, ≈75 km s−1. Again, these features do
not change with column density, but there are hints that the amplitudes of ξ Mg II(v) and ξ Fe II(v)
increase with time. We describe an analytic ‘bubble’ model for these species, which come
from regions that are too compact to be accurately simulated numerically, deriving best-fitting
values of R s ≈ 2.4 Mpc and M s ≈ 1012 M�. Equally good analytic fits to all four species are
found in a similarly biased high-redshift enrichment model in which metals are placed within
2.4 comoving Mpc of M s ≈ 3 × 109 sources at z = 7.5.

Key words: galaxies: formation – intergalactic medium – quasars: absorption lines – cosmol-
ogy: observations

1 I N T RO D U C T I O N

Pollution is ubiquitous. Even in the tenuous intergalactic medium
(IGM), quasar (QSO) absorption-line studies have encountered
heavy elements in all regions in which they were detectable (Tytler
et al. 1995; Songaila & Cowie 1996). Such analyses were limited

�E-mail: evan@kitp.ucsb.edu

at first to somewhat overdense regions of space, traced by Lyman
α clouds with column densities N H I � 1014.5 cm−2. Here measure-
ments of N C IV/N H I indicated that typically [C/H] � −2.5 at z �
3, with an order-of-magnitude scatter (Hellsten et al. 1997; Rauch,
Haehnelt & Steinmetz 1997a).

Pushing into more tenuous regions, statistical methods have
shown that unrecognized weak absorbers must be present in or-
der to reproduce the global C IV optical depth (Ellison et al. 2000),
and that a minimum IGM metallicity of approximately 3 × 10−3 Z�
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616 E. Scannapieco et al.

was already in place at z = 5 (Songaila 2001, hereafter S01). While
the filling factor of metals in such tenuous structures is an object of
intense investigation and debate (Schaye et al. 2000, 2003; Petitjean
2001; Bergeron et al. 2002; Carswell, Schaye & Kim 2002; Simcoe,
Sargent & Rauch 2002; Pettini et al. 2003; Aracil et al. 2004), their
very existence has profound cosmological implications.

As the presence of metals increases the number of lines available
for radiative cooling, even modest levels of enrichment can greatly
enhance the cooling rate (e.g. Sutherland & Dopita 1993), which
has the potential to accelerate the formation of massive (�1012 M�)
galaxies (e.g. Thacker, Scannapieco & Davis 2002). Furthermore,
significant pre-enrichment is necessary to reproduce the abundances
of G-dwarf stars in the Milky Way (e.g. van den Bergh 1962; Schmidt
1963) and nearby galaxies (e.g. Thomas, Greggio & Bender 1999).

Similarly, the violent events that propelled heavy elements into the
space between galaxies have important implications for the thermal
and velocity structure of the IGM (e.g. Tegmark, Silk & Evrard 1993;
Gnedin & Ostriker 1997; Cen & Bryan 2001). Outflows energetic
enough to eject metals from the potential wells of dwarf galaxies,
for example, would have exerted strong feedback effects on nearby
objects (Thacker et al. 2002). In this case the winds impinging on
pre-virialized overdense regions would have been sufficiently pow-
erful to strip the baryons from their associated dark matter, greatly
reducing the number of �1010 M� galaxies formed (Scannapieco,
Ferrara & Broadhurst 2000; Sigward, Ferrara & Scannapieco 2005).

Yet despite their many consequences, the details of how met-
als came to enrich the IGM are unclear. While numerous starburst-
driven outflows have been observed at z = 3 (Pettini et al. 2001) and
in lensed galaxies at 4 � z � 5 (Frye, Broadhurst & Benitez 2002),
it is unclear whether these objects are responsible for the majority of
cosmological enrichment. In fact, a variety of theoretical arguments
suggest that such galaxies represent only the tail end of a larger
population of smaller ‘pre-galactic’ starbursts that mostly formed at
much higher redshifts (Madau, Ferrara & Rees 2001; Scannapieco,
Ferrara & Madau 2002). On the other hand, active galactic nu-
clei are observed to host massive outflows (Begelman, Blandford
& Rees 1984; Weymann 1997), whose contribution from less lumi-
nous objects at intermediate redshifts remains unknown (e.g. Fan
et al. 2001). The impact of such lower-redshift events on the IGM is
also hinted at by the ‘stirring’ of C IV systems observed in studies of
lensed QSO pairs (Rauch, Sargent & Barlow 2001). Finally, a num-
ber of theoretical studies suggest that primordial, metal-free stars
may have been very massive (e.g. Bromm et al. 2001; Schneider
et al. 2002), resulting in a large number of tremendously powerful
pair-production supernovae, which distributed metals into the IGM
at extremely early redshifts �15 (Bromm, Yoshida & Hernquist
2003; Norman, O’Shea & Paschos 2004).

While perhaps the main feature shared by such scenarios is their
dependence on a poorly understood population of presently unde-
tectable objects, this assessment paints an overly bleak picture. Re-
gardless of which objects enriched the IGM, it is clear that they
must have formed in the densest regions of space, regions that are
far more clustered than the overall dark matter distribution. Fur-
thermore this ‘geometrical biasing’ is a systematic function of the
masses of these structures, an effect that has been well studied an-
alytically and numerically (e.g. Kaiser 1984; Jing 1999). Thus the
observed large-scale clustering of metal absorbers encodes valu-
able information about the masses of the objects from which they
were ejected. Likewise, as the maximal extent of each enriched re-
gion is directly dependent on the velocity at which the metals were
dispersed, measurements of the small-scale clustering of these ab-
sorbers are likely to constrain the energetics of their sources.

Previous studies of the two-point correlation function of C IV com-
ponents have shown that they cluster strongly on velocity scales
up to 500 km s−1 (Sargent et al. 1980; Steidel 1990; Petitjean &
Bergeron 1994; Rauch et al. 1996). It has often been suggested that
this clustering signal reflects a combination of (i) relative motions
of clouds within a galactic halo and (ii) clustering between galax-
ies. More recently Boksenberg, Sargent & Rauch (2003, hereafter
BSR03) have gathered a sample of 908 C IV absorber components
clumped into 199 systems in the redshift range 1.6 < z < 4.4 iden-
tified in the Keck spectra of nine QSOs. They conclude that most of
the signal is due to the clustering of components within each system,
where a system is defined as a set of components that is ‘well sepa-
rated’ from its neighbours as identified by the observer. In this case
almost all the systems extend less than 300 km s−1 and most extend
less than 150 km s−1. They did not observe clustering between sys-
tems on the larger scales expected for galaxy clustering, although
they concluded from their measurements of component clustering
and ionization balance that each system was closely associated with
a galaxy.

In Pichon et al. (2003, hereafter Paper I) we used 643 C IV and
104 Si IV absorber components, measured by an automated proce-
dure in 19 high signal-to-noise ratio quasar spectra, to place strong
constraints on the number and spatial distribution of intergalactic
metals at intermediate redshifts (2 � z � 3). In this work, we showed
that the correlation functions of intergalactic C IV and Si IV could be
understood in terms of the clustering of metal bubbles of a typical
comoving radius Rs around sources whose biased clustering was
parametrized by a mass M s. A similar picture was also put forward
in BSR03, but in our case significant large-scale clustering, similar
to that seen in galaxies, was observed.

In this paper we extend the analysis in Paper I in three impor-
tant ways. First we carry out a more detailed study of the physical
properties of C IV and Si IV absorbers and the relationship between
local quantities and the overall spatial distribution. Secondly, we
carry out a similar analysis of Mg II and Fe II absorbers in our ob-
servational sample, which probe the IGM in a somewhat lower red-
shift range. Finally, we replace our dark-matter-only modelling of
Paper I with a full-scale smoothed particle hydrodynamic simu-
lation. We then generate simulated metal-line spectra by painting
bubbles of metals directly on to the gas distribution at z � 2. By
analysing the resulting spectra with the same automated procedure
applied to the measured data set, we are able to place our models and
observations on the same footing, drawing important constraints on
the sources of metals. Motivated by measurements of the cosmic
microwave background, the number abundance of galaxy clusters
and high-redshift supernovae (e.g. Spergel et al. 2003; Eke, Cole &
Frenk 1996; Perlmutter et al. 1999), we adopt cosmological param-
eters of h = 0.7, �m = 0.3, �� = 0.7 and �b = 0.044 through-
out this investigation, where h is the Hubble constant in units of
100 km s−1 Mpc−1 and �m, �� and �b are the total matter, vacuum
and baryonic densities in units of the critical density, ρ crit.

The structure of this work is as follows. In Section 2 we summa-
rize the properties of our data set and reduction methods. In Section
3 we present the number densities of C IV, Si IV, Mg II and Fe II, and
estimate the cosmological densities of these species. In Section 4
we study the spatial clustering of these species and how it is related
to local quantities such as column density and abundance ratios.
In Section 5 we describe our numerical model for the distribution
of neutral hydrogen in the IGM and compare it with observations.
In Section 6 we extend our model to include various histories of
cosmological enrichment; and in Section 7 we compare these to
the observed distribution of C IV to derive constraints on the sizes
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The sources of intergalactic metals 617

and properties of sources of cosmological metals. In Section 8 we
discuss an analytic model that is particularly suitable for compar-
isons with the distribution of Mg II and Fe II, as numerical analy-
ses of these species are beyond the capabilities of our simulation.
Conclusions are given in Section 9.

2 DATA S E T A N D A NA LY S I S M E T H O D S

2.1 Data and reduction

The ESO Large Programme ‘The Cosmic Evolution of the IGM’
was devised to provide a homogeneous sample of QSO sight-
lines suitable for studying the Lyα forest in the redshift range
1.7–4.5. High-resolution (R ≈ 45 000), high signal-to-noise ratio
(60–100 pixel−1) spectra were taken over the wavelength ranges
3100–5400 and 5450–10 000 Å, using the UVES spectrograph on
the Very Large Telescope (VLT). Emphasis was given to lower red-
shifts to take advantage of the very good sensitivity of UVES in
the blue and the fact that the Lyα forest is less blended. The distri-
bution of redshifts and the resulting coverage of various metal-line
absorbers are given in Table 1. In all cases we consider only metal
absorption lines redward of the Lyα forest, to avoid the extensive
blending in this region, and blueward of 8110 Å, to avoid contami-
nation from sky lines. The regions 5750–5830, 6275–6323, 6864–
6968, 7165–7324 and 7591–7721 Å were also excluded from our
sample because of sky-line contamination. The C IV, Si IV, Mg II

and Fe II metal lines discussed in this paper were well detected
over the redshift ranges of 1.5–3.0, 1.8–3.0, 0.4–1.8 and 0.5–2.4,
respectively.

Observations were performed in service mode over a period of
2 yr. The data were reduced using the UVES context of the ESO
MIDAS data reduction package, applying the optimal extraction
method, and following the pipeline reduction step by step. The ex-
traction slit length was adjusted to optimize sky background sub-
traction. While this procedure systematically underestimates the sky
background signal, the final accuracy is better than 1 per cent. Wave-
lengths were corrected to vacuum heliocentric values and individual

Table 1. List of lines of sight. Here zem is the quasar redshift, while Lyα forest is used only redward of the Lyβ transition
at 1025.7 Å, and metal absorption lines are used only redward of the Lyα forest and blueward of 8130 Å.

Name zem Coverage

Forest C IV Si IV Mg II Fe II

PKS 2126−158 3.280 2.61–3.28 2.36–3.28 2.74–3.28 0.85–1.89 1.03–2.42
Q 0420−388 3.117 2.47–3.12 2.23–3.12 2.59–3.12 0.79–1.89 0.95–2.42
HE 0940−1050 3.084 2.45–3.08 2.21–3.08 2.56–3.08 0.77–1.89 0.93–2.42
HE 2347−4342 2.871 2.27–2.87 2.04–2.87 2.38–2.87 0.68–1.89 0.83–2.42
HE 0151−4326 2.789 2.20–2.79 1.97–2.79 2.31–2.79 0.64–1.89 0.79–2.42
Q 0002−422 2.767 2.18–2.77 1.96–2.77 2.29–2.77 0.64–1.89 0.78–2.42
PKS 0329−255 2.703 2.13–2.70 1.91–2.70 2.23–2.70 0.61–1.89 0.75–2.42
Q 0453−423 2.658 2.09–2.66 1.87–2.66 2.19–2.66 0.59–1.89 0.73–2.42
HE 1347−2457 2.611 2.05–2.61 1.83–2.61 2.15–2.61 0.57–1.89 0.70–2.42
HE 1158−1843 2.449 1.91–2.45 1.71–2.45 2.01–2.45 0.50–1.89 0.63–2.42
Q 0329−385 2.435 1.90–2.44 1.70–2.44 2.00–2.44 0.49–1.89 0.62–2.42
HE 2217−2818 2.414 1.88–2.41 1.68–2.41 1.98–2.41 0.48–1.89 0.61–2.41
Q 1122−1328 2.410 1.87–2.41 1.68–2.41 1.98–2.41 0.39–1.89 0.61–2.41
Q 0109−3518 2.404 1.87–2.40 1.67–2.40 1.97–2.40 0.48–1.89 0.61–2.40
HE 0001−2340 2.263 1.75–2.26 1.56–2.26 1.84–2.26 0.42–1.89 0.54–2.26
PKS 0237−23 2.222 1.72–2.22 1.53–2.22 1.81–2.22 0.40–1.89 0.53–2.22
PKS 1448−232 2.220 1.72–2.22 1.53–2.22 1.81–2.22 0.40–1.89 0.52–2.22
Q 0122−380 2.190 1.70–2.19 1.50–2.19 1.78–2.19 0.38–1.89 0.51–2.19
HE 1341−1020 2.135 1.65–2.14 1.46–2.14 1.74–2.14 0.36–1.89 0.48–2.14

1D spectra were combined using a sliding window and weighting
the signal by the total errors in each pixel.

The underlying emission spectrum of each quasar was estimated
using an automated iterative procedure that minimizes the sum of a
regularization term and a χ2 term that was computed from the dif-
ference between the quasar spectrum and the continuum estimated
during the previous iteration. Finally the spectrum was divided by
this continuum, leaving only the information relative to absorption
features.

2.2 Metal-line identification

Metal-line absorbers were identified using an automated two-step
procedure. For each species that has multiple transitions, we esti-
mated the minimal flux compatible with the data for all pixels of the
spectrum. This was done by first finding the pixels associated with
the transition wavelengths wi of a given species and then taking the
maximum of the flux values in these pixels, scaled by w i f i , where
fi is the oscillator strength associated with each of the transitions.

A standard detection threshold was then applied to these spectra,
such that only absorption features with equivalent widths (EWs)
larger than five times the noise rms were accepted, giving a first list
of possible identifications. This list was cleaned, using the similarity
of the profiles of the transitions of a species and applying simple
physical criteria that correlate the detection of two different species.
For instance, one criterion implies that the detection of a Si IV system
at a given redshift should be associated with the detection of a C IV

system.
Next, each system was fitted with Voigt profiles, taking care of

their identification and possible blends with other systems. The first
guess and the final Voigt profile decomposition were carried out us-
ing the VPFIT software (Carswell et al. 1987). Our decomposition of
saturated systems is conservative, in that it introduces additional un-
saturated components only if there is some structure in the 1551-Å
line that reveals their presence. This fitting procedure is described in
detail in Aracil (in preparation) and has been tested on simulated spe-
ctra, doing well for all components with realistic values of N and b.
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618 E. Scannapieco et al.

Finally we applied a set of five cuts to the automated list generated
by VPFIT: log N (cm−2) � 12 for C IV and Si IV, and log N (cm−2) �
11.5 for Mg II and Fe II, owing to the detection limit of our proce-
dure; b � 3 km s−1 to avoid false detections due to noise spikes;
log N (cm−2) � 16 to remove very badly saturated components; and
b � 45 km s−1 to avoid false detections due to errors in continuum
fitting. For the analyses presented here, we removed all associated
components within 5000 km s−1 of the quasar redshifts. These cuts
resulted in a final data set of 619 C IV (1548, 1551 Å), 81 Si IV (1394,
1403 Å), 316 Mg II (2796, 2803 Å) and 82 Fe II (2344, 2473, 2382 Å)
components, drawn from 688, 102, 320 and 88 components, respec-
tively, if we include the associates. These numbers differ slightly
from those presented in Paper I as a result of further refinements in
our detection procedure.

3 N U M B E R D E N S I T I E S

We first used our sample to compute the column density distribution
function, f (N), again working in the above assumed cosmology.
Following Tytler (1987), f (N) is defined as the number of absorbing
components per unit column density and per unit redshift absorption
path, dX . In this paper, we adopt a definition

dX ≡ (1 + z)2
[
�� + �m(1 + z)3

]−1/2
dz

such that at all redshifts f (N) does not evolve for a population whose
physical size and comoving space density are constant. Note that
this definition is slightly different from that used in Paper I and in
S01, namely

dX ′ ≡ (1 + z)1/2 dz,

although when z > (��/�m)1/3 − 1 = 0.32, as is appropriate for
our sample, dX ′ can be very closely approximated as �1/2

m dX for
comparison with previous analyses.

In Fig. 1 we plot f (N) for both C IV and Si IV components, as
was presented in Paper I. The mean redshifts of C IV and Si IV in
our sample were 2.16 and 2.38, respectively, and so in this plot we
divide the data into two redshift bins from 1.5 � z � 2.3 and 2.3 �
z � 3.1. Both species are consistent with a lack of redshift evolution,
as found by previous lower-resolution studies of C IV and Si IV (S01;
Pettini et al. 2003), and pixel-by-pixel analyses of intergalactic C IV

(Schaye et al. 2003). The overall density distribution of C IV is also
consistent with a power law of the form f (N ) = BN−α with α =
1.8 and log10 f = −12.7 at 1013 cm−2 as fitted by S01. Finally, we
compare our results with the data set collected in BSR03 from nine
QSO spectra with a signal-to-noise ratio ≈50 pixel−1. Here and
below we use the full data set taken by BSR03, to which we apply
exactly the same cuts as we do to our data. For components with
columns ≈1013 cm−2 these data sets are quite similar. However,
a significant difference between this sample and our own is the
fit to the saturated C IV components with log(N C IV) � 14. These
have been decomposed into a large number of smaller log(N C IV) �
12.5 systems in the BSR03 analysis, while our decomposition only
introduces additional unsaturated components if there is structure in
the 1551-Å line. Extrapolating the results of S01 to column depths
below 1013 cm−2 also yields a distribution similar to ours.

While fewer in total, the Si IV components in the lower panel of
Fig. 1 are also consistent with a lack of evolution, following a similar
power law with a lower overall magnitude. Note that in this figure
the error bars are purely statistical, estimated as the reciprocal of
the square root of the number of components in each bin. Again, for
comparison, we include the number densities computed from the
full BSR03 sample, with our cuts applied. While this comparison

Figure 1. Column density distributions of C IV (upper panel) and Si IV

(lower panel) absorption components. In each panel, components are divided
into two redshift bins: 1.5 � z � 2.3 (squares) and 2.3 � z � 3.1 (triangles).
The column density bins are 100.5 N cm−2 wide and error bars in this and
all further plots are 1σ . The dashed line is the power-law fit measured in
S01. Finally the small crosses are the full set of C IV and Si IV components
identified by BSR03, with our cuts imposed.

is noisier, the overall trends are the same: at 1013 cm−2 the number
densities are similar, while saturated components are decomposed
into a larger number of smaller systems in the BSR03 data set.

In Fig. 2 we plot f (N) for both Mg II and Fe II, now going down
to a minimum column density of 1011.5 cm−2, which corresponds to
roughly the same optical depth as 1012 cm−2 for C IV and Si IV. For
Mg II and Fe II the relevant doublets are at substantially longer rest-
frame wavelengths, and therefore our UVES detections primarily
occur at lower redshifts. Thus the mean redshifts of Mg II and Fe II

are only 1.05 and 1.38, and we divide our data into bins from 0.4 �
z � 1.15 and 1.15 � z � 1.9. These lines arise in lower-ionization
gas and are often thought of as tracers of quiescent clouds, probably
associated with galaxies (e.g. Petitjean & Bergeron 1990; Churchill
et al. 1999; Churchill, Vogt & Charlton 2003).

Like its higher-ionization counterparts, Mg II is consistent with
a lack of evolution in number densities over the observed redshift
range. In the Fe II case, however, a significant excess of intermedi-
ate column density components is found at lower redshifts. A closer
inspection of the data indicates that this feature is caused by a sin-
gle large system in Q 0002−422, at z = 0.836, which spans over
560 km s−1. The removal of this system results in the third set
of points in the lower panel of Fig. 2, which are consistent with
the higher-redshift values. The large impact of this system in our
measurements suggests that simple

√
N estimates may somewhat

underpredict the statistical error on our measurement. This hints at
strong clustering between Fe II components, which is in fact mea-
sured, as we discuss in detail below.

Statistical fluctuations aside, the overall density distributions of
Mg II and Fe II are largely consistent with the power-law fits obtained
from previous measurements, apart from showing only a weak de-
viation in the lowest N Fe II bin, probably due to incompleteness.
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The sources of intergalactic metals 619

Figure 2. Column density distributions of Mg II (upper panel) and Fe II

(lower panel) absorption components. In each panel, components are divided
into two redshift bins: 0.4� z �1.15 (squares) and 1.15� z �1.9 (triangles).
As in Fig. 1, the column density bins are 100.5 N cm−2 wide. The dashed lines
correspond to the power-law fits described in the text, and in the lower panel
we also include f values when the large z = 0.836 system in Q 0002−422
is removed (crosses; see text).

In this case, the dashed-line fits in Fig. 2 are f (N ) = BN−α with
α = 1.6 and log10 f = −13.2 at 1013 cm−2 for Mg II, and α = 1.7
and log10 f = −13.4 at 1013 cm−2 for Fe II. While some flattening
of f Mg II (N ) at even higher columns is necessary to match obser-
vations at column densities �1016.5 cm−2 (Prochter, Prochaska &
Burles 2004), for the column densities in our sample our measured
slopes are identical to those determined by previous studies. In par-
ticular our α fits match those of Churchill et al. (2003), although our
B values are different, as these authors did not attempt to normalize
their results by the total redshift path observed.

In summary, our automatic identification procedure produces a
set of components whose column density distributions are consistent
with previous measurements, complete to N � 1012 cm−2 for C IV

and Si IV, and complete to N � 1011.5 cm−2 for Mg II and Fe II. No
evolution in f is seen for any species over the full redshift range
probed, indicating that the majority of IGM enrichment is likely to
have occurred before the redshifts observed in our sample.

Finally, our number densities allow us to compute the total cos-
mological densities of each of the detected species. Following S01,
we express these in terms of a mass fraction relative to the critical
density, which can be computed as

�ion = H0m ion

cρcrit

∑
Nion

�X
= 1.4 × 10−23 A

∑
Nion

�X
, (1)

where H0 is the Hubble constant, mion is the mass of the given ion, A
is its atomic number, and �X is the total redshift path over which it is
measured. The results of this analysis are given in Table 2. Note that
these values are species densities, and no ionization corrections have
been applied to estimate the corresponding element densities. Again,
these values are broadly consistent with previous measurements,
although there is a significant scatter due to the fact that most of
the material lies in the largest, rarest components. Thus previous

Table 2. Cosmological densities of detected species.

Species 〈z〉 log N (cm−2) � ��

C IV 2.2 12–16 7.54 × 10−8 ±2.16 × 10−8

Si IV 2.4 12–16 6.00 × 10−9 ±1.21 × 10−9

Mg II 1.1 11.5–16 5.95 × 10−8 ±2.23 × 10−8

Fe II 1.4 11.5–16 1.87 × 10−8 ±0.36 × 10−8

studies have found �C IV values as disparate as 6.8 × 10−8 at z = 2.5
(S01), (3.8 ± 0.7) × 10−8 (BRS03), and between 3.5 × 10−8 and
7.9 × 10−8 depending on the method of analysis (Simcoe, Sargent
& Rauch 2004).

4 S PAT I A L D I S T R I BU T I O N

4.1 C IV and Si IV

Having constructed a sample of well-identified metal absorption
components, we then computed their two-point correlation func-
tion in redshift space, ξ (v). This quantity was previously studied in
Rauch et al. (1996), who noted a marked similarity between ξ (v) of
C IV and Mg II, in BSR03, who carried out a two-Gaussian fit (see
also Petitjean & Bergeron 1990, 1994), and in Paper I. For each
quasar, we computed a histogram of all velocity separations and di-
vided by the number expected for a random distribution. Formally,
the correlation function for a QSO � is

ξ�(vk) + 1 = n�
k〈

n�
k

〉 , (2)

where n�
k is the number of pairs separated by a velocity difference

corresponding to a bin k, and 〈n�
k〉 is the average number of such

pairs that would be found in the redshift interval covered by QSO �,
given a random distribution of redshifts with an overall density equal
to the mean density in the sample. Alternatively, we may consider
all QSOs at once and compute

ξ (vk) + 1 =
∑

�
n�

k∑
�

〈
n�

k

〉 , (3)

or equivalently

ξ (vk) + 1 =
∑

�

w�
k

[
ξ�(vk) + 1

]
(4)

with

w�
k ≡

〈
n�

k

〉
∑

�

〈
n�

k

〉 ,

that is weighting the correlation found for each QSO by the number
of random pairs that are expected given the redshift coverage of that
QSO. The statistical variance in this measurement is given by

σ 2
k =

∑
�

(
w�

k

)2
σ

2,�
k , (5)

where σ
2,�
k is the variance associated with bin k of quasar �. In Paper

I, we estimated this quantity according to the usual formula

σ
2,�
k = n�

k〈
n�

k

〉2 , (6)

which gives the Poisson error in our measurement. In the results
presented here, however, we adopt a more conservative approach,
and also include the additional scatter caused by the finite sample
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620 E. Scannapieco et al.

Figure 3. Two-point correlation function of C IV (upper panel) and Si IV

(lower panel) absorption components. In each panel the components have
been divided into two redshifts bins, with symbols as in Fig. 1. The upper
panel also includes a number of comparisons with previous measurements.
In particular: the lower set of crosses corresponds to the full set of com-
ponents defined in BSR03, normalizing each QSO individually; the upper
set of crosses corresponds to imposing a column density cut of 1012 cm−2,
normalizing each QSO by its expected number of pairs; and the solid lines
correspond to dividing the BSR03 data into a subsamples with z �3.1 (lower
line) and z < 3.1 (upper line), as described in the text. In the lower panel,
the crosses corresponds to imposing a column density cut of 1012 cm−2 on
the Si IV components observed in BSR03 and normalizing each QSO by its
expected number of pairs.

size used to construct the correlation function (Mo, Jing & Börner
1992). In this case

σ
2,�
k = 1〈

n�
k

〉2

[
n�

k + 4

(
n�

k

)2

N �

]
, (7)

where N � is the total number of components detected in QSO �. Note
that the presence of this additional scatter highlights the strength of
our high signal-to-noise ratio data set, as it allows us to work in
the limit in which the number of C IV components detected in each
quasar is large.

The resulting correlation functions are shown in Fig. 3, again
split into two redshift bins. Interestingly, in the better measured C IV

case, there are hints that the z � 2.3 correlation function may be
enhanced with respect to the high-redshift one. Furthermore, this
growth is consistent with a population of absorbers that ‘passively’
evolves by following the motion of the IGM during the formation
of structure, as we discuss in further detail in Section 8.

In the upper panel of Fig. 3 we also plot correlation functions
computed from the sample defined in BSR03, which is drawn from
the spectra of nine QSOs with a mean redshift of 3.1 and a signal-to-
noise ratio per pixel of ≈50. In this case we show results obtained
both from using the full data set, normalizing each quasar individ-
ually (as was carried out in BSR03), and from imposing a lower
cut-off at N C IV,min = 1012 cm−2, normalizing each quasar by the ex-
pected number of pairs (as was carried out in our analysis). In both
cases the resulting ξ C IV(v) values are similar and somewhat lower

in amplitude than our measurements. Rauch et al. (1996) similarly
have found a lower amplitude. Dividing the BSR03 data into a z <

3.1 bin with a mean redshift of 2.5 and a z > 3.1 bin with a mean
redshift of 3.6 resulted in correlation functions given by the solid
curves (again calculated according to our method). Furthermore,
the amplitude of the z = 2.5 BSR03 correlation function is similar
to our measurements, which are drawn from a sample with a mean
redshift of 2.3. However, the higher-redshift curve is substantially
lower, again indicating that ξ C IV(v) is likely to evolve with redshift.
This was also suggested by the analysis in fig. 14 of BSR03, al-
though they point out that the changing ionizing background may
also be an issue. Finally we note that the BSR03 sample shows a
relative lack of components at ≈500 km s−1. This is very near the
C IV doublet separation.

Moving to the bottom panel of Fig. 3, we see that the overall
shape and amplitude of the C IV and Si IV correlation functions are
similar and are consistent to within the Si IV measurement errors, as
was discussed in Paper I. Both functions exhibit a steep decline at
large separations and a flatter profile at small separations, with an
elbow occurring at ≈150 km s−1. Both functions are also consistent
with the correlation one obtains from the full BSR03 Si IV sample,
after applying our cuts. Finally, as was noted in Paper I, there is a
weak low-redshift feature at ≈500 km s−1 in ξ C IV(v), the origin of
which we explore in Section 4.2.

In Fig. 4 we study the dependence of the C IV spatial distribution
on column density, by computing the correlation function over the
full redshift range but selecting components within a fixed range of
column density. In the upper panel we apply a cut on the maximum
column density component, while holding the minimum N C IV fixed
at our detection limit of 1012 cm−2. Apart from a weak shift in the
500–630 km s−1 bin, ξ C IV(v) remains practically unchanged by this
threshold. As the majority of the detected components are relatively
weak, this indicates that our signal is determined by the bulk of the

Figure 4. Dependence of the C IV correlation function on column den-
sity threshold. Upper panel: Effect of applying a cut on the maximum
column density of C IV components used to calculate ξ C IV(v). In all cases
N C IV,min = 1012 cm−2. Lower panel: Effect of applying a cut on the mini-
mum C IV column density, with N C IV,max fixed at 1016 cm−2.
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The sources of intergalactic metals 621

components in our sample, rather than by the properties of individual
strong absorbers.

The results of a more drastic test are shown in the lower panel of
Fig. 4. Here we hold N C IV,max fixed at 1016 cm−2 and apply a cut on
the minimum column density, which greatly reduces the number of
components in the sample. Nevertheless, moving from N C IV,min =
1012 cm−2 to N C IV,min = 1013.5 cm−2 results only in a very weak
enhancement of ξ C IV(v) at small separations, while the rest of the
correlation function remains unchanged. Thus, unlike Lyα absorp-
tion systems (Cristiani et al. 1997), the correlation of C IV does not
depend strongly on absorption column densities. Instead, the spatial
distribution seems to be a global property of the population of C IV

components.
A question that immediately arises is whether the features ob-

served in the C IV and Si IV correlation functions are intrinsic to
the underlying distribution of metals, or perhaps arise from varia-
tions in the ultraviolet (UV) background at somewhat shorter wave-
lengths. In fact, analyses of the He II distribution due to ionization by
54.4-eV photons suggest that the second reionization of hydrogen
may still have been quite patchy at z = 2.3–2.9 (Shull et al. 2004),
with He II found preferentially in ‘void’ regions where H I is weak
or undetected.

On the other hand, the ionization potentials of C III and Si III are
47.5 and 33.5 eV, respectively, somewhat lower than that of He II,
but well beyond the ionization potential of hydrogen. Thus if the
suggested patchiness of He II is due primarily to changes in the IGM
opacity at wavelengths shortward of 54.4 eV, then the distribution of
C IV and Si IV is likely to trace the underlying distribution of metals
more closely. If He II inhomogeneities exist and are caused by a
sparsity of hard sources, however, it is possible that background
variations may also play a role in the distribution of triply ionized
regions of carbon and silicon.

As the ionization potentials of C III and Si III differ by 12 eV, each
is sensitive to a slightly different range of UV photons. Thus if the
features seen in Fig. 3 were produced by changes in the ionizing
background, one might expect to see systematic changes in the ratio
of these species as a function of separation. As a simple test of
this possibility, we considered the average log (N C IV/N Si IV) as a
function of separation. In order to make the sample included in this
average as large as possible, we computed this as〈

log

(
NC IV

NSi IV

)〉
k

=
∑

i, j∈bin k

∑
�

log

(
NC IV,i

NSi IV,�

)
θ (5 − |v� − vi |)

×
{ ∑

i, j∈bin k

∑
�

[1 × θ (5 − |v� − vi |)]
}−1

, (8)

where θ (v) is the Heaviside step function, i and j are indices of C IV

components, � is an index over all Si IV components, and k is a given
bin in velocity separation used to calculate the correlation function.
In other words, for each bin in the correlation function, we average
log(N C IV/N Si IV) over all C IV components i that are found at the
appropriate separation from another C IV component j and within
5 km s−1 of a Si IV component �.

The results of this analysis are found in Fig. 5, which shows no cor-
relation between separation and species abundances. Furthermore,
our average value of log (N C IV/N Si IV) ≈ 0.7 is similar to that seen in
previous analyses of 1012 cm−2 � N C IV � 3 × 1014 cm−2 absorbers
(Kim, Cristiani & D’Odorico 2002; BSR03), as well as the weaker

Figure 5. The average log(N C IV/N Si IV) ratio for C IV components con-
tributing to the correlation function at various separations. At each separa-
tion the dashed error bars are the statistical errors, while the solid error bars
are the intrinsic scatter.

C IV and Si IV lines detected by Aguirre et al. (2004) using the pixel
optical depth method. Thus there is nothing particularly unusual
about the subset of absorbers selected by our procedure. Although
this is clearly not an exhaustive test, it nevertheless suggests that the
features in the correlation functions are not imprinted in a straight-
forward way by the UV background itself, and are more likely to be
caused by the spatial distribution of metals. However, a much more
detailed analysis is necessary to settle this issue definitively.

4.2 Peculiar systems at low redshift

The C IV correlation functions in Figs 3 and 4 hint at a secondary
bump at large separations. It is important to try to understand if this
comes from the presence of a few peculiar systems or if this is a
generic feature of the C IV distribution. To this end, we computed the
correlation function for different samples, each time excluding one
of the lines of sight, and discovered that the signal comes from three
QSOs, namely, PKS 0237−23, HE 0001−2340 and Q 0122−380.

The first of these has long been known to be very peculiar. Indeed,
a huge C IV complex is seen towards PKS 0237−23 at 11 different
redshifts over the range 1.596–1.676 (more than 10 000 km s−1) with
three main subcomplexes at z abs = 1.596, 1.657 and 1.674 (Boroson
et al. 1978; Sargent et al. 1988). Furthermore Foltz et al. (1993)
searched the field around PKS 0237−23 for other QSOs to provide
background sources against which the presence of absorption at
the same redshifts could be investigated. They concluded that the
complex can be interpreted as a real spatial overdensity of absorbing
clouds with a transverse size comparable to its extent along the line
of sight, that is of the order of 30 Mpc. The correlation function
without this line of sight is shown in Fig. 6.

Two other lines of sight display peculiar systems. At z abs = 2.1851
towards HE 0001−2340 there is a sub-damped Ly α (sub-DLA)
system and the associated C IV system is spread over ≈450 km
s−1. It is therefore difficult to know if the structure there is due to
large scales or more probably to the internal structure of the halo
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622 E. Scannapieco et al.

Figure 6. Upper panel: Impact of peculiar systems on the C IV correlation
function. Here the square points are computed from the full sample, the
circles are computed excluding the sightline towards PKS 0237−23, and
the stars are computed excluding both PKS 0237−23 and the two sub-DLA
systems, as described in the text. Lower panel: Comparison between ξ C IV(v)
for the full sample, including associated absorbers (crosses), and excluding
C IV components with 5000 km s−1 of the quasar redshifts (squares).

associated with this high-density peak. At z abs = 1.9743 towards Q
0122−380, there is a double strong system spread over more than
500 km s−1. It is again difficult to know whether these absorptions
reflect internal motions of highly disturbed gas.

After these are removed, the most significant excess at large sepa-
rations is found in the 500–630 km s−1 bin. This velocity difference
corresponds to the difference in wavelengths of the C IV doublet it-
self. In fact, it is interesting to note that this bin is the only one that is
significantly reduced by applying a cut to eliminate the larger N C IV

components, as was seen in Fig. 4.
As a further test of large-separation correlations, we have also

computed ξ C IV(v) including the associated systems, found within
5000 km s−1 of the redshifts of the QSOs in this sample. This is
compared with the C IV correlation function for our standard sample
in the lower panel of Fig. 6. At all separations, ξ C IV(v) remains un-
changed, thus indicating that associated systems are not distributed
in a particularly unusual way, and do not contribute any significant
features to ξ C IV(v) at ≈500 km s−1, or any other separation.

4.3 Fe II and Mg II

We now turn our attention to the distribution of lower-redshift met-
als, as traced by Mg II and Fe II. Splitting the data into two redshift
ranges yields the line-of-sight correlation functions shown in Fig. 7,
where again we have included both the Poisson and sample-size er-
rors in our estimate of the variances. Like their high-redshift coun-
terparts, Mg II and Fe II are found to trace each other closely. Their
correlation functions are both relatively shallow at small separations
and fall off more steeply at large separations. Also, like ξ C IV(v), both
ξ Mg II(v) and ξ Fe II(v) exhibit slight enhancements at lower redshifts,
although again these excesses fall within the errors.

Next we examine the dependence of the Mg II spatial distribution

Figure 7. Upper panel: Two-point correlation function of Mg II, divided into
two redshift bins as in Fig. 2. Lower panel: Two-point correlation function
of Fe II, divided into the same redshift bins.

on column density. Removing the strongest absorbers in our sample
before calculating ξ Mg II(v) results in the values plotted in the upper
panel of Fig. 8. As in the C IV case, the Mg II correlation function
is not dominated by the clustering of large components, but rather
remains almost unchanged as a function of N max, even when it is
reduced to 1012.5 cm−2, excluding over a third of the systems. Simi-
larly, raising the minimum column density from 1011.5 to 1012.5 cm−2

Figure 8. Dependence of Mg II correlation function on column density
threshold. Upper panel: Effect of applying a cut on the maximum column
density of Mg II subcomponents used to calculate ξ Mg II(v). In all cases
N Mg II,min = 1011.5 cm−2. Lower panel: Effect of applying a cut on the
minimum Mg II column density, with N Mg II,max fixed at 1016 cm−2.
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The sources of intergalactic metals 623

Figure 9. Measured correlation function of all metal-line components.
Points are measurements from our sample, while the solid line is the Mg II fit
by Churchill et al. (2003), arbitrarily normalized. The dashed line is the C IV

correlation function, shifted upwards by a factor of 2.1 to provide a simple
estimate of the impact of structure formation from z = 2.2 to 1.1 on a fixed
population of absorbers.

does not boost ξ Mg II(v), even though this excludes approximately
two-thirds of the sample.

In Fig. 9 we compare the correlation functions of C IV and Si IV

with those of Mg II and Fe II. Note that the mean redshift zmean of
these lower-ionization species is ≈1.2, while for C IV and Si IV it
is ≈2.3. Thus our sample contains very few objects in which all
four species can be directly compared. Nevertheless, a comparison
of their redshift-space correlation functions reveals a number of
important parallels. While ξ (v) of all species decline steeply at large

Table 3. Summary of measured metal-component correlation functions. Note that there is likely to be significant
redshift evolution of these functions. The mean redshifts of C IV and Si IV are ≈2.3. The mean redshifts of Mg II

and Fe II are ≈1.15.

Bin (km s−1) ξ C IV ξ Mg II Bin (km s−1) ξ Si IV ξ Fe II

20–25 41 ± 8 170 ± 50 20–30 94 ± 52 310 ± 150
25–32 66 ± 13 170 ± 40 30–43 71 ± 30 280 ± 130
32–40 59 ± 11 240 ± 60 43–65 71 ± 36 220 ± 100
40–50 40 ± 6 140 ± 40 65–100 30 ± 17 160 ± 70
50–63 49 ± 9 145 ± 30 100–140 27 ± 13 74 ± 34
63–79 35 ± 5 155 ± 40 140–200 11 ± 6 45 ± 19
79–100 30 ± 5 96 ± 23 200–300 6.2 ± 4.2 25 ± 11
100–125 26 ± 4 98 ± 21 300–450 6.6 ± 3.5 7.8 ± 4.1
125–160 20 ± 3 64 ± 15 450–670 3.9 ± 2.6 0.88 ± 0.58
160–200 14 ± 2 42 ± 10 670–1000 0.8 ± 0.7 0 ± 1
200–250 7.3 ± 1.2 35 ± 8
250–320 5.4 ± 1.0 20 ± 5
329–400 3.6 ± 0.7 12 ± 3
400–500 3.5 ± 0.7 6.9 ± 2.3
500–630 3.6 ± 0.8 1.7 ± 0.8
630–790 1.6 ± 0.4 4.2 ± 2.4
790–1000 0.98 ± 0.32 2.2 ± 1.3

separations and exhibit a turnover at smaller velocity differences, the
transition between these two regimes is pushed to slightly smaller
separations in the Mg II and Fe II case, and the fall-off at higher
densities is more abrupt.

Interestingly, the features seen in this distribution can be inferred
from the original fitting to the distribution of velocity separations of
Mg II absorbers by Petitjean & Bergeron (1990), using a remarkably
small number of systems. Their data were fitted with the sum of
two Gaussian distributions with similar overall weights and velocity
dispersions ofσ v =80 and 390 km s−1, which the authors interpreted
as due to the kinematics of clouds bound within a given galaxy halo,
and the kinematics of galaxy pairs, respectively. Working at higher
spectral resolution and higher signal-to-noise ratio, Churchill et al.
(2003) also obtained a good two-component Gaussian fit to the
two-point clustering function of Mg II components, although they
did not attempt to normalize this function to obtain ξ Mg II(v) + 1.
In this case the best-fitting values were σ v = 54 and 166 km s−1,
where the relative amplitude of the narrow component was twice
that of the broad component. This fit has been added to Fig. 9,
adopting an arbitrary normalization. Although our data set has an
overall signal-to-noise ratio that is higher than that of Churchill
et al. (2003), and thus is more complete at lower column densities,
their two-Gaussian model also provides a good match to our data at
�v � 400 km s−1. However, it falls short of the observed correlation
at larger separations.

To contrast the correlation functions in more detail, we have added
a simple estimate of ‘passive’ evolution to Fig. 9, that is, the evo-
lution if the metals detected at z ≈ 2.3 as C IV absorbers were to
move along with the formation of structure before appearing as
Mg II absorbers at z = 1.2. To first approximation, the overall bias
of such a metal tracer field would remain fixed, but its correlation
function would be enhanced by a factor of D2(1.2)/D2(2.3) = 2.1,
where D(z) is the linear growth factor. Surprisingly, simply shifting
ξ C IV(v) by a factor of 2.3 provides us with an accurate match for
the Mg II correlation function over a large range of separations, al-
though it underpredicts the clustering of Mg II and Fe II at smaller
distances. This is discussed in further detail in Section 8.

To facilitate future comparisons, in Table 3 we give the correlation
function and errors for each of the four species averaged over our full
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624 E. Scannapieco et al.

sample. Note that the small number of Si IV and Fe II components
forces us to use a smaller number of bins to beat down the statistical
noise in our measurements.

Finally, we carry out a test to determine if the spatial distribu-
tion of metals as traced by ξ C IV(v) may be affected by our VPFIT

decomposition into components. Previous studies have attempted
to trace the distribution of intergalactic metals by grouping together
components into ‘systems’, which are likely to have a common phys-
ical origin, and computing the correlation function of these systems
(e.g. Petitjean & Bergeron 1990; BSR03). While, typically, system
identifications have been carried out by eye, here we attempt a more
objective approach, which parallels the friends-of-friends technique
(Davis et al. 1985) widely used for group finding in cosmological
simulations. In this case, we define a velocity linking length (v link)
and group together all components whose separation from their near-
est neighbour is less than v link into a system at a redshift equal to the
average over all its components. Note that this procedure does not
involve simply linking together pairs within v link, but rather forms
collections of many components, each within a linking length of
its neighbours and grouped together into a single entity. It is there-
fore equivalent to partitioning a set of components into two systems
whenever they are separated by a gap wider than v link.

In the upper panel of Fig. 10 we plot ξ C IV(v) computed for the
resulting C IV systems, for three different choices ofv link. In all cases,
within our measurement errors, combining components into systems
has no appreciable impact at separations much larger than the linking
length. Thus while BSR03 report a lack of clustering of systems as
identified by eye, we are unable to reproduce this behaviour with our
automatic method. Perhaps this is not surprising, as the clustering of
ξ C IV(v) is very strong, and thus many pairs of ‘systems’ are likely to
be closely spaced and easily tagged as a single object. However, our
results show that fixing a pre-specified definition of systems does
not remove large-scale correlations in this way.

In the lower panel of Fig. 10, we see that grouping Mg II com-
ponents into systems has no clear impact at larger separations if

Figure 10. Upper panel: Impact of linking together C IV components into
systems. Lower panel: Impact of linking together Mg II components into
systems. Details described in the text.

v link = 25 or 50, and while there are hints of weak larger-scale
damping if v link = 100; these changes are within our errors. Simi-
lar results were obtained if each group was assigned the redshift of
its largest component, leading us to conclude that the ξ (v) features
observed in both the high-redshift and low-redshift species are not
related to division into components, but rather reflect the underlying
distribution of intergalactic metals.

5 N U M E R I C A L S I M U L AT I O N

5.1 Overall properties

For a better interpretation of the features seen in metal absorption-
line systems, we conducted a detailed smoothed particle hydrody-
namic (SPH) simulation of structure formation. Our goal here is
to apply the same automated procedure used to identify metal ab-
sorbers in the ESO Large Programme (LP) data set to a detailed
simulation, drawing conclusions as to what constraints our mea-
surements place on the underlying distribution of IGM metals. For
this purpose we focus our attention on a cold dark matter (CDM)
cosmological model with the same general cosmological parameters
as above, and the additional parameters σ 8 = 0.87 and n = 1, where
σ 2

8 is the variance of linear fluctuations on the 8 h−1 Mpc scale and
n is the ‘tilt’ of the primordial power spectrum. The Bardeen et al.
(1986) transfer function was used with an effective shape parame-
ter of 
 = 0.2, and the ionizing background flux was taken to be
(Haardt & Madau 1996):

J (ν, z) = 2.2 × 10−22

(
ν

νH I

)−1

(1 + z)0.73 exp

[
− (z − 2.3)2

1.9

]
erg s−1 Hz−1 cm−2 sr−1,

corresponding to a photoionization rate of

6.8 × 10−13 (1 + z)0.73 exp[−(z − 2.3)2/1.9] s−1.

We simulated a box of size 40/h comoving Mpc on a side, using
3203 dark matter particles and an equal number of gas particles.
The mass of each dark matter particle was 2.0 × 108 M�, and the
mass of each gas particle was 3.4 × 107 M�. This yields a nominal
minimum mass resolution for our (dark matter) group finding of
1.0 × 1010 M�. The run was started at an initial redshift of z =
99, and a fixed physical S2 (Hockney & Eastwood 1988) softening
length of 6.7 kpc was chosen, which is equivalent to a Plummer soft-
ening length of 2.8 kpc. The simulation was conducted using a par-
allel MPI2-based version of the HYDRA code (Couchman, Thomas
& Pearce 1995) developed by the Virgo Consortium (Thacker et al.
2003).

We used the SPH algorithm described in Thacker et al. (2000),
although, in an improvement upon earlier work, the maximum SPH
search radius now allows us to resolve the mean density of the
box accurately. Photoionization was implemented using the publicly
available routines from our serial HYDRA code. Radiative cooling was
calculated using the Sutherland & Dopita (1993) collisional ioniza-
tion equilibrium tables, and a uniform 2 per cent solar metallicity
was assumed for all gas particles for cooling purposes. Integration to
z = 2.0 required 9635 (unequal) steps, and four weeks of wall clock
time on 64 processors. Outputs for post-processing were saved at
redshifts of z = 8.0, 5.0, 4.0, 3.0, 2.5 and 2.0.

From each of the final three outputs, we interpolated to extract
two-dimensional slices of overdensity, temperature and line-of-sight
peculiar velocities on 24 equally spaced planes. By extracting ran-
dom sightlines from each of these three fields, we were then able to
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The sources of intergalactic metals 625

generate simulated metal-line spectra, which could be processed in
an identical fashion as the observed data. Before turning our atten-
tion to this issue, however, we first address the more basic concern
of the overall hydrogen distribution, which serves as both a check
of our simulation methods, and a way of fine-tuning the assumed
ionizing background to reproduce the observed properties of the
IGM.

5.2 Calculation of neutral hydrogen fraction

Once the baryon density, temperature and line-of sight velocity are
extracted along a line of sight, constructing a simulated spectrum
is relatively straightforward. One obtains the neutral hydrogen frac-
tion, f H I, in the IGM by solving the ionization equilibrium equation
(Black 1981)

α(T )npne = 
ci(T )nenH I + J22G1nH I, (9)

where α(T ) is the radiative recombination rate, 
ci (T ) is the rate of
collisional ionization, J22 is the UV background intensity in units of
10−22 erg s−1 Hz−1 cm−2 sr−1, J22G 1 is the rate of photoionization,
and np, n e and nH I are the number densities of protons, electrons
and neutral hydrogen, respectively. For the Haardt & Madau (2001)
spectrum assumed below, G 1 = 2.7 × 10−13 s−1; for the original
Haardt & Madau (1996) spectrum, G 1 = 3.2 × 10−13 s−1; and for the
(ν/νH I)−1 spectrum used in our simulation, G 1 = 3.1 × 10−13 s−1.
For comparison, G 1 J22 is equal to J−12 as defined in Choudhury,
Srianand & Padmanabhan (2001) and to 10 G 1 J21 as defined in Bi
& Davidsen (1997).

If we assume that the neutral fraction of hydrogen is �1 and all
the helium present is in the fully ionized form, we find

fH I(x, z) = α(T (x, z))

α(T (x, z)) + 
ci(T (x, z)) + G1 J22n−1
e (z)

, (10)

where the collisional ionization rate is


ci(T ) = 5.85 × 10−11 T 1/2 exp(−157 809.1/T ) cm3 s−1,

with T in kelvin, and Black (1981) gives an approximate form for
the radiative recombination rate as

α(T )

cm3 s−1
=

{
4.36 × 10−10 T −0.7573 if T � 5000 K,

2.17 × 10−10 T −0.6756 if T < 5000 K.
(11)

With these expressions we can compute the neutral hydrogen
density, nH I(x , z(x)), along a line of sight. Here x and z are related by
c dz = dx H (z), where the Hubble constant as a function of redshift
is H (z) = H0

√
�� + �m(1 + z)3. We choose a coordinate system

such that x = 0 at the front of the box and define �z(x , z0) as the
change in redshift from x = 0. We then construct the Lyα optical
depth as

τα(z0 + �z)

= cσα

(1 + z0)
√

π

∫
dx

nH I(x, z0)

b(x, z0)

× exp

{
−

[
x H (z0) + v(x, z0)(1 + z0) − c�z

(1 + z0)b(x, z0)

]2
}

, (12)

where

b(x, z0) ≡
√

2kBT (x, z0)/mp

(with kB the Boltzmann constant),

nH(z) = 1.12 × 10−5 (1 − Y )�b(1 + z)3h2 cm−3

= 1.83 × 10−7 (1 + z)3 cm−3

(with Y the helium mass fraction), and σ α is the Lyα cross-section,
which can be calculated as

σα = (3πσT/8)1/2 f λ0, (13)

where λ0 is the rest-frame wavelength of the transition, f is the
appropriate oscillator strength, and σ T = 6.25 × 10−25cm2 is the
Thomson cross-section. For Lyα, we have λ0 = 1215 Å and f =
0.4162, which gives σ α = 4.45 × 10−18 cm2. With equation (13) in
hand, we are able to construct simulated UVES spectra of the Lyα

forest by stacking vectors of optical density computed from ran-
domly extracted sightlines. These are then convolved with a Gaus-
sian smoothing kernel with a width of 4.4 km s−1 (corresponding to
the UVES resolution) and rebinned on to a 205 000 array of wave-
lengths, using the UVES pixelization from 3050 to 10 430 Å. Rather
than interpolate between simulation outputs, however, we first turn
our attention to a careful comparison between observations and lim-
ited segments of spectra at fixed redshifts, concentrating on two
main quantities: the probability distribution function, a single-point
quantity that is sensitive to the overall temperature and J22 evolution
background; and the two-point correlation function, a measure of
the spatial distribution of the gas.

5.3 Tests of the numerical hydrogen distribution

The probability distribution function (PDF) of the transmitted flux
was first used to study the Lyα forest by Jenkins & Ostriker (1991)
and since then has been a widely used tool for quantifying the mean
properties of the IGM (e.g. Rauch et al. 1997b; McDonald et al.
2000). In the upper panels of Fig. 11 we compare the PDF as mea-
sured by McDonald et al. (2000) to that generated from 20 simulated
spectra at representative redshifts of 2.5 and 3.0. In order to obtain
the good agreement seen in this figure, it was necessary to adjust the
assumed J22 values to 4.7 at z = 2.5 and to 3.7 at z = 3 (correspond-
ing to photoionization rates of 1.3 × 10−12 s−1 and 1.0 × 10−12 s−1),
down from the values of 5.4 and 4.7 (corresponding to photoioniza-
tion rates of 1.7 × 10−12 s−1 and 1.5 × 10−12 s−1), respectively, that
were assumed in the simulations.

This results in a slight inconsistency between the simulated
ρ–T relation and the one that would have arisen if we had repeated
the simulation with our fitted values of J22. In practice, however,
this difference is unimportant in relation to our primary goal of con-
structing simulated metal lines. It is dwarfed by effects due to the
uncertain evolution of the UV background at higher redshifts (e.g.
Hui & Gnedin 1997; Hui & Haiman 2003), uncertainties in the nor-
malization of the quasar spectra (e.g. McDonald et al. 2000), and
the extrapolation of the UV background from 912 Å to the shorter
wavelengths relevant for C IV and Si IV (e.g. Haardt & Madau 2001).
Thus our approach is more than adequate for the purposes of this
study. With our assumed background values, the mean fluxes at
z = 2.5 and 3.0 are 0.794 and 0.692, respectively, while the ob-
served values are 0.818 ± 0.012 and 0.684 ± 0.023.

As a second test of our simulations, we constructed the Lyα flux
correlation function ξ (�v) = 〈δF(v) δF(v + �v)〉, which primarily
provides a validation of our assumed primordial power spectrum
P(k) and its evolution in our simulation. Beginning with Croft et al.
(1998), the direct inversion of the one-dimensional power spectrum
of the Lyα flux has been seen as one of the best constraints on the
shape of the mass power spectrum on intermediate scales (e.g. Hui
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626 E. Scannapieco et al.

Figure 11. Top: Measured and simulated flux PDFs of the Lyα forest at
two representative redshifts. Measurements are taken from McDonald et al.
(2000) over redshift ranges of 2.09 � z � 2.67 (left panel) and 2.67 �
z � 3.39 (right panel), respectively, while simulations are at fixed red-
shifts of 2.5 (left panel) and 3 (right panel). Bottom: Measured and sim-
ulated flux two-point correlation functions of the Lyα forest: ξ (�v) =
〈δF(v) δF(v + �v)〉, where δF = F/F̄ −1, at two representative redshifts.
The triangles are measurements by McDonald et al. (2000) over redshift
ranges of 2.09 � z � 2.67 (left panel) and 2.67 � z � 3.39 (right panel),
respectively, and the circles are measurements by Croft et al. (2002) over
redshift ranges of 2.31 � z � 2.62 (left panel) and 2.88 � z � 3.25 (right
panel). Again, the simulations, represented by the solid lines, are at fixed
redshifts of 2.5 (left panel) and 3 (right panel).

1999; McDonald et al. 2000; Pichon et al. 2001; Croft et al. 2002;
Viel, Haehnelt & Springel 2004).

Again, this quantity is straightforward to extract from our simu-
lated spectra. The resulting values are shown in the lower panels of
Fig. 11, in which we compare them to measurements by McDonald
et al. (2000) as well as Croft et al. (2002). As in the single-point case,
our simulations are generally in good agreement with the observed
values. In fact, at z = 2.5, our simulated values are well within the
range of values bracketed by the weakly disagreeing observational
results. At z = 3.0, our simulated values provide a slight underpre-
diction at small separations, although this is only just outside the
1σ error in the current measurements. In summary, then, the gas
properties of our numerical simulation are more than adequate to
provide a firm basis for the construction of Lyα spectra, while at
the same time containing sufficient resolution to allow us to push
towards the denser regions associated with metal-line absorption
systems.

6 M O D E L L I N G M E TA L E N R I C H M E N T

6.1 Calculation of observed metal lines

Extending the methods of Section 5.2 to construct the spatial distri-
bution of metal lines requires us to adopt an overall spectral shape
for the ionizing background, as well as a more detailed calculation

Figure 12. Abundances of various species as a function of total hydrogen
number density for a 10−2 Z� gas exposed to a Haardt & Madau (2001)
background at z = 2.5. In the upper left panel, the temperatures correspond-
ing to each of the curves are, from top to bottom, 103.75 K (dotted), 104 K
(solid), 104.25 K (dot-dashed), 104.5 K (dashed), 104.75 K (dotted), 105.0 K
(solid), 105.25 K (dot-dashed), 105.5 K (dashed), 105.75 K (dotted) and 106.0 K
(solid). Similar labelling is used in the other panels. The vertical lines give
the mean hydrogen number density at z = 3 and 2, while the horizontal lines
give the total abundance of each of the elements.

of the densities of various species. Here we assume a UV spectrum
as predicted by the updated models of Haardt & Madau (2001, see
also Haardt & Madau 1996) at z = 2.5, but shifted such that J22

is consistent with the levels found in Section 5. Assuming local
thermal equilibrium, we then make use of CLOUDY94 (Ferland et al.
1998; Ferland 2000) to construct tables of the relevant species as
a function of temperature and density at each of these redshifts,
for a characteristic metallicity of 10−2 Z�. Self-shielding in opti-
cally thick regions was not taken to account. The resulting species
densities are shown as a function of hydrogen number density and
temperature in Fig. 12, which is modelled after fig. 2 of Rauch et al.
(1997a).

In this figure, we see that, roughly speaking, C IV traces the widest
range of environments, while Si IV, Mg II and Fe II probe progres-
sively denser regions. Thus while an appreciable level of C IV is
found in only a few times overdense z = 3 gas, comparable levels of
Si IV are achieved only in denser regions with � ≡ ρ(x)/ρ̄ ≈ 10;
and while Mg II is found at similar densities to Si IV, Fe II is only
detectable in � � 100 regions, orders of magnitude denser than
most C IV regions.

Similarly, C IV is detectable over a large temperature range, cover-
ing from 104 up to ≈106 K. While Si IV is also relatively stable with
respect to temperature changes, Mg II and Fe II are much more frag-
ile, and their abundances fall away quickly above ≈105 K. From
these results, we see that the correct modelling of Si IV requires
simulations that probe to densities ≈10 times higher than those
most relevant to CIV, although ξ C IV(v) and ξ Si IV(v) trace each other
closely. Thus while our numerical modelling was carried out at the
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The sources of intergalactic metals 627

Figure 13. Correlation functions and column density distributions for models in which metallicity is assumed to be constant throughout the simulation, or
a simple function of density. The filled points in the upper panels show high-metallicity models in which Z = 10−1 Z� and Z = �2/3 10−2 Z�, while the
filled points in the lower panels show lower-metallicity models in which Z = 10−2 Z� and Z = �2/3 10−3 Z�. Fifty-seven simulated QSO sightlines were
averaged in the high-metallicity models, and 114 were averaged in the lower-metallicity cases. The open circles give the measured C IV correlation function,
and the dashed lines give the fit to the column density distribution as in Fig. 1.

highest resolution possible, we nevertheless limit our comparisons
to C IV to minimize any remaining numerical effects.

6.2 A non-local dependence

Having determined the number densities of each of the species of in-
terest as a function of temperature and density in a 10−2 Z� medium,
we then applied these calculations to extract simulated metal absorp-
tion spectra from our simulations. As a first step, following Rauch
et al. (1997a), we assumed a constant metallicity across the simula-
tion volume and extracted sightlines of τ C IV using an appropriately
modified version of equation (12):

τC IV,i (z0 + �z)

= cσC IV,i

(1 + z0)
√

π

∫
dx

nC IV(x, z0)

bC IV(x, z0)

× exp

{
−

[
x H (z0) + v(x, z0)(1 + z0) − c�z

(1 + z0)bC IV(x, z0)

]2
}

, (14)

where now

bC IV(x, z0) ≡
√

2kBT (x, z0)/12mp,

nC IV(z) is the mean C IV density, and σ C IV,i is the cross-section cor-
responding to the ith absorption line of the C IV doublet. These we
compute directly from equation (13), taking (λ0,C IV,1, λ0,C IV,2) =
(1548.2, 1550.8) and ( f C IV,1, f C IV,2) = (0.1908, 0.09522). For the
low metallicities relevant for the IGM, the effects of changing metal-

licity can be modelled as a simple linear shift in the species under
consideration.

In contrast with the fixed-redshift comparisons described in
Section 5, our goal was to construct simulated data sets that cor-
responded as closely as possible to the full LP data set. In this case,
instead of stacking together spectra drawn from a single output, we
instead allowed for redshift evolution: drawing slices from the out-
put that most closely corresponded to the redshift in question, taking
n ∝ (1 + z)3, and interpolating between CLOUDY tables with appro-
priate J22 values. Finally, we applied Poisson noise corresponding
to a signal-to-noise ratio of 100 pixel−1.

Each spectrum generated by this method was subject to the same
two-step identification procedure that was applied to the real data,
and the resulting fits were subject to the same N and b cuts as de-
scribed in Section 2.2. The line lists compiled in this way were then
used to generate correlation functions and column density distribu-
tions that directly parallel those calculated from the LP data set.

These are shown in Fig. 13, in which we explore a low-metallicity
model (10−2 Z�) roughly consistent with previous estimates (e.g.
Rauch et al. 1997a; Schaye et al. 2003) as well as a higher-metallicity
model (10−1 Z�). Note that, at these metallicities, changes in Z can
be modelled simply by boosting the C IV density derived from the
CLOUDY tables by a linear factor. Increasing the metallicity by a factor
of 10 in this way has very little effect on the correlation function:
decreasing ξ C IV(v) in the 20 and 35 km s−1 bins by roughly a factor
of 1.5, while leaving the rest of the correlation function largely
unchanged. In all cases these values fall far short of the clustering
levels seen in our observational data, and they lack the conspicuous
bend observed at ≈150 km s−1.

C© 2005 The Authors. Journal compilation C© 2005 RAS, MNRAS 365, 615–637

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/365/2/615/976861 by C
N

R
S - ISTO

 user on 28 Septem
ber 2022



628 E. Scannapieco et al.

However, changing metallicity has a large effect on the column
density distribution. The low-metallicity model is consistent with
observations over the range of 12.5 � log N (cm−2) � 13.5, and
slightly overpredicts the number of large components (which have a
negligible impact on the correlation function). The high-metallicity
model, on the other hand, overpredicts the number of components
for all column densities log N (cm−2) � 13.0.

The poor fit to the correlation function is perhaps not surpris-
ing given the known inhomogeneity of the IGM metal distribution
(e.g. Rauch et al. 1997a). Most recently, this has been quantified
by Schaye et al. (2003), who applied a pixel optical depth method
to derive a non-linear relation between the local overdensity � of
hydrogen and the local carbon abundance. Over a large range of
environments, they found [C/H] ∝ �

2/3
H with a large variance. Is it

possible that accounting for this relationship would be able to re-
solve the discrepancy in ξ C IV(v)? In order to address this question,
we repeated our experiment, assuming that the local density fol-
lowed the best-fitting relationship derived by Schaye et al. (2003).
Again we considered both high- and low-metallicity models, result-
ing in correlation functions and column density distributions that
are shown in Fig. 13.

As our results, which depend on a line-fitting procedure, are bi-
ased to the densest regions, the ‘zero-point’ metallicities of these
models are naturally shifted to lower values. Thus, the �2/3 10−2 Z�
and the �2/3 10−3 Z� models shown in these figures yield simi-
lar numbers of components as the single-metallicity 10−1 Z� and
10−2 Z� models, respectively. In particular, the lower-metallicity
model allows us to obtain good agreement with the observed col-
umn density distribution, while assuming mean metallicity values
more in line with previous estimates (e.g. Hellsten et al. 1997; Rauch
et al. 1997a; Schaye et al. 2003).

Introducing a � dependence has almost no effect, however, on
the correlation function, neither boosting it at low separations nor
introducing a feature at ≈150 km s−1. Thus it appears that this
relationship is not the source of the clustering properties of the
metal-line components, and rather that the large variance seen in
the pixel-by-pixel results hides a third parameter that determines
these features. In fact, in Paper I, we described just such a key
parameter, the separation from a large dark-matter halo.

7 S O U R C E S O F I N T E R G A L AC T I C C I V

7.1 Distribution of metals and identification of sources

While the observed features in the C IV correlation function cannot
be understood in terms of a local non-linear relationship between
the metal and density distributions, we saw in Paper I that these
features could be easily explained in terms of the distribution of
metal sources. In that work we used a pure dark matter model to de-
scribe C IV components as contained within bubbles centred around
sources, and we interpreted the amplitude and the knee in the C IV

correlation function in terms of the source mass and bubble size,
respectively. In this investigation we develop a similar model, but
make use of the full gas and CLOUDY modelling described in Sections
5 and 6.

Following Paper I, we adopt a parametrization in which all metals
are found within a comoving radius Rs of a dark matter halo whose
mass is above a fixed value, M s. To facilitate comparison with our
previous modelling, as well as to allow for future comparisons with
analytic approaches, we identified all sources at a fixed redshift of
z = 3. In particular, halo detection was performed using the HOP

algorithm (Eisenstein & Hut 1998) with parameters δpeak = 160,

δ saddle = 140 and δouter = 80. The centres of these groups were
then traced forwards in time to the z = 2.5 and 2.0 slices such that
exactly the same groups could be selected from all the simulation
slices, accounting for appropriate peculiar motions.

As in Paper I, our choice of z = 3 is not meant to imply that
enrichment occurred at this redshift, but rather that it occurred at an
unknown redshift higher than the observed range, centred on groups
whose large-scale clustering was equivalent to z = 3 objects of mass
M s. For each choice of Rs and M s, we then painted bubbles of met-
als on our simulations, as illustrated in Fig. 14. While increasing
Rs has the obvious effect of increasing the volume filling factor of
metals, increasing M s not only lowers this filling factor, but also
clusters the bubbles more strongly. This can be most easily seen by
comparing models with similar filling factors. For example, com-
paring the M s = 1 × 1011 M�, R s = 1.6 comoving Mpc slice to the
M s = 5 × 1011 M�, R s = 2.4 comoving Mpc slice indicates that
a similar fraction is enriched with metals in both cases, but these
regions are spread over a considerable area in the lower-mass case
and concentrated into dense knots in the higher-mass case.

7.2 Properties of C IV

From slices such as those shown in Fig. 14 we were able to generate
simulated QSO absorption spectra, in a manner exactly parallel to
that described in Section 6.2: drawing lines of sight for the various
time outputs, piecing them together by evolving the mean density,
interpolating between CLOUDY tables, and applying realistic levels
of Poisson noise. In this case the metallicity was assumed to be at a
fixed value Zb within each bubble, and zero everywhere else. Note,
however, that our measurements are insensitive to C IV components
with columns below 1012 cm−2, and thus a more widely dispersed,
lower-level contribution to IGM metals (e.g. Schaye et al. 2003;
Bergeron & Herbert-Fort 2005) cannot be excluded.

In Paper I, our modelling made use of a parameter b̃ that con-
trolled the impact parameter associated with each subclump within
a bubble. In our more physical modelling, this role is played by
Zb, which we fixed at an initial value of 1/20 Z�. These spectra
were analysed by our automated procedure, and in Figs 15 and 16
we compare the resulting correlation functions and column density
distributions with those measured in the LP data set.

These plots reflect the trends seen in the slices. Increasing the
mass concentrates the metal into fewer regions, boosting the corre-
lation function, particularly at large separations. Increasing Rs, on
the other hand, impacts the correlation function primarily at smaller
separations, and has a strong impact on the total number of C IV

components detected per spectrum. From Fig. 15, the best-fitting
models are the M s = 5 × 1011 M� and R s = 2.4 Mpc, the M s =
1012 M� and R s = 2.4 Mpc, and the M s = 1012 M� and R s =
3.2 Mpc cases, with filling factors of 5.5, 8.6 and 11.6 per cent, re-
spectively, although several of the lower filling factor cases produce
so few lines as to be difficult to evaluate in detail. Similar filling fac-
tors have been advocated by Pieri & Haehnelt (2004) on the basis of
O VI measurements. The large M s values we derive are also sugges-
tive of the regions around Lyman-break galaxies (LBGs), which are
observed to be clustered like ≈1011.5 M� haloes at z = 3 (Porciani
& Giavalisco 2002), and for which a strong cross-correlation with
C IV absorbers has been measured (Adelberger et al. 2003, 2005;
see also Chen et al. 2001). It is also reminiscent of the association
between galaxies and C IV absorbers put forward in BSR03.

In Fig. 16 we better quantify the number of components in each
model by constructing simulated column density distributions as
discussed in Section 3.1. Here we see that, regardless of our choice
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The sources of intergalactic metals 629

Figure 14. The C IV distribution of a z = 3 slice in the simulation. Dark regions are those contained within a distance Rs of a dark matter halo of mass M s,
with parameters as labelled in the panels. These regions are used in constructing simulated spectra, while all gas outside them is considered to be metal-free.
From left to right, and then top to bottom, the overall volume filling factors (per cent) of these models are: 3.3, 8.6, 16.1; 3.4, 8.6, 16.7; and 1.7, 5.5, 11.6.

of source mass and bubble radius, all these models fall short of
reproducing the observations. Owing to the relatively small filling
factors of such bubble models, our choice of Z b = 1/20 Z� is not
able to generate the relatively large number of C IV absorbers seen
in the data.

In order to improve this agreement we considered a model in
which we assume a higher bubble metallicity of Z b ≈ 0.2 Z�, gen-
erating the ξ C IV(v) and log f (N ) values seen in Figs 17 and 18. As
was the case for our b̃ parameter in Paper I, varying Zb has relatively
little impact on the C IV correlation function, although the increased
number of components does result in less noise.

Thus the high-metallicity simulations display the same trends and
best-fitting models as were seen in the lower Zb case. However, the
improved signal allows us to distinguish the M s = 1012 M� and
R = 2.4 Mpc model as a somewhat better match to the data than the
M s = 5 × 1011 M� and R = 1.6 Mpc model and the M s = 1012 M�
and R = 3.2 Mpc model. The improved signal in Fig. 17 also enables
us to reject cases with very low filling factors. In particular, we see
that the models with the smallest bubble sizes do not reproduce the
observed ≈150 km s−1 elbow, exceeding the measured ξ C IV(v) at
small separations. Furthermore, models with M s = 1011 M� are
now seen to fall far short of the observed correlation function at
large separations, particularly if we consider the models with R s �
0.8, which are not overly peaked at small distances.

Finally, assuming a mean bubble metallicity of 1/5 Z� has a large
impact on the column density distribution, approximately doubling
the number of detected components and bringing our best-fitting
model into rough agreement with the data, although perhaps even

this value is slightly low in our best-fitting cases. It is clear that we
are forced towards these values because much of the gas around
≈1012 M� is heated by infall above ≈105.5 K, and thus it is largely
in the outskirts of our bubbles in which C IV absorbers are found.

While, at face value, this metallicity is widely discrepant with
other estimates, there are nevertheless two reasons to take it seri-
ously. First, the dense metal-rich regions in our model are observed
to be enriched to similar levels at z = 1.2. At this point, the LBG-
scale haloes around which we have placed our metals are expected to
have fallen into clusters, and thus the IGM gas is detectable through
X-ray emission in the intracluster medium (ICM). In fact, detailed
Chandra and XMM–Newton observations indicate ICM iron levels
of Z = 0.20+0.10

−0.05 at z = 1.2 (Tozzi et al. 2003), implying that at
even higher redshifts these metals have been efficiently mixed into
the diffuse gas that forms into clusters. Secondly, we note that more
than enough star formation has occurred by z = 2.3 to enrich these
regions to our assumed values. Indeed, comparisons between the in-
tegrated star formation history and more standard estimates of IGM
metallicity have shown that a large fraction of z ≈ 2 metals have so
far escaped detection (Pettini 1999). Thus, we find no compelling
reason to dismiss this high metallicity value as spurious, although
we emphasize that it has no direct impact on our derived clustering
masses and bubble sizes.

8 A N A NA LY T I C M O D E L

While our simulated bubble model provides a compelling picture of
the C IV and Si IV distribution at z ≈ 2–3, it leaves open the question
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630 E. Scannapieco et al.

Figure 15. Correlation functions of simulated C IV components, with an assumed bubble metallicity of 1/20 Z�. Panels are labelled by their assumed
M s in units of M� and Rs in units of comoving Mpc. In each panel the open circles summarize the observational results, while the filled squares repre-
sent the experimental results, as averaged over 114 spectra. Each panel is also labelled by the average number of C IV components detected per simulated
spectrum.

Figure 16. Column density distributions of simulated C IV absorption components, with an assumed bubble metallicity of 1/20 Z�. Models are as in Fig. 15,
and in each panel the filled points represent the simulation results, while the dashed line is the fit given in Fig. 1.
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The sources of intergalactic metals 631

.

Figure 17. Correlation function of simulated C IV components, with an assumed bubble metallicity of 1/5 Z�. Panels and symbols are as in Fig. 16.

Figure 18. Column density distributions of simulated C IV absorption components, with an assumed bubble metallicity of 1/5 Z�. Panels and symbols are as
in Fig. 16.
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632 E. Scannapieco et al.

as to properties of Mg II and Fe II. Yet the detailed modelling of these
species is beyond the capabilities of our simulation. As we saw in
Section 6.1, the environments of Mg II and Fe II are denser than C IV

and Si IV, particularly in the case of Fe II. Even more constraining
is the fact that almost all our detections of these systems fall well
below our final simulated redshift of 2, with the majority lying in
the 0.5 � z � 1.5 redshift range.

In Fig. 9 we saw that, while the overall shape and correlation func-
tion of these species is comparable to that observed in C IV and Si IV,
the magnitude and long separation tail of ξ (v) are shifted upwards
by a factor associated with the cosmological growth of structure.
While reproducing these trends is beyond the capabilities of our
simulation, they can nevertheless be studied from an approximate
analytic perspective.

8.1 Derivation

In Section 7 we found good agreement between our observations
and a model in which we painted metals around biased regions in our
simulation. Analytically this corresponds to a picture in which the
metal lines observed at zobs come from clumps that are within a fixed
radius of the sources of IGM metals. These pollution sources are
associated with relatively rare objects of mass Mp that ejected metals
into surroundings at a high redshift zp > zobs. After enrichment, these
components continue to cluster gravitationally to zobs.

In the numerical simulations, these pollution centres are identified
with the galaxies of mass M s at a redshift of z = 3. However, this
mass and redshift were intended only to quantify the bias of sources,
and it is more probable that they are really related to less massive,
higher-redshift objects, which exhibit similar clustering properties
(Porciani & Madau 2005; Scannapieco 2005).

Let us consider, then, four points: the centres of two clumps (1 and
2), which we observe as metal-line components, and the centres of
two bubbles (3 and 4), which correspond to the sources of pollution.
We require that the pollution sources correspond to peaks [i.e. linear
overdensities with a contrast larger than δcr ≡ 1.68D(zp)−1] at a
redshift zp > zobs and at a mass scale Mp. The clumps, on the
other hand, are associated with the C IV absorbers themselves, and
correspond to peaks at a mass scale Mc. In the linear approximation,
these fields satisfy a joint Gaussian probability distribution, which
is specified by the block correlation matrix

M =




ξcc(0) ξcc(r12) ξcp(r13) ξcp(r14)

ξcc(r12) ξcc(0) ξcp(r23) ξcp(r24)

ξcp(r13) ξcp(r23) ξpp(0) ξpp(r34)

ξcp(r14) ξcp(r24) ξpp(r34) ξpp(0)




≡
[

Mcc ccp

cpc Mpp

]
, (15)

where rij ≡ ||r i − r j ||, and ξ pp, ξ cc and ξ cp refer to the correlation
between pollution centres, the correlation between satellite clumps,
and the cross-correlation between satellite clumps and pollution
centres, respectively. The joint probability of having a peak of an
amplitude larger than δcr at the four points is given by

p(1, 2, 3, 4)

= 1

4π2
√

det |M|

∫ ∞

δcr

dδ1

∫ ∞

δcr

dδ2

∫ ∞

δcr

dδ3

∫ ∞

δcr

dδ4

× exp

[
− (δ1, δ2, δ3, δ4)T · M−1 · (δ1, δ2, δ3, δ4)

2

]
. (16)

We will evaluate this expression, assuming that the threshold that
defines the object is high relative to the corresponding rms densities
and taking the correlation between the metal-line clumps and the
centres of pollution to be small. We shall not assume the smallness
of the centre–centre nor clump–clump correlations, the first of which
is the most important. In this limit

M−1 ≈
[

M−1
cc −M−1

cc ccpM
−1
pp

−M−1
pp cpcM

−1
cc M−1

pp

]
, (17)

det |M| ≈ det |Mcc| · det |Mpp| (18)

and

p(1, 2, 3, 4)

≈ 1

4π2
√

det |Mcc|
√

det |Mpp|

×
∫ ∞

δcr

dδ1

∫ ∞

δcr

dδ2 exp
[ − 1

2 (δ1, δ2)T · M−1
cc · (δ1, δ2)

]

×
∫ ∞

δcr

dδ3

∫ ∞

δcr

dδ4 exp
[ − 1

2 (δ3, δ4)T · M−1
pp · (δ3, δ4)

]
× exp

[
(δ1, δ2)T · M−1

cc ccpM
−1
pp · (δ3, δ4)

]
. (19)

In the high peak limit, the last cross-correlation term can be factored
out from the integrals (see Appendix), yielding

p(1, 2, 3, 4)

≈ p(1, 2)p(3, 4) exp
[
(δcr, δcr)T · M−1

cc ccpM
−1
pp · (δcr, δcr)

]
, (20)

where p(1, 2) and p(3, 4) are computed from equation (A12), or,
explicitly,

p(1, 2, 3, 4)

≈ 1

4π2
ν−2

cc ν−2
pp C(ccc(r12), νcc)C(cpp(r34), νpp)

× exp

{
− ν2

cc

1 + ccc(r12)
− ν2

pp

1 + cpp(r34)

+ νccνpp
ccp(r13) + ccp(r24) + ccp(r14) + ccp(r23)

[1 + cpp(r34)][1 + ccc(r12)]

}
, (21)

where the function C(x , ν) is defined in the Appendix, and we define
the cross-correlation coefficients1 as

ccc ≡ ξcc(r )/ξcc(0),

cpp ≡ ξpp(r )/ξpp(0),

ccp ≡ ξcp(r )/
√

ξcc(0)ξpp(0),

and the normalized density thresholds as

νcc ≡ δcr/
√

ξcc(0),

νpp ≡ δcr/
√

ξpp(0).

1 The cross-correlation coefficients ξ cc(r )/ξ cc(0) and ξ pp(r )/ξ pp(0) reach
unity at r = 0 and thus cannot be assumed small everywhere. At the same
time ξcp(r )/

√
ξcc(0)ξpp(0) is always less than unity if Mc and Mp do not

coincide (Schwartz inequality). In particular, the smaller its maximum value,
achieved at r = 0, the larger the difference between the scales describing the
clumps and the pollution centres.
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The sources of intergalactic metals 633

Note that in equation (21) the correlation functions in the de-
nominator are not assumed to be small, which allows for proper
accounting of the case when two clumps or two pollution centres
are the same. For example, setting r 12 = r 34 = 0 properly recovers
the bivariant joint probability p(1, 3) to find a clump at a separation
r13 from the centre of pollution (equal in this case to r 14 = r 23 =
r 24).

In our model only those clumps that lie within the spherical bub-
ble around some pollution centre are observed to have metals. The
correlation function of clumps of mass Mc that are within spherical
bubbles around peaks corresponding to the mass Mp is defined as

p(δ1, δ3)p(δ2, δ4)[1 + ξ̄ (r12)] ≡ p̄(δ1, δ2, δ3, δ4), (22)

where the bar denotes averaging over the position of pollution cen-
tres within a distance Rs around two metal-rich clumps at a fixed
separation r12. Note that our definition of the correlation function,
ξ̄ (r12), is not equivalent to the estimator of the underlying correlation
function of all the clumps of mass M c, ξ (r 12), nor is it equivalent to
the conditional correlation function if there were a source of metals
(a high peak of the scale Mp) in the vicinity of every small halo,
ξ̄c(r12), which would be given by

p(δ1)p(δ2) p̄(δ3, δ4)[1 + ξ̄c(r12)] ≡ p̄(δ1, δ2, δ3, δ4). (23)

Furthermore, ξ̄ (r12) depends on the underlying two-point correla-
tion of small clumps, the correlation of the sources, and the cross-
correlation between clumps and sources. This last term is subject to
the most modification should the physics of metal dispersal change.
However, it mostly affects the biased density of small clumps in the
vicinity of the sources relative to the cosmological mean, which is
precisely the excess factored out in equation (22).

Thus equation (22) describes the correlation of metal components
at the redshift of pollution, which is dominated by the clustering of
the pollution sources. Subsequent gravitational clustering of en-
riched metals then leads to further amplification of the correlation
in the linear approximation as

ξ̄ (r , zobs) = [D(zobs)/D(zp)]2ξ̄ (r , zp), (24)

where D(z) is the linear density growth factor. This growth is sug-
gestive of the difference between the C IV and Mg II correlation func-
tions, as we saw in Fig. 9, as well as the hints of evolution seen in
ξ C IV(v) and ξ Mg II(v) in Figs 3 and 7.

8.2 Application to observed metal absorbers

In Fig. 19 we fit our analytic model to the data. In the left panel we
adopt the parameters used in our numerical simulations, identifying
metal pollution centres with M p = 1012 M� objects at a redshift
zp = 3 and metal-rich clumps with collapsed objects of M c =
109 M�, with R s = 2.4 comoving Mpc. At zobs = 2.3, the analytic
fit reproduces the measured ξ C IV(v) at large velocity separations,
where it is dominated by the correlation between pollution centres,
but it falls short at small velocities, where ξ C IV(v) is dominated by
the clump distribution within each bubble.

This is because the smoothing imposed by choosing M p ≈
1012 M� is similar to the 2.4 Mpc bubble size, and thus our lin-
ear formalism is insufficient to describe distances less than Rs. In
reality, the non-linear collapse of Mp would have moved in new ma-
terial to fill in this region. To mimic such non-linear effects at small
radii, we apply the prescription δcr −→ δcr + (1 − 1/δcr)ξ (Mo &
White 1996), resulting in the dashed curve. This correction, while

Figure 19. Comparison of our analytic model with the data. Left panel:
Low-redshift model for metal sources. Dotted lines represent the linear clus-
tering at zobs = 2.3 (lower) and zobs = 1.15 (upper) of clumps observed in
the vicinity of the pollution centres, with M p = 1012 M�, M c = 109 M�
and zp = 3. Solid lines show the effect of applying a non-linear correction
to these models. Finally, the dashed curve shows a non-linear zobs = 1.15
model in which M p = 1012 M� and zp = 3, but now M c = 1010 M�.
Right panel: The lower solid curve corresponds to M p = 3 × 109 M�,
M c = 108 M�, zpol = 7.5, zobs = 2.3, with no non-linear correction ap-
plied. The upper solid line is a further linear extrapolation of this model to
zobs = 1.15. The dashed line is a linear model again with zobs = 1.15,
M p = 3 × 109 M�, zpol = 7.5, but with Mc raised to 109 M�. For all
curves the comoving size of the bubble is 2.4 Mpc.

crude, is seen to recover a ξ C IV(v) that is similar to our simulated
1012 M� and R s = 2.4 Mpc case (and thus the observed correla-
tion function), confirming that the discrepancy at small distances is
caused by our neglect of non-linear motions.

Next we turn our attention to Mg II and Fe II, which are observed
at lower redshifts z ≈ 1.2. As we saw in Fig. 9, the rise of the correla-
tion amplitude of these species relative to C IV and Si IV is generally
in agreement with the hypothesis of linear growth of gravitational
clustering of a fixed population of objects from z = 2.3 to z = 1.15,
although there are significant discrepancies at small radii. Again we
plot both a linear zpol = 3, M p = 1012 M�, M c = 109 M� model
observed at zobs = 1.15 and a similar model in which a non-linear
correction has been applied. While the non-linear curve does well
at most radii, a shortfall is seen at z � 100 km s−1, similar to the
discrepancy between the ‘shifted’ ξ C IV(v) curve and the ξ Mg II(v)
curves in Fig. 9. Based on our plots of the species fraction as a func-
tion of environment, an important difference between these species
is clear. As Mg II can only survive in regions with a low ionization
parameter, it is biased towards much denser regions than C IV, which
corresponds in our analytic models to higher clump masses. Raising
Mc to 1010 M� to account for this effect leads to the dashed curve
in the left panel, which again agrees well with the data.

As discussed above, however, it is likely that the origin of metal
pollution lies at higher redshift from sources of a lower mass,
whose comoving clustering properties are identical to M ≈ 1012 M�
galaxies identified at z = 3. Indeed, these biased high-redshift
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sources may be the progenitors that later grew into large z = 3
galaxies. In the right panel of Fig. 19 we explore such a high-redshift
model, in which we take zpol = 7.5 and M p = 3 × 109 M�, so that
the bias of our sources is the same as for M p = 1012 M�, objects
forming at zp = 3. Adopting a similar ν c as in the zp = 3 case results
in the solid curves. As the smoothing due to the Lagrangian radius
associated with M p = 3 × 109 is minimal, no non-linear correction
is necessary and our simple model provides a reasonable fit to the
C IV and Si IV components observed at z = 2.3.

Similarly, extrapolation of the same objects to z = 1.15, the mean
redshift for Mg II and Fe II systems, matches their large-scale (v >

300 km s−1) correlations quite well, although the data at these sepa-
rations are sparse. At small velocities the difference between the en-
vironments of the two species becomes important, and linear scaling
does not completely explain the enhancement of correlation ampli-
tude in Fe II and Mg II relative to C IV and Si IV. As in the low-redshift
case, if we associate these species with larger clumps, the fit is much
improved at small radii, resulting in the dashed curve.

In summary, our simple analytic model generally reproduces
the features seen in our simulations of the C IV and Si IV correla-
tion functions, although a non-linear correction is necessary in the
zp = 3 model. Linearly extrapolating these models to lower redshift
results in a good fit to Mg II and Fe II at large distances, although
a fit at smaller distances requires us to use larger clump masses,
associated with denser environments. Finally, we find that there is
a strong degeneracy between Mp and zpol, with a family of sources
with similar biases producing acceptable fits.

9 C O N C L U S I O N S

While intergalactic metals are ubiquitous, the details of how these
elements made their way into the most tenuous regions of space
remains unknown. In this study we have used a uniquely large, ho-
mogeneous and high signal-to-noise ratio sample of QSO sightlines
to pin down the spatial distribution of these metals and combined this
with advanced automated detection techniques and a high-resolution
SPH simulation to pin down just what we can learn from this dis-
tribution. Our study has been focused on four key species: C IV and
Si IV, which serve as tracers of somewhat overdense regions from
redshifts 1.5 to 3.0, and Mg II and Fe II, which trace dense, lower-
redshift (z = 0.5–2.0) environments. No evolution in the column
density distributions of any of these species is detected.

In the high-redshift case, C IV and Si IV trace each other closely.
For both species, ξ (v), exhibits a steep decline at large separations,
which is roughly consistent with the slope of the �CDM matter
correlation function and the spatial clustering of z ≈ 3 Lyman-break
galaxies. At separations below ≈150 km s−1, this function flattens
out considerably, reaching a value of ξ (v) ≈ 50, if v � 50 km s−1.
Our data also suggest that ξ C IV(v) evolves weakly with redshift, at
a level consistent with the linear growth of structure.

The distribution of metals as traced by ξ C IV(v) is extremely ro-
bust. We find that it remains almost completely unchanged when
minimum or maximum column density cuts are applied to our sam-
ple, even if they are so extreme as to eliminate over two-thirds of
the components. We have also linked together C IV components into
systems, using a one-dimensional friends-of-friends algorithm, with
linking lengths of v link = 25, 50 and 100 km s−1. In all cases, the
line-of-sight correlation function of the resulting systems matches
the original component correlation function (within measurement
errors) at separations above v link. Finally, the Si IV/C IV ratio shows
no clear dependence when binned as a function of separation, sug-
gesting that the features seen in ξ C IV(v) and ξ Si IV(v) do not result
from fluctuations in the ionizing background.

Thus none of our tests indicate that the observed distributions of
C IV and Si IV represent anything but the distribution of intergalac-
tic metals at z = 1.5–3.0. This motivated us to carry out a con-
frontation between our C IV observations and detailed simulations
of IGM metal enrichment, which paralleled previous comparisons
for the Lyα forest. Furthermore, the advanced automatic detection
procedures described in Section 2.2 (see also Aracil, in preparation)
allowed us not only to compare simulated and observed spectra,
but also to generate simulated line lists in a manner that exactly
paralleled the observations.

Using these tools, we found that the observed features of the
C IV line-of-sight correlation function cannot be reproduced if the
IGM metallicity is constant. Rather, any such model falls far short
of the observed ξ C IV(v) amplitude and fails to reproduce flattening
seen below ≈150 km s−1. Furthermore, adopting a local relation
between overdensity and metallicity, as observed by Schaye et al.
(2003), has little or no effect on these results.

On the other hand, rough agreement between simulated and ob-
served C IV correlation functions is obtained in a model in which
only a fraction of the IGM is enriched. Emulating the simple model
in Paper I, we explored a range of models in which metals were
confined within bubbles of radius Rs about z = 3 sources of mass
M s, where these quantities are not meant literally as source red-
shifts and masses, but rather as tracers of the bias of the zpol � 3
source population. Varying these quantities, we derived parameters
that suggest large metal bubbles, R s ≈ 2 comoving Mpc, around
highly biased sources, with M s ≈ 1012 M�.

These results are suggestive of the association between galax-
ies and C IV absorbers put forward in BSR03, and the high cross-
correlation between LBGs and C IV absorbers measured by Adel-
berger et al. (2003, 2005). Yet this does not mean that LBGs are the
sources of intergalactic metals, only that the zpol � 3 sources were bi-
ased like LBGs. In fact, the case for outflows escaping lower-redshift
starbursts is much more convincing for dwarfs (Martin 2005). Sim-
ilarly, Rs need not be interpreted as the ejection radius of each
source, but instead as the distance at which bubbles from multiple
sources overlap. Our best-fitting M s and Rs values are independent
of the assumed bubble metallicity, although the low (�10 per cent)
volume filling factors of these models forces us to use large
(≈1/5 Z�) values to reproduce the observed C IV column density
distribution. Note, however, that given the high bias of our enriched
regions, such metallicities may be necessary to reconcile z ≈ 2.3
measurements with z ≈ 1.2 observations of the iron content of the
ICM in high-redshift galaxy clusters (Tozzi et al. 2003).

At lower redshifts, the line-of-sight correlation functions of Mg II

and Fe II are consistent with the same enriched regions seen in C IV

and Si IV, but now ‘passively’ evolved down to z ≈ 1.2. Again both
ξ Mg II(v) and ξ Fe II(v) trace each other closely, and exhibit the same
steep decline at large separations and flattening at small separations
as were seen in ξ C IV(v) and ξ Si IV(v). Also, as in the higher-redshift
case, the Mg II correlation function remains unchanged when min-
imum and maximum column density cuts are applied, and linking
together Mg II components into systems has no strong impact on
ξ Mg II(v) outside separations corresponding to the linking length.

Although Mg II and Fe II are detected in regions that cannot be
simulated numerically, we are nevertheless able to develop an ana-
lytic model that allows for a simple analysis of these species. Test-
ing our model against ξ C IV(v) and ξ Si IV(v), we find generally good
agreement with the data for similar values of mass and Rs as in the
numerical case. Pushing the model to lower redshift, we find that
the same parameters do well at reproducing the clustering proper-
ties of Mg II and Fe II, especially when we account for the fact that
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these species are found in denser environments. Finally, we also
find agreement with the observed ξ C IV(v) and ξ Si IV(v) at z = 2.3
and ξ Mg II(v) and ξ Fe II(v) at z = 1.15, and a high-redshift analytic
model in which zp = 7.5 and M p = 3 × 109 M�, illustrating the
strong degeneracy between Mp and zp for similarly biased sources.

Taken together, our z ≈ 2.3 and z ≈ 1.2 measurements, numerical
simulations and analytic modelling paint a consistent picture of IGM
enrichment. The distribution of intergalactic metals does not appear
uniform, nor simply dependent on the local density, but rather it
bears the signature of the population from which it came. While the
z � 3 redshift of metal ejection is unknown, a joint constraint on the
masses and redshifts of the objects responsible for IGM pollution
remains compelling. Models of IGM enrichment must come to terms
with the observed biased sources of intergalactic metals.
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A P P E N D I X A : T WO - P O I N T J O I N T P RO BA B I L I T Y D I S T R I BU T I O N O F H I G H P E A K S
I N G AU S S I A N F I E L D S

In this section we present formulae for the joint two-point probability for the peaks in the Gaussian field that are used in our analytic model.
These allow for the pair of peaks to have different scales and improve on the asymptotic results for the high peaks.

In the standard cosmological picture one identifies a collapsed object of mass M with a peak of height δ > δcr in the density field δ(x),
smoothed with a top-hat window function W(R) with the scale R = (3M/4πρ̄)1/3. In the limit of large height the geometrical peaks of the
Gaussian field can be approximately described as just the regions of high field values. This is the approximation that we adopt.

We shall need, first, the variance of the smoothed density field

σ 2 =
∫

P(k)W 2(k R)k2 dk, (A1)

where P(k) is the power spectrum of the density field and the Fourier image of the top-hat window is

W (k R) ≡ 4πR3

[
sin(k R)

(K R)3
− cos(k R)

(K R)2

]
, (A2)

and, secondly, the correlation function between the values of the field at two positions, separated by the distance r 12 = x 1 − x 2,

ξ (r12) =
∫

P(k)
sin(kr12)

kr12
W (k R1)W (k R2)k2 dk, (A3)

where the value at point 1 is taken after the field is smoothed on a scale R1, while at point 2 the field is evaluated after smoothing on a scale
R2. If R1 = R2, then ξ (0) = σ 2, while in general ξ (0) � σ 1 σ 2.

To evaluate the probability distribution functions used in Section 8, we begin with the well-known result for the one-point probability of
the field height to exceed δcr :

p(1) = 1√
2π σ

∫ ∞

δcr

dδ1 exp

(
− δ2

1

2σ 2
1

)
∼ 1√

2π

σ1

δcr
exp

(
− δ2

cr

2σ 2
1

)
= 1√

2π
ν−1

1 exp

(
−ν2

1

2

)
, (A4)

where ν 1 ≡ δcr/σ 1. Here 1 refers both to the (arbitrary) point where the field is evaluated, as well as to the scale it was smoothed with, R1.
Next we evaluate the asymptotic behaviour at large δcr � σ for the joint two-point probability

p(1, 2) = 1

2π
√

σ 2
1 σ 2

2 − ξ (r12)

∫ ∞

δcr

dδ1

∫ ∞

δcr

dδ2 exp

[
−1

2

δ1σ
2
2 + δ2σ

2
1 − 2ξ (r12)δ1δ2

σ 2
1 σ 2

2 − ξ 2(r12)

]
, (A5)

paying attention to the prefactors of the exponential terms. In general, σ 1 �= σ 2, but when δ1 and δ2 represent the same field smoothed with
the same filter taken at two different points (the case that we mostly need in this paper), then σ 1 = σ 2. Introducing uncorrelated variables

x = δ1σ2 + δ2σ1

δcrσ2 + δcrσ1
and y = δ1σ2 − δ2σ1

σ1σ2
,

we obtain

p(1, 2) = δcr(σ1 + σ2)

4π
√

σ 2
1 σ 2

2 − ξ 2(r12)

∫ ∞

1

dx exp

[
−1

4

δ2
cr

σ1σ2

(σ1 + σ2)2

σ1σ2 + ξ (r12)
x2

]∫ δcr[x(σ1+σ2)−2σ1]/σ1σ2

δcr[2σ2−x(σ1+σ2)]/σ1σ2

dy exp

[
−1

4

σ1σ2

σ1σ2 − ξ (r12)
y2

]
. (A6)
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This integral is of Laplace type,

I =
∫ ∞

1

dx e−αφ(x) f (x) with α = δ2
cr/σ1σ2,

which for large α asymptotically accumulates at the lower integration boundary over the interval x ∈ [1, 1 + �x], with

�x = 2
σ1σ2

δ2
cr

σ1σ2 + ξ (r12)

(σ1 + σ2)2
.

Asymptotic expansion is straightforward if one can expand f (x) in a Taylor series near x = 1,

f (x) ≡
∫ δcr[x(σ1+σ2)−2σ1]/σ1σ2

δcr[2σ2−x(σ1+σ2)]/σ1σ2

dy exp

[
−1

4

σ1σ2

σ1σ2 − ξ (r12)
y2

]
≈ 2(x − 1)

δcr(σ1 + σ2)

σ1σ2
exp

[
−1

4

δ2
cr

σ1σ2

(σ1 − σ2)2

σ1σ2 − ξ (r12)

]
, (A7)

in which case we get

p(1, 2) ≈ 2

π

σ1σ2

δ2
cr

[σ1σ2 + ξ (r12)]3/2

(σ1 + σ2)2[σ1σ2 − ξ (r12)]1/2
exp

[
−1

2
δ2

cr

σ 2
1 + σ 2

2 − 2ξ (r12)

σ 2
1 σ 2

2 − ξ 2(r12)

]
. (A8)

Two things are notable: First is the prefactor (σ 1σ 2)/δ2
cr. Secondly, we find that for small correlations the effect in the exponent where

small ξ/σ 1σ 2 is multiplied by δcr/σ 1σ 2 dominates the correction from the prefactor. Thus, as a leading-order approximation, we can account
for small correlations by factoring out the exponential correlation term from the original expression, with the values of the field replaced by
the threshold values.

In reality, the asymptotics in equation (A8) do not give an accurate approximation if correlations are strong, ξ (r 12) → σ 1σ 2, especially
since our threshold parameter δcr/σ may not be very large. This is definitely the case for a distribution of identical objects at short distances,
since then ξ (r → 0) = σ 2. More accurately, the Taylor expansion of f (x) in equation (A7) is not suitable when the width of the relevant
integration range �y = δcr �x (σ 1 + σ 2)/(σ 1σ 2) exceeds the width of the Gaussian

√
[σ1σ2 − ξ (r12)]/(σ1σ2). In this case, however, the

integration over y can be extended to ±∞. With subsequent asymptotic analysis of the integral over x, this gives

p(1, 2) ≈ 1√
π

√
σ1σ2

δcr

√
σ1σ2 + ξ (r12)

σ1 + σ2
exp

[
−1

4

δ2
cr

σ1σ2

(σ1 + σ2)2

σ1σ2 + ξ (r12)

]
, with

2√
σ1σ2 − ξ (r12)

σ1σ2 + ξ (r12)

σ1 + σ2
� δcr√

σ1σ2
� 1. (A9)

The general equations (A8) and (A9) are much simpler in the case when variances are identical, σ 2
1 = σ 2

2 = ξ (0). Defining the cross-
correlation coefficient c(r 12) = ξ (r 12)/ξ (0) and specifying accurately the range of validity of equation (A8) gives

p(1, 2) ≈ 1

2π
ν−2 A(c(r12)) exp

[
− ν2

1 + c(r12)

]
, for ν � max

(
1,

1 + c(r12)√
1 − c(r12)

)
, (A10)

p(1, 2) ≈ 1√
2π

ν−1 B(c(r12)) exp

[
− ν2

1 + c(r12)

]
, for

1 + c(r12)√
1 − c(r12)

� ν � 1, (A11)

where smooth functions

A(x) ≡
√

(1 + x)3

1 − x
x→0−→ 1 and B(x) ≡

√
1 + x

2
x→1−→ 1.

As expected,

p(1, 2)
c→0−→ p(1)p(2) and p(1, 2)

c→1−→ p(1).

It is important to note that the probability is additionally enhanced by ν = δcr/σ when correlations are strong.
Finally, we combine (A10) and (A11) into the uniform approximation

p(1, 2) ≈ 1

2π
ν−2C(c(r12), ν) exp

[
− ν2

1 + c(r12)

]
, for ν � 1, (A12)

with the help of an interpolating function, C(x , ν), such that C(0, ν) = 1, C(1, ν) = ν
√

2π. The choice

C(x, ν) = ν
√

π
√

(1 + x)3

(ν
√

π − 1)
√

1 − x + (1 + x)
(A13)

reflects both the details of the functions A(x) and B(x) and of the transition between (A10) and (A11).
In the weak correlation regime, the formula (A12) coincides with the classic result of Kaiser (1984). At the same time, in the strong

correlation regime, the result (A12) shows that the correlation between regions of high density is additionally enhanced by the factor
√

2πν.
Although our result is rigorous for the points of high excursions of the field at all separations r, the interpretation of the last regime in terms
of peak, or object, correlation is questionable at r < R1 + R2 when the two high-density points probably belong to the same peak.

This paper has been typeset from a TEX/LATEX file prepared by the author.
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