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ABSTRACT

Aims. We present a new method for reproducing high spatial resolution observations of bow shocks by using 1D plane parallel shock
models. As an example we analyse one bow shock located in the Orion Molecular Cloud (OMC1).
Methods. We use high spatial resolution near-infrared observations of H2 rovibrational emission to constrain shock models. These
observations have been made at the ESO-VLT using a combination of the NACO adaptive optics system and infrared camera array and
the Fabry-Perot interferometer. Three rovibrational H2 lines have been observed: v = 1−0 S(1) at 2.12 µm, v = 1−0 S(0) at 2.23 µm
and v = 2−1 S(1) at 2.25 µm. The spatial resolution is 0.′′15 ∼ 70 AU. We analyse a single bow shock located in our field, featuring a
very well defined morphology and high brightness.
Results. One dimensional shock models are combined to estimate the physical properties of pre-shock density, shock velocity and
transverse magnetic field strength along the bow shock. We find that the pre-shock density is constant at ∼5 × 105 cm−3 and shock
velocities lie between ∼35 km s−1 in the wings of the shock and ∼50 km s−1 at the apex. We also find that the transverse magnetic
field is stronger at the apex and weaker further down the wings varying between ∼2 and 4 mGauss. Predictions of shock velocity and
magnetic field strength agree with previous independent observations.

Key words. ISM: individual objects: OMC1 – ISM: kinematics and dynamics – ISM: molecules – shock waves –
ISM: lines and bands

1. Introduction

With this work we present a new method for analysing bow
shocks caused by outflows. These shocks may originate from a
multitude of objects ranging from young stellar objects (YSOs),
planetary nebulae, supernova explosions, neutron stars to active
galactic nuclei. In this paper we will limit our focus to jets and
outflows from YSOs.

Although jets and outflows from YSOs were not predicted
as a natural consequence of any unified theoretical model of star
formation, observations show that they are an integral part of star
formation. Jets and outflows play an important role both in the
formation of individual stars, but also in inducing new genera-
tions of stars (e.g. Elmegreen & Lada 1977; Vannier et al. 2001).
Therefore by observing and modelling shocks it is possible to
gain significant insight into the physical conditions found in star
forming regions (see e.g. Smith et al. 2003; Giannini et al. 2006;
Neufeld et al. 2006; Kristensen et al. 2007, for recent results)
providing new constraints for models of clustered star formation.

The Orion Molecular Cloud (OMC1) is the closest site of
active massive star formation located at a distance of ∼460 pc
(Bally et al. 2000). Here more than 1000 stars have formed
around the Trapezium OB association within the last 1 Myr
(Hillenbrand et al. 1998). On the surface of OMC1 an outflow
was launched approximately centred on the Becklin-Neugebauer

� Based on observations obtained at the European Southern
Observatories, VLT, Chile.

object (BN, a B3 star; Gezari et al. 1998). This resulted in the
launch of more than 50 so-called “fingers”. At the apex of each
finger a fast moving “bullet” is found (Axon & Taylor 1984;
Lee & Burton 2000; Doi et al. 2002), a dissociative shock which
is observed in [FeII] emission with H2 emission trailing behind
in prominent bow shocks (Allen & Burton 1993). The fingers
are mostly found to the northwest of BN and shock velocities
are measured from proper motions to be several hundred km s−1

(Lee & Burton 2000; Doi et al. 2002). This gives a dynamical
age of the outflow of ∼1000 years.

The same event or a similar event launched a series of slower
non-dissociative shocks, primarily located southwest of BN (v ≤
50 km s−1; Chrysostomou et al. 1997; Gustafsson et al. 2003;
Cunningham 2006; Nissen et al. 2007). Although the launch
mechanism remains a mystery, there is growing consensus that
the joint interaction of radio source I, radio source n and possibly
BN play a central role (Menten & Reid 1995; Gezari et al. 1998;
Beuther et al. 2004; Bally & Zinnecker 2005; Nissen et al. 2007)
as these objects were all located within a radius of 2′′ (∼900 AU)
some 500 years ago (Gómez et al. 2005).

Using high spatial resolution observations (i.e. a spatial reso-
lution better than ∼0.′′5 or ∼230 AU) it is possible to resolve indi-
vidual outflow objects and describe their morphology (e.g. Smith
et al. 1997; Stolovy et al. 1998; Schultz et al. 1999; Vannier et al.
2001; Gustafsson et al. 2003; Lacombe et al. 2004; Nissen et al.
2007; Kristensen et al. 2007). In most objects in the slower out-
flow SW of BN the morphology is clearly bow shaped leading
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to the interpretation that these objects are indeed bow shocks.
In this paper we will analyse one of these bow shocks, which
has recently been observed with the ESO-VLT. These new data
show a spatial resolution of 0.′′13 (∼60 AU; Gustafsson 2006;
Gustafsson et al. 2007).

Several groups have already constructed 3D bow shock mod-
els (e.g. Smith & Brand 1990; Raga et al. 2002; Smith et al.
2003) or 2D models (e.g. Raga & Cabrit 1993; Lee et al. 2001;
Ostriker et al. 2001; Lim et al. 2002; Fragile et al. 2005), but
so far they do not include detailed chemical reaction networks
or the full set of magneto-hydrodynamical equations in a self-
consistent manner. By contrast these factors are included in
1D models (e.g. Flower & Pineau des Forêts 2003). However in
a 1D model geometry is essentially not defined. Here we make
a first attempt to combine both a self-consistent treatment of the
chemistry and physics with the geometry.

A common method for constructing 2D/3D bow shocks is
to align plane parallel 1D shock models along a predefined bow
shape. The shape of the bow is then varied as well as the input
parameters for each shock model. Continuity of output param-
eters along the shock is ensured by letting the input parameters
change following simple algorithms (e.g. Smith & Brand 1990;
Smith et al. 2003).

In this paper we will start with observations and from these
create a 2D shock model. This is done by cutting the bow into
segments and then reproducing the observed properties of each
segment by a 1D model. This resembles the method mentioned
above with respect to constructing a bow shock from 1D models.
However, it is important to realise that we let nature dictate the
bow shape and how velocity, density, magnetic field strength etc.
change instead of assuming an algorithm for the changes. We do
this in a very simplified manner ignoring any 3D effects such as
inclination and depth.

The method outlined in this paper will provide a first estima-
tion of how initial conditions change along the bow. This can be
used to verify the assumptions usually made on how the velocity
changes along the bow, but it can also serve as an input param-
eter for 3D models currently under construction (Ravkilde et al.
2007).

In Sect. 2 we describe how observations were made and in
Sect. 3 we provide the observational results. Here we show how
our 2D model is assembled and in Sect. 4 we analyse the bow
shock following this recipe. Concluding remarks are given in
Sect. 5.

2. Observations and data reduction

Observations were performed on the nights of December 3−5,
2004 at the ESO-VLT using the NAOS-CONICA adaptive optics
system and infrared camera. The Fabry-Perot (FP) interferome-
ter was used to scan three fields centred on the BN object and
covering Peak 1 and 2 located northwest and southeast of BN re-
spectively (Beckwith et al. 1978, see Fig. 1). Full data-reduction
has been described in Gustafsson (2006) and Gustafsson et al.
(2007). Here we will give a brief overview of data-reduction and
focus on the parts relevant for this work. In Fig. 1 we show the
full field of our observations in the v = 1−0 S(0) transition. The
object we have chosen to analyse is located in the field south of
BN and we will focus on data reduction of this field.

With the FP we scanned the three H2 rovibrational lines
v = 1−0 S(1) at 2.12 µm, v = 1−0 S(0) at 2.23 µm and
v = 2−1 S(1) at 2.25 µm. The bandwidth of the FP is ∼2 nm giv-
ing a spectral resolution of ∆λ/λ = 1000. Each line was scanned
in 15−18 steps and the exposure time of each frame in the scan

was 120 s. We performed one scan of the v = 1−0 S(1) line and
4 scans of the v = 1−0 S(0) and v = 2−1 S(1) lines. We used the
S27 camera with a pixel scale of 27 mas and a field-of-view of
27.′′6 × 27.′′6.

For observations of this field we used the star Parenago 1839
(mV = 14.6) as guide star for the AO system. The visible wave-
front sensor was used in all observations.

The Ar line at 2.0992 µm was scanned before each science
scan to obtain an accurate wavelength calibration. Data reduc-
tion included dark and bias subtraction, flat-fielding, bad pixel
rejection and wavelength correction contained in the phase map
(Gustafsson et al. 2003). Phase maps were obtained from images
made from data in the wings of the lines. For each pixel we fitted
and integrated a lorentzian profile in the wavelength direction to
obtain the integrated brightness.

In the case of the v = 1−0 S(0) and v = 2−1 S(1) emission
lines we performed 4 scans of each line. The resulting brightness
maps of these scans have been combined into one. This was done
after carefully checking image registration (see below).

The spatial resolution is obtained from the full width at half
maximum (FWHM) of observed Point-Spread-Functions (PSFs)
of stars located in the field. Resolution is on average 0.′′13 cor-
responding to ∼5 pixels or ∼60 AU. This average covers a range
of resolutions from 0.′′10−0.′′17 (45−80 AU). To improve S/N
we have smoothed all images by a 3 × 3 boxcar moving average.
This has degraded the resolution by ∼18% to 0.′′15 or ∼70 AU.

Absolute calibration have been performed by observing the
DENIS standard star HR1950, spectral type B1.5V, located
at 05h40m37.s30; −02◦49′30.′′85 with a K-band magnitude of
6.785 ± 0.024 (Skrutskie et al. 2006). Observations and data re-
duction of the standard star has been performed in the same man-
ner as the science observations. The star TCC0016 located in our
field has been used to verify the calibration. It is a K7 star whose
K′ magnitude is given by McCaughrean & Stauffer (1994)
(mK′ = 8.63). The two calibrations agree within 10%.

For our data analysis we also need to consider the following
issues: (i) atmospheric absorption, (ii) differential reddening and
(iii) image registration. In the following we will consider each
of these.

(i) When comparing brightness of different lines it is essen-
tial that these are as free as possible of differential effects. The
atmospheric absorption atlas by Livingston & Wallace (1991)
shows that there is little or no absorption for the three lines con-
sidered here (see also Kristensen et al. 2007).

(ii) Due to interstellar dust the three lines will suffer from
differential reddening or extinction. Brand et al. (1988) and
Rosenthal et al. (2000) estimated the extinction in Peak 1 to
the north of our object to be 1mag at 2.12 µm. Mathis (1990)
showed empirically that the differential reddening is given by
∼(λ1/λ2)−1.7. If we adopt the same extinction here the v =
1−0 S(0) line could be underestimated by ∼7% and the v =
2−1 S(1) line by 9% compared to the v = 1−0 S(1) line. We
have not taken this into account in our analysis, as there are al-
most certainly small variations in extinction over OMC1 at the
scale of our object. Furthermore these variations are of the order
of the uncertainty we find in the models.

(iii) In order accurately to compare the emission from the
three lines, it is necessary to perform an accurate registration of
the three line maps. This has been done by using the positions
of 11 stars found in all three maps. Image registration has been
performed to better than ±1 pixel (i.e. 27 mas or 1/5 of the PSF
FWHM).
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Fig. 1. Finding chart showing our 3 fields of view in the continuum-subtracted H2 v = 1−0 S(0) line at 2.23 µm. The colour bar is in units of
10−6 W m−2 sr−1, and the coordinates are given in arcseconds with respect to TCC0016 (05h35m14.s91, −05◦22′39.′′31; J2000). The position of the
star TCC0016 is marked with a cross (+) and the BN object is marked with a star (�). The inset shows a zoom of the shock delineated by the
rectangle.

3. Results and 2D model description

We choose to limit this paper to the description of one bow shock
in our field of view. In a forthcoming paper we will report a more
systematic analysis of a larger selection of bow shocks found
in our field of view. The present object is located 20.′′5 W and
6′′ S of TCC0016, our positional reference point (05h35m14.s91,
−05◦22′39.′′31; J2000). The object is shown in the inset in Fig. 1
in v = 1−0 S(0) emission. The peak brightness in the strong v =
1−0 S(1) line is (2.06 ± 0.09) × 10−5 W m−2 sr−1, whereas it is
3.3 times lower in the v = 1−0 S(0) line and 5.6 times lower in
the v = 2−1 S(1) line.

This object has previously been described in Kristensen et al.
(2007) (labelled object 3) and Nissen et al. (2007) (labelled
B43). In Kristensen et al., it was found that a shock with velocity
∼35−40 km s−1 and preshock density ∼105 cm−3 could repro-
duce the line brightness of the v = 1−0 S(1) and v = 1−0 S(0)
H2 lines. Those data showed a spatial resolution of 0.′′45 and
were obtained with the 3.6 m Canada-France-Hawaii telescope
(CFHT). In that analysis the shock width was also used as an
observational constraint. The shock width was obtained from
ESO-VLT/NACO observations where the spatial resolution was
80 mas (Lacombe et al. 2004).

Using the GriF FP interferometer on CFHT Nissen et al.
(2007) measured radial velocities of H2 emitting in the v =
1−0 S(1) line. They measured a peak radial velocity of
−36 km s−1, that is, the object is moving towards us at

36 ± 1 km s−1. Recent proper motion studies performed by
Cunningham (2006) indicate that this object has a proper motion
of 41 km s−1 ± 25 km s−1. The full 3D velocity of this object is
then ∼55 ± 25 km s−1 and the angle with respect to the plane of
the sky is ∼40◦ ± 27◦.

In the bow shock we seek to reproduce line emission prop-
erties along the bow thus predicting physical conditions along
the bow. We do this by slicing the bow into 9 segments shown
in Fig. 2, with a width corresponding to the resolution (0.′′15 ∼
70 AU). We align each of the segments so they are perpendicular
to the bow front. In order to define the bow shape we have chosen
to fit two parabolic curves to the points of maximum brigtness
along the bow, one for each side of the bow. We fit each side of
the brightest pixel in the bow with a different parabolic curve as
the object is slightly asymmetric.

Reverting to a simpler model using a single parabola we de-
termine the position angle to be 235◦. This angle has been de-
termined by rotating the shock in steps of 5◦ and fitting a single
parabola to the location of the peaks in brightness and calculat-
ing χ2. At an angle of 235◦ we find a minimum in χ2 and we
choose this as our position angle. In Sects. 4.3.1 and 4.3.2 we
refine this choice.

This is higher than the position angle given by Cunningham
(2006) of 184◦ and of Nissen et al. (2007) (221◦). The posi-
tion angle given in Nissen et al. is very close to the position
angle towards radio source I and source n (223◦) both likely
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Table 1. Characteristics of the 9 segments of the bow object described in the text and displayed in Fig. 2. Brightness is given in units of
10−5 W m−2 sr−1 and FWHM perpendicular to the bow surface in units of AU. The uncertainties σobs given are 1σ.

Segment Position Brightness (10−5 W m−2 sr−1) FWHM (AU)
angle v = 1−0 S(1) v = 1−0 S(0) v = 2−1 S(1) v = 1−0 S(1) v = 1−0 S(0) v = 2−1 S(1)

1 188◦ 0.86 ± 0.03 0.32 ± 0.02 0.18 ± 0.01 130 ± 30 100 ± 60 80 ± 70
2 202◦ 1.24 ± 0.04 0.44 ± 0.02 0.28 ± 0.02 160 ± 20 130 ± 40 120 ± 50
3 221◦ 1.55 ± 0.05 0.50 ± 0.02 0.32 ± 0.02 190 ± 15 170 ± 20 140 ± 40
4 243◦ 1.57 ± 0.05 0.53 ± 0.02 0.29 ± 0.02 180 ± 15 160 ± 20 140 ± 40
5 241◦ 1.42 ± 0.05 0.45 ± 0.02 0.26 ± 0.01 210 ± 15 160 ± 20 180 ± 30
6 247◦ 1.32 ± 0.04 0.47 ± 0.02 0.24 ± 0.01 200 ± 15 130 ± 20 160 ± 30
7 253◦ 1.05 ± 0.04 0.41 ± 0.02 0.21 ± 0.02 200 ± 20 120 ± 40 160 ± 40
8 259◦ 0.87 ± 0.03 0.34 ± 0.02 0.16 ± 0.01 210 ± 25 140 ± 50 170 ± 50
9 264◦ 0.70 ± 0.03 0.28 ± 0.02 0.11 ± 0.01 230 ± 30 110 ± 60 150 ± 60

Fig. 2. Location and extent of the 9 segments we have chosen to study
overlaid on a map of continuum subtracted H2 v = 1−0 S(1) emission.
Coordinates are relative to TCC0016 and the colorbar is given in units
of 10−5 W m−2 sr−1. The location of the shock is shown in Fig. 1. We
have labelled segments 1 and 9 for easy identification. The arrow shows
a position angle of 235◦ and the length corresponds to 150 AU.

candidates as the source of the outflow (Nissen et al. 2007, and
references therein). Given the uncertainty of our method (±10◦)
and the uncertainty in the angle determined by Nissen et al. (±5◦)
there is no significant disagreement. Based on the data given in
Cunningham we estimate that the 1σ uncertainty is of the order
of ∼55◦. Thus our result for the position angle agrees with that of
Cunningham (2006). The position angles of the individual seg-
ments are listed in Table 1.

We now average the segments in the direction perpendicu-
lar to the bow to increase the S/N ratio. For each segment along
the bow we obtain a brightness profile perpendicular to the bow
(see Fig. 3). This is done for all of the three H2 rovibrational
lines. We measure the FWHM of the 3 brightness profiles ob-
served illustrated by the box lengths in Fig. 2. We then average
the brightness over the FWHM of the profile. FWHM is chosen
because it does not depend on the noise level. For the segments

analysed here, the FWHM is always measured well above the
noise level, which is also clear from Fig. 3.

For each segment we thus have 6 observational constraints:

– FWHM measurements of emission perpendicular to the bow
profile for each of the 3 lines.

– line brightness of the H2 lines v = 1−0 S(1), v = 1−0 S(0) and
v = 2−1 S(1) averaged over the FWHM of the bow profile.

In Fig. 2 we display the location and extent of each segment and
in Table 1 we list the 6 observational constraints for the seg-
ments and we display them in Figs. 4 and 5. For the moment
we have chosen not to include the velocity as an observational
constraint for the following reason. We do not know how the
proper motion changes along the bow. Thus we only know the
peak or apex velocity. In order to use the velocity as a constraint
it would have been necessary to have detailed information of the
measured 3D velocities along the bow and to take the inclina-
tion of the shock into account. The model we construct here is a
2D model ignoring any effects of inclination with respect to the
plane of the sky.

As can be seen from VLT images in these observations and
those of Lacombe et al. (2004), the object is elongated along the
direction of motion (Cunningham 2006) near the centre. This can
be seen as a secondary brightness peak slightly upstream around
50 AU in segments 3−6 in Fig. 3. The separation between the
two centres of brightness is ∼55 AU (0.′′12) which is comparable
to our resolution. The position angle between the two is ∼206◦ ±
20◦. This is consistent with the position angle determined here as
well as the position angle determined in the proper motion stud-
ies by Cunningham (2006) and radial velocity measurements by
Nissen et al. (2007). This secondary brightness may be due to a
Mach disk. For the moment we choose to ignore this, but we will
return to it in Sect. 4.4.3.

4. Shock model

4.1. Model description

We use the plane parallel (1D) steady state, multi-fluid shock
model described in Flower & Pineau des Forêts (2003) and ref-
erences therein. Here we will describe the parts of the model
important for our analysis.

In the models the magnetohydrodynamic equations are in-
tegrated in parallel with chemical reaction rate equations in a
self-consistent manner. For each step of the model, abundances
of 136 species linked by 1040 reactions are calculated. The ini-
tial species abundances are given by Flower & Pineau des Forêts
(2003). In particular we mention here that the initial PAH-
abundance is set to nPAH/nH = 10−6. This has important
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Fig. 3. Intensity cuts through the bow of the H2 v = 1−0 S(1) (black), v = 1−0 S(0) (red) and v = 2−1 S(1) (blue) lines in each segment. Distances
are given in AU and the zero point is the location of the brightness maximum. This point does not change significantly for the other two lines.
Negative distances indicate that this brightness is outside the bow, while positive distances are inside. The number in each profile refers to the
segment number (see Fig. 2).

Fig. 4. Brightness averaged over the FWHM along the bow for the three
lines v = 1−0 S(1) (black), v = 1−0 S(0) (red) and v = 2−1 S(1) (blue)
in each segment. Error bars show 1σ uncertainties.

consequences for the magnetosonic speed of the charged fluid
and therefore the maximum velocity we can achieve in C-type
shocks (Flower & Pineau des Forêts 2003). Furthermore 100 H2
rovibrational level populations are calculated at each step. This
includes transitions between rovibrational levels.

In the models the transverse component of the magnetic
field is assumed frozen into the charged fluid of the preshock
gas. The transverse preshock magnetic field strength is given by

Fig. 5. FWHM of H2 emission for the three lines v = 1−0 S(1) (black),
v = 1−0 S(0) (red) and v = 2−1 S(1) (blue) in each segment. The dotted
line at 70 AU shows the spatial resolution (see text). Errorbars show
1σ uncertainties. Points representing v = 1−0 S(0) and v = 2−1 S(1)
widths have been shifted horizontally by 0.1 and 0.2 respectively so as
to clearly separate the error bars.

b × n1/2
H µGauss where b is the magnetic scaling factor and nH is

the number of hydrogen nuclei in units of cm−3 in the preshock
gas. b is typically between 0 and 10. The cosmic ray ionization
rate is set to 5 × 10−17 s−1 per H atom.
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Table 2. Input parameters of the models which best reproduce observations. Results (confidence intervals) are listed for each segment (see Fig. 2).

Segment Preshock density (cm−3) Shock velocity (km s−1) b o/pini

1 5 × 105 (5 × 105–106) 38 (29–39) 3.5 (2.0–4.5) 3.00 (0.01–3.0)
2 5 × 105 (5 × 105–106) 42 (37–45) 4.0 (3.0–6.5) 3.00 (2.0–3.0)
3 5 × 105 (5 × 105–106) 49 (41–50) 6.0 (4.5–8.5) 3.00 (2.0–3.0)
4 5 × 105 (5 × 105–106) 47 (40–50) 5.0 (4.0–8.0) 3.00 (2.0–3.0)
5 5 × 105 (5 × 105–106) 46 (39–49) 5.0 (4.0–8.0) 3.00 (2.0–3.0)
6 5 × 105 (5 × 105–106) 44 (39–45) 4.5 (3.5–6.5) 3.00 (2.0–3.0)
7 5 × 105 (5 × 105–106) 41 (36–43) 4.0 (2.5–5.0) 3.00 (2.0–3.0)
8 5 × 105 (5 × 105–106) 38 (37–42) 3.5 (3.0–6.5) 3.00 (2.0–3.0)
9 5 × 105 (5 × 105) 35 (32–39) 3.0 (2.0–4.5) 3.00 (0.01–3.0)

Recently a grid of ∼25 000 models was calculated
(Kristensen et al. 2007, in preparation) and we use these results.
The grid covered the following four input parameter ranges (with
corresponding step sizes):

– preshock density: 104, 5 × 104, 105, 5 × 105, 106, 5 × 106,
107 cm−3;

– shock velocity: 10−50 km s−1 (step size: 1 km s−1);
– magnetic scaling factor, b: 0.0−10.0 (step size: 0.5);
– initial H2 ortho/para ratio: 0.01, 1.0, 2.0, 3.0.

The grid includes both C(ontinuous)-type shocks and J(ump)-
type shocks. For J-type shocks we set the magnetic scaling factor
to 0.0 and 0.1.

4.2. C- versus J-type shock

In the following we will only consider C-type shocks and C-type
shocks with a small J-type component for the following two
reasons.

(i) [FeII] emission at the heart of OMC1 is primarily observed
around well-known HH-objects such as HH208 (Schultz
et al. 1999) and the Orion bullets (e.g. Allen & Burton
1993). For the object we examine here, no [FeII] emis-
sion has been observed (Takami et al. 2002). Therefore it is
likely that the shock observed is not dissociative (Kristensen
et al. 2007, in preparation). Given the relatively high ve-
locity (∼40−60 km s−1; Cunningham 2006; Nissen et al.
2007) J-type shocks are fully dissociative and we would
expect a brightness of the strong [FeII] line at 1.257 µm
of ∼10−7 W m−2 sr−1 (Kristensen et al. 2007, in prepara-
tion) which is above the noise limit of Takami et al. (2002).
In a C-type shock very little [FeII] emission is predicted
(i.e. less than 10−8 W m−2 sr−1) along with very little or no
H2 dissociation.

(ii) The FWHM of the H2 emission in the different segments is
observed to be >∼100 AU. In J-type shocks this is impossible
to reproduce, even with a weak component of the transverse
magnetic field (Kristensen et al. 2007, in preparation). The
width is however readily reproduced by C-type shock mod-
els, where widths between 1 and 105 AU can be achieved,
depending on initial conditions.

We do not exclude the presence of J-type shocks in OMC1.
As has previously been shown (e.g. Brand et al. 1988, 1989;
Moorhouse et al. 1990) H2 excitation of the v = 3 and 4 lev-
els cannot be reproduced by C-type shock models. Therefore
part of the excitation mechanism may be due to PDR excita-
tion and/or J-type shocks (Kristensen et al. 2003). For the ob-
ject under study, emission arising from J-type shocks is proba-
bly weak. At this stage we do not rule out that there may be an

additional J-type component in the observed (C-type) shock. If
such a component exists, it would be located close to the apex
(see Sect. 4.4.4).

4.3. Reproduction of observations

We will now attempt to reproduce the observed properties (line
brightness and width) for all segments of the object. We do this
by fitting a plane parallel C-type shock model to each segment.
We are interested in obtaining values for the preshock density,
shock velocity, transverse magnetic field strength and the value
of the initial H2 ortho/para (o/p) ratio.

To reproduce the observed brightness we have extracted the
brightness and width from the models in the same manner as
in the observations. That is, for every 1D shock model we have
calculated the emissivity profile of each of our H2 lines as a func-
tion of distance along the shock. We have measured the spatial
extent of the FWHM of our emissivity profile and we use this
to compare with our observed FWHM. The emissivity profile is
then integrated over the FWHM to yield the brightness. In this
last step, we are implicitly assuming that the average depth in
the line of sight of the shock in each segment is comparable to
the FWHM given in Table 1, Cols. 6−8.

Values corresponding to the six observational constraints
(three line brightness and three widths) were extracted from the
models and we use a χ2 analysis to determine how well individ-
ual models reproduce the observations. For each model we thus

calculate χ2 = 1
n

∑( Xobs−Xmodel
σobs

)2
where n is the number of obser-

vational constraints (i.e. six), Xobs and Xmodel refer to observed
and modelled property respectively and σobs is the observed un-
certainty. These are all given in Table 1.

For each segment we list the best fit models with correspond-
ing confidence intervals in Table 2 and show our results in Fig. 7.
The results are as follows:

– the shock speed decreases from ∼50 km s−1 at the apex to
∼40 km s−1 in the southern wing (segment 1, Fig. 2) and
∼35 km s−1 in the northern wing (segment 9, Fig. 2);

– the magnetic scaling factor b varies from ∼6.0 at the apex to
∼3.5 in the southern wing and to ∼3.0 in the northern wing;

– the density is constant at 5 × 105 cm−3.
– the initial o/p ratio does not change from 3. This is the value

the o/p ratio is expected to have at high temperatures (i.e.
greater than 300 K).

In Fig. 6 we show the local brightness profile of the v =
1−0 S(1) line as well as the kinetic temperature profile. This is
shown for the model corresponding to the best fit model of seg-
ment 3, which is the segment containing the apex of the shock.
The figure shows that the v = 1−0 S(1) FWHM is 97 AU, that
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Fig. 6. Emissivity profile of the v = 1−0 S(1) H2 line of the shock model
corresponding to the best fit of segment 3 (the apex of the shock).
Preshock density is 5 × 105 cm−3, shock velocity 49 km s−1, b is 6.0
and the initial o/p ratio is 3.0. We also display the kinetic temperature
(red). The FWHM of the H2 profile is 14 years (97 AU; marked by ver-
tical black lines) and the width of the shock at a temperature of 1000 K
is 37 years (216 AU; marked by red vertical lines). At a temperature of
50 K the width is 120 years (489 AU; the size of the abscissa).

is the width is underestimated by 51% (the observed FWHM is
190 AU, see Table 1). The total size of the H2 emitting zone cor-
responds very well to the zone in which the kinetic temperature
is greater than 1000 K. The size of this zone is 216 AU. The time
to reach steady-state at 50 K is 120 years.

We now discuss what can be learned from these results.

4.3.1. Shock velocity

It is possible to compare our predicted peak velocity to the mea-
sured 3D velocity. The measured 3D velocity is ∼55 km s−1 ±
25 km s−1 (Nissen et al. 2007; Cunningham 2006) and we predict
a shock velocity of ∼50 km s−1. Thus there is good agreement
between our results. Furthermore we predict how the velocity
will change along the bow as illustrated in Fig. 7.

If the bow shape remains steady over time, the shock velocity
perpendicular to the bow surface should vary along the bow as

�⊥ = �0 × cos(pa − pa0) (1)

where �0 is the maximum velocity, pa the position angle of the
given segment and pa0 the position angle of the bow motion.
In Fig. 8 we show the velocity component perpendicular to the
surface and the best fit results of Eq. (1). As a result we find that
the position angle for the bow shock is 224◦ ± 3◦ and that the
maximum velocity is 47 km s−1 ± 2 km s−1. The position angle
is in agreement with other position angles as discussed in Sect. 3.

With future high spatial resolution observations of this ob-
ject it should be possible to observe the proper motion of the
individual segments. If the shock is moving at an angle of ∼40◦
with respect to the plane of the sky, then at a spatial resolution
of ∼0.′′15 it should be possible to resolve the differential motion
over a period of 13 years.

4.3.2. Transverse magnetic field

If we assume that the magnetic field is uniform, we may de-
duce its position angle, paB. This position angle is determined
in much the same way as the position angle of the shock above.

Fig. 7. Velocity variations along the bow superposed on an image of the
bow shock as observed in v = 1−0 S(1). Coordinates and colour bar are
as in Fig. 2. The lengths of the arrows are scaled with velocity and the
arrow in the top left corner has a length corresponding to 40 km s−1.

Fig. 8. Shock velocity perpendicular to the bow, as a function of position
angle. The curve shows the best-fit solution to Eq. (1).

Quantitatively we compare the changes in the magnetic field tan-
gential to the bow with a simple model where

b‖ = b0 × cos
[
(pa ± π/2) − paB

]
= b0 × | sin(pa − paB)| (2)

as in Eq. (1). Here b0 is the maximum value of the magnetic
scaling factor and (pa± π/2) is the position angle of the local
tangent to the bow surface. This is shown in Fig. 9.

With this model we find that b0 = 4.8 ± 0.7 and paB is
132◦ ± 16◦. Observations of polarized light in the region (e.g.
Hough et al. 1986; Chrysostomou et al. 1994; Simpson et al.
2006; Tamura et al. 2006) indicate that the magnetic field has
a position angle of ∼140◦. The position angle of our shock was
determined to 224◦ ± 3◦ above. Therefore we conclude that the
magnetic field is oriented tangentially to the apex.

The predicted magnetic field strength is ∼3.4 ± 0.5 mGauss
at the apex. This value may be compared with magnetic fields



210 L. E. Kristensen et al.: Observational 2D model of H2 emission from a bow shock in the Orion molecular cloud

Fig. 9. Magnetic scaling factor b, as a function of position angle. The
curve shows the best-fit solution to Eq. (2).

derived from observations made by Norris (1984),
Chrysostomou et al. (1994) and Crutcher et al. (1999).
They find that the magnetic field near IRc2 is ∼3 mGauss
(Norris 1984) and that it is of the order of 0.3 mGauss 24′′
north of IRc2 (Crutcher et al. 1999). Chrysostomou et al. (1994)
estimate the Alfven velocity by measuring the dispersion of
polarized v = 1−0 S(1) emission. From this they find that
b = 10.

4.3.3. Density

We do not predict that the preshock density changes along the
bow. This indicates that the medium here is not clumpy on scales
of the size of this bow shock (∼600 AU), or that the density
variations in the medium are sufficiently small that they cannot
be detected here.

4.3.4. Initial ortho/para ratio

The initial o/p ratio is in all segments equal to 3. In Kristensen
et al. (2007) the initial o/p ratio could not be determined al-
though observations suggested it is lower than the high tempera-
ture equilibrium value of 3. If we lock the initial o/p ratio in our
χ2 analysis, we find that the value of χ2 change by less than 5%
no matter what the initial o/p ratio is. This implies that for our
observations we cannot determine the initial o/p ratio.

4.4. Discussion of sources of error

For the above modelling there are four main sources of error.
These sources are as follows:

– Geometrical effects: we ignore the inclination of the shock
and the depth of emission.

– We do not consider photo-excitation by the massive O6 star,
θ1Ori C, located in the Trapezium at a projected distance of
∼0.13 pc (∼27 000 AU).

– There may be a possible Mach disk located behind the apex
of the bow. This is not included in our analysis.

– At the apex there may be an additional J-type shock compo-
nent which is not spatially resolved in our observations.

4.4.1. Geometrical effects

The main assumption in constructing the 2D model is that the
object is observed sufficiently edge-on that we can ignore the
true inclination of the object with respect to the plane of the sky.

As seen in Sect. 3 the actual inclination of the object is ∼40◦ with
respect to the plane of the sky. Assuming that the width scales
with sin i, where i is the inclination angle, the width may be
overestimated by ∼25%. This is about twice the observational
uncertainty for the width in the strong v = 1−0 S(1) line and
smaller in the two other weaker lines.

If the width is smaller, then we would have overestimated
our preshock density and underestimated the transverse mag-
netic field strength and shock velocity (Kristensen et al. 2007, in
preparation). Based on observations, it is unlikely that the trans-
verse magnetic field is higher (Norris 1984). The proper velocity
of the object is ∼55 km s−1, whereas we predict 47 km s−1. For
a shock with velocity 55 km s−1, preshock density 5 × 105 cm−3

and magnetic scaling factor b = 6.0, the FWHM of the local
emission of the v = 1−0 S(1) line is ∼100 AU below the ob-
served width of ∼150 AU.

If the density is lowered to 105 cm−3, the FWHM of the v =
1−0 S(1) line is ∼400 AU, or more than twice the observed
FWHM of the line. It is probably possible to fine tune the in-
put parameters, but that would require a grid of shock models
with a higher resolution than we used.

4.4.2. The PDR created by θ1Ori C

As shown by Kristensen et al. (2003) the PDR generated by
θ1Ori C in the neighbouring Peak 2 (southeast of BN) is of the
order of 10−15% in bright objects. We reexamine this here for
the shock analyzed in the present work. We compare our results
with those of the “Meudon PDR code” (Le Petit et al. 2006).

For a density of 5 × 105 cm−3 and a radiation field of the
order of 105 times the standard interstellar field (Draine 1978),
the PDR models predict a brightness in v = 1−0 S(1) more than
an order of magnitude lower than observed. Even if the density
is increased to 106 cm−3 it is impossible to reproduce the v =
1−0 S(1) brightness.

The v = 1−0 S(1) / v = 2−1 S(1) line ratio is often used
as a shock/PDR discriminant. Here we observe a relatively low
value of this ratio, the average over all segments is 5.2. This ratio
is easily reproduced by PDR-models for the above conditions
(Le Petit et al. 2006). However, as for the v = 1−0 S(1) line
above, the absolute brightness is underestimated by an order of
magnitude. Therefore we conclude that the contribution from the
PDR generated by θ1Ori C is less than or equal to 10% of the
total emission, and we ignore it.

This is in agreement with the contribution estimated in
Kristensen et al. (2003). It should be noted here that the uncer-
tainty of the v = 1−0 S(1) brightness is of the order of ∼3−10%
reddening apart. Lowering the brightness by ∼10% would im-
ply that we are overestimating the preshock density and shock
velocity while underestimating the transverse magnetic field.

4.4.3. Existence of Mach disk

Behind the apex of the bow shock there is a small clump of
brightly emitting gas. The distance between this clump and the
apex is ∼0.′′3. It is at this location that Nissen et al. (2007)
reports a peak in radial velocity. The brightness is ∼1.5 ×
10−5 W m−2 sr−1 on average. From the position and velocity
structure this emission may well arise from a Mach disk. In this
connection, a Mach disk is not included in the shock models
and we may thus have made an overestimate of the width of
the shock, particular in the central parts (i.e. segments 3−6, see
Fig. 3). We have already discussed the consequences of overes-
timating the width above, see Sect. 4.4.1.
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4.4.4. J-type shock component of the bow shock

We have assumed that we are observing a shock in steady-
state. If there is a non steady-state component of the shock, this
will show up as a J-type shock component (Chièze et al. 1998;
Lesaffre et al. 2004). Non steady-state shocks are typically seen
if the dynamical age of the shock is shorter than the steady-state
age.

The projected distance between this object and the possi-
ble outflow source, radio source I (e.g. Menten & Reid 1995;
Greenhill et al. 2004; Nissen et al. 2007), is ∼47 mpc (104 AU).
At a velocity of ∼50 km s−1 the dynamical age is >∼1000 yrs con-
sistent with the dynamical age of the Orion bullets (Doi et al.
2002). This may be compared to the steady-state timescale for
a shock with preshock density 5 × 105 cm−3, shock velocity
50 km s−1 and magnetic scaling factor b = 6.0 which is ∼120 yrs.
Here we measure steady-state shock widths and ages at a ki-
netic temperature of the post shock gas of 50 K (Wilgenbus et al.
2000).

Because the dynamical age is an order of mangitude greater
than the steady-state timescale, we conclude that it is unlikely
there is a non steady-state component of the shock. If the width
of the shock is decreased (as discussed above), the time required
to reach steady state is shorter, strengthening the argument that
the shock is a steady-state shock.

5. Concluding remarks

We have introduced a more sophisticated means of reproducing
observations of bow shocks observed at high spatial resolution.
This new method allows us in the example considered to pre-
dict a peak velocity of the bow shock which is in very good
agreement with results from radial velocity and proper motion
observations. Furthermore our predictions of the direction and
strength of the magnetic field are consistent with independent
estimates. These include observations which analyse the line-
of-sight component of the magnetic field and the total magnetic
field as well as polarization observations of the region. Our pre-
diction of how the magnetic field strength changes along the bow
is in agreement with a simple geometrical model, where the apex
is moving perpendicular to the magnetic field.

The data we have for most of the central part of OMC1 show
that it would be possible to apply this new method on numerous
objects which appear to be caused by shocks. The main require-
ment is that the shocks are moving close to the plane of the sky.
Preliminary results from 3D modelling shows that this require-
ment is fulfilled when the angle with respect to the plane of the
sky is less than 50◦ (Ravkilde et al. 2007). Shocks moving along
the line-of-sight are naturally not suitable candidates.

Not only do the results presented here provide a new insight
into the physics of bow shocks, it will also serve as a starting
point for a full 3D bow shock model currently under construction
(Ravkilde et al. 2007).
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