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#### Abstract

We consider a wave equation with a structural damping coupled with an undamped wave equation located at its boundary. We prove that, due to the coupling, the full system is parabolic. In order to show that the underlying operator generates an analytical semigroup, we study in particular the effect of the damping of the "interior" wave equation on the "boundary" wave equation and show that it generates a structural damping.
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## 1 Introduction

Assume $\Omega$ is a smooth domain of $\mathbb{R}^{d}$ with a boundary $\partial \Omega$ that is the union of two connected components $\Gamma_{0}$ and $\Gamma_{1}$. We consider the coupling between two wave equations:

$$
\left\{\begin{align*}
\partial_{t t} u-\nu \Delta \partial_{t} u-\Delta u=0 & \text { in }(0, \infty) \times \Omega  \tag{1.1}\\
u=0 & \text { on }(0, \infty) \times \Gamma_{0} \\
u=\eta & \text { on }(0, \infty) \times \Gamma_{1} \\
\partial_{t t} \eta-\kappa \Delta_{b} \eta-\mu \Delta_{b} \partial_{t} \eta=-\nu \partial_{n} \partial_{t} u-\partial_{n} u & \text { in }(0, \infty) \times \Gamma_{1}
\end{align*}\right.
$$

The constants of the above system are nonnegative: $\nu, \kappa, \mu \in \mathbb{R}^{+}$. The equations on $\Gamma_{1}$ can be seen as Ventcel boundary conditions and can model a thin layer structure at the boundary, see [6, Appendix A]. For sake of completeness, we present in Appendix A a formal way to see how such a system can be obtained. The operator $\Delta_{b}$ denotes the Laplace-Beltrami operator. We have also denoted by $n$ the unit exterior normal of $\Omega$ and by $\partial_{n}$ the normal derivative.

If we take $\nu=\mu=0$ and $\kappa>0$, then (1.1) corresponds to an hyperbolic system and the energy of the system is constant in time. By adding the dampings $-\nu \Delta \partial_{t} u$ and $-\mu \Delta_{b} \partial_{t} \eta$ (with $\nu, \mu \in \mathbb{R}_{+}^{*}$ ), we modify the nature of the equations. These terms correspond to a Kelvin-Voigt model for a viscoelastic material: the corresponding stress depends not only on the strain but also on its time derivative (see, for instance, 13] and references therein). In particular, if $\nu>0$ and $\mu>0$ (and $\kappa>0$ ), then the underlying semigroup is analytic (see [8, Theorem 3.3]). The same result holds for $\kappa=0$ and $\mu=0$ (see [8, Theorem 3.4]).

Note that these damping terms have also an effect on the asymptotic behavior in time of the system. Since $\nu, \kappa, \mu \in \mathbb{R}^{+}$, the underlying semigroup of (1.1) is contractive, and if $\nu>0$ or $\mu>0$ then the semigroup is strictly contractive (see [8, Theorem 3.1]). Finally, if $\nu>0, \kappa \geqslant 0$ and $\mu \geqslant 0$ then the semigroup is exponentially stable (see [8, Theorem 3.2]).

In this article, we consider the case

$$
\begin{equation*}
\nu>0, \quad \kappa>0 \quad \text { and } \quad \mu=0 \tag{1.2}
\end{equation*}
$$

This means that the wave equation in $\Omega$ has a structural damping whereas there is no damping in the wave equation on $\Gamma_{1}$. For this case, it is proved in [9 that the corresponding semigroup is of Gevrey type. Our aim is to improve this result by showing that this semigroup is analytic. Let us introduce some notation in order to state our main result. We set

$$
\begin{equation*}
\mathcal{D}\left(A_{1}\right) \stackrel{\text { def }}{=} H^{2}\left(\Gamma_{1}\right), \quad A_{1} \stackrel{\text { def }}{=}-\kappa \Delta_{b} \eta: \mathcal{D}\left(A_{1}\right) \rightarrow L^{2}\left(\Gamma_{1}\right) \tag{1.3}
\end{equation*}
$$

Note that (see [4, Prop. 6.1 pp. 171] and [11) for $\alpha \geqslant 0$,

$$
\mathcal{D}\left(A_{1}^{\alpha}\right)=H^{2 \alpha}\left(\Gamma_{1}\right), \quad \mathcal{D}\left(A_{1}^{\alpha}\right)^{\prime}=H^{-2 \alpha}\left(\Gamma_{1}\right)
$$

where $H^{s}\left(\Gamma_{1}\right)$ denotes the Sobolev space of order $s$. Note that since $\Gamma_{1}$ is without boundary, the dual of $H^{s}\left(\Gamma_{1}\right)$ with respect to $L^{2}\left(\Gamma_{1}\right)$ is $H^{-s}\left(\Gamma_{1}\right)$. Using this notation, we can write with the condition 1.2 under the following form

$$
\left\{\begin{align*}
\partial_{t t} u-\nu \Delta \partial_{t} u-\Delta u=0 & \text { in }(0, \infty) \times \Omega  \tag{1.4}\\
u=0 & \text { on }(0, \infty) \times \Gamma_{0} \\
u=\eta & \text { on }(0, \infty) \times \Gamma_{1} \\
\partial_{t t} \eta+A_{1} \eta=-\nu \partial_{n} \partial_{t} u-\partial_{n} u & \text { in }(0, \infty)
\end{align*}\right.
$$

We can also write the above system as

$$
\frac{d}{d t}\left[\begin{array}{c}
u  \tag{1.5}\\
\partial_{t} u \\
\eta \\
\partial_{t} \eta
\end{array}\right]=\mathcal{A}\left[\begin{array}{c}
u \\
\partial_{t} u \\
\eta \\
\partial_{t} \eta
\end{array}\right]
$$

by introducing

$$
\begin{gather*}
\mathcal{H} \stackrel{\text { def }}{=}\left\{\left(u_{1}, u_{2}, \eta_{1}, \eta_{2}\right) \in H^{2}(\Omega) \times L^{2}(\Omega) \times \mathcal{D}\left(A_{1}^{3 / 4}\right) \times \mathcal{D}\left(A_{1}^{1 / 4}\right) ; u_{1}=\eta_{1} \quad \text { on } \Gamma_{1}, \quad u_{1}=0 \quad \text { on } \Gamma_{0}\right\},  \tag{1.6}\\
\mathcal{D}(\mathcal{A}) \stackrel{\text { def }}{=}\left\{\left(u_{1}, u_{2}, \eta_{1}, \eta_{2}\right) \in \mathcal{H} \cap\left(H^{2}(\Omega) \times H^{2}(\Omega) \times \mathcal{D}\left(A_{1}^{5 / 4}\right) \times \mathcal{D}\left(A_{1}^{3 / 4}\right)\right) ; u_{2}=\eta_{2} \text { on } \Gamma_{1}, u_{2}=0 \text { on } \Gamma_{0}\right\}, \tag{1.7}
\end{gather*}
$$

$$
\mathcal{A}\left[\begin{array}{l}
u_{1}  \tag{1.8}\\
u_{2} \\
\eta_{1} \\
\eta_{2}
\end{array}\right] \stackrel{\text { def }}{=}\left[\begin{array}{c}
u_{2} \\
\nu \Delta u_{2}+\Delta u_{1} \\
\eta_{2} \\
-A_{1} \eta_{1}-\nu \partial_{n} u_{2}-\partial_{n} u_{1}
\end{array}\right] .
$$

We are now in a position to state our main result:
Theorem 1.1. The operator $\mathcal{A}$ is the infinitesimal generator of an analytic and exponentially stable semigroup on $\mathcal{H}$. In particular,

$$
\begin{equation*}
\sup _{\lambda \in \mathbb{C}^{+}}|\lambda|\left\|(\lambda I-\mathcal{A})^{-1}\right\|_{\mathcal{L}(\mathcal{H})}<\infty \tag{1.9}
\end{equation*}
$$

In the above statement we have used the notation

$$
\begin{equation*}
\mathbb{C}^{+} \stackrel{\text { def }}{=}\{\lambda \in \mathbb{C} ; \operatorname{Re}(\lambda) \geqslant 0\} \tag{1.10}
\end{equation*}
$$

Remark 1.2. As explained above, Theorem 1.1 is related to [9] where they consider the same system and show that the semigroup generated by $\mathcal{A}$ is of Gevrey class. Here we improve this result by exploiting the damping in $\Omega$ and by showing that through the coupling, it leads to a damping in the wave equation on $\Gamma_{1}$ that is sufficient to obtain an analytic semigroup. We can also refer to the work [7] where the authors consider general damping terms for wave type equations and study the regularity of the corresponding semigroups.

Remark 1.3. It is worth noting that the approach considered here has been already used in other articles devoted to fluid-structure interaction systems. In that case, the system written in $\Omega$ corresponds to the Stokes equations whereas on the boundary $\Gamma_{1}$, one can consider the wave equation or the beam equation, see [2], [1], [3]. In that cases, we showed how the viscosity of the fluid affects the wave or the beam equation and obtain that the corresponding semigroups are analytic for a wave equation and of Gevrey class for a beam equation.

The outline of the article is as follows: in the next section (that is Section 2), we define and study several operators associated with (1.4) and more precisely on the resolvent equation associated with $\mathcal{A}$. We introduce in particular the operator $V_{\lambda}$ corresponding to the wave equation on $\Gamma_{1}$ with the damping operator $L_{\lambda}$ due to the coupling with the wave equation in $\Omega$. We obtain some estimates of $V_{\lambda}^{-1}$ in Section 3 by first introducing an approximation of $V_{\lambda}$. Then in Section 4 , we use these estimates to show Theorem 1.1. In Appendix A, we give a formal derivation of our model.

## 2 Definition and properties of some operators

In this section, we define several operators associated with the resolvent equation. The first operators, $U_{\lambda}$ and $W_{\lambda}$, correspond to the wave equation in $\Omega$. The operator $L_{\lambda}$ is a Dirichlet to Neumann operator that allows us to describe the influence of the wave in $\Omega$ on the wave at $\Gamma_{1}$. We decompose this operator with the help of $L_{0}$ and several operators $K_{\lambda}^{(1)}, K_{\lambda}^{(2)}, K_{\lambda}$ and $R_{\lambda}$. The operator $V_{\lambda}$ corresponds to the operator of the wave in $\Gamma_{1}$ where we include the action on the wave in $\Omega$. We show that this operator is invertible and we estimate its inverse in the next section.

### 2.1 The operator $U_{\lambda}$

Let us consider the system

$$
\left\{\begin{align*}
\lambda^{2} u_{\lambda, f}-(\nu \lambda+1) \Delta u_{\lambda, f}=f & \text { in } \Omega,  \tag{2.1}\\
u_{\lambda, f}=0 & \text { on } \Gamma_{0} \cup \Gamma_{1} .
\end{align*}\right.
$$

In the lemma below, we recall that this system is well-posed for $\lambda \in \mathbb{C}^{+}$so that we can consider the operator $U_{\lambda}$ defined by

$$
U_{\lambda} f \stackrel{\text { def }}{=} u_{\lambda, f}
$$

Lemma 2.1. Assume $\lambda \in \mathbb{C}^{+}$. Then, for any $f \in L^{2}(\Omega)$, the system 2.1 admits a unique solution $u_{\lambda, f} \in$ $H^{2}(\Omega)$. Moreover, there exists $C>0$ such that for any $\lambda \in \mathbb{C}^{+}$and for any $f \in L^{2}(\Omega)$,

$$
\begin{equation*}
|\lambda|^{2}\left\|u_{\lambda, f}\right\|_{L^{2}(\Omega)}+(1+|\lambda|)\left\|u_{\lambda, f}\right\|_{H^{2}(\Omega)} \leqslant C\|f\|_{L^{2}(\Omega)} . \tag{2.2}
\end{equation*}
$$

In particular,

$$
U_{\lambda} \in \mathcal{L}\left(L^{2}(\Omega), H^{2}(\Omega) \cap H_{0}^{1}(\Omega)\right), \quad\left\|U_{\lambda}\right\|_{\mathcal{L}\left(L^{2}(\Omega), H^{2}(\Omega) \cap H_{0}^{1}(\Omega)\right)} \leqslant \frac{C}{(1+|\lambda|)}
$$

Proof. The existence and uniqueness of $u_{\lambda, f} \in H^{2}(\Omega)$ for $f \in L^{2}(\Omega)$ and $\lambda \in \mathbb{C}^{+}$follows from classical results on elliptic equations: the case $\lambda=0$ reduces to the standard Laplace equation, whereas for $\lambda \neq 0$, we first use the Lax-Milgram lemma on the variational formula

$$
\int_{\Omega}\left(\left(\nu+\frac{1}{\lambda}\right) \nabla u \cdot \nabla \bar{v}+\lambda u \bar{v}\right) d x=\frac{1}{\lambda} \int_{\Omega} f \bar{v} d x \quad\left(v \in H_{0}^{1}(\Omega)\right) .
$$

Using that $\operatorname{Re} \lambda \geqslant 0, \operatorname{Re} \lambda^{-1} \geqslant 0$, we deduce the existence and uniqueness of a solution $u_{\lambda, f} \in H_{0}^{1}(\Omega)$ of the above system and the $H^{2}$ regularity of $u_{\lambda, f}$ is a consequence of the ellipticity of the Laplace operator.

To obtain (2.2) we first take the inner product of (2.1) with $\lambda u_{\lambda, f}$ and the real part of the result yields

$$
\operatorname{Re} \lambda\left\|\lambda u_{\lambda, f}\right\|_{L^{2}(\Omega)}^{2}+\left(\nu|\lambda|^{2}+\operatorname{Re} \lambda\right)\left\|\nabla u_{\lambda, f}\right\|_{L^{2}(\Omega)}^{2}=\|f\|_{L^{2}(\Omega)}\left\|\lambda u_{\lambda, f}\right\|_{L^{2}(\Omega)}
$$

Combining this relation with the Poincaré inequality, we deduce that

$$
\begin{equation*}
|\lambda|\left\|\nabla u_{\lambda, f}\right\|_{L^{2}(\Omega)} \leqslant C\|f\|_{L^{2}(\Omega)} \tag{2.3}
\end{equation*}
$$

Then, taking the inner product of 2.1 with $-(\nu \lambda+1) \Delta u_{\lambda, f}$ and considering the real part of the result, we find

$$
\nu \operatorname{Re} \lambda\left\|\lambda \nabla u_{\lambda, f}\right\|_{L^{2}(\Omega)}^{2}+|\nu \lambda+1|^{2}\left\|\Delta u_{\lambda, f}\right\|_{L^{2}(\Omega)}^{2} \leqslant\|f\|_{L^{2}(\Omega)}|\nu \lambda+1|\left\|\Delta u_{\lambda, f}\right\|_{L^{2}(\Omega)}+|\lambda|^{2}\left\|\nabla u_{\lambda, f}\right\|_{L^{2}(\Omega)}^{2}
$$

The above equation and (2.3) yield

$$
|\nu \lambda+1|\left\|\Delta u_{\lambda, f}\right\|_{L^{2}(\Omega)} \leqslant C\|f\|_{L^{2}(\Omega)}
$$

Hence, the required estimates of $\left\|u_{\lambda, f}\right\|_{H^{2}(\Omega)}$ follows from $H^{2}$-elliptic regularity of the Laplace operator and the estimate of $\left\|u_{\lambda, f}\right\|_{L^{2}(\Omega)}$ is then obtained from (2.1).

### 2.2 The operators $W_{\lambda}$

Let us now consider the system:

By using Lemma 2.1 and a standard transposition method, the above system is well-posed and the operator $W_{\lambda}$ defined by

$$
W_{\lambda} \eta \stackrel{\text { def }}{=} w_{\lambda, \eta}
$$

satisfies

$$
\begin{equation*}
W_{\lambda} \in \mathcal{L}\left(H^{3 / 2}\left(\Gamma_{1}\right), H^{2}(\Omega)\right) \cap \mathcal{L}\left(H^{-1 / 2}\left(\Gamma_{1}\right), L^{2}(\Omega)\right) \cap \mathcal{L}\left(H^{1 / 2}\left(\Gamma_{1}\right), H^{1}(\Omega)\right) \tag{2.5}
\end{equation*}
$$

In order to get estimates in the corresponding norms, we first note that

$$
\left\{\begin{align*}
-\Delta w_{0, \eta}=0 & \text { in } \Omega  \tag{2.6}\\
w_{0, \eta}=0 & \text { on } \Gamma_{0} \\
w_{0, \eta}=\eta & \text { on } \Gamma_{1}
\end{align*}\right.
$$

and there exists a constant $C>0$ such that

$$
\begin{equation*}
\left\|w_{0, \eta}\right\|_{H^{2}(\Omega)} \leqslant C\|\eta\|_{H^{3 / 2}\left(\Gamma_{1}\right)}, \quad\left\|w_{0, \eta}\right\|_{H^{1}(\Omega)} \leqslant C\|\eta\|_{H^{1 / 2}\left(\Gamma_{1}\right)}, \quad\left\|w_{0, \eta}\right\|_{L^{2}(\Omega)} \leqslant C\|\eta\|_{H^{-1 / 2}\left(\Gamma_{1}\right)} \tag{2.7}
\end{equation*}
$$

Then, we write

$$
\begin{equation*}
w_{\lambda, \eta}=w_{0, \eta}+\lambda z_{\lambda, \eta} \tag{2.8}
\end{equation*}
$$

where

$$
\left\{\begin{align*}
\lambda^{2} z_{\lambda, \eta}-(\nu \lambda+1) \Delta z_{\lambda, \eta} & =-\lambda w_{0, \eta} & & \text { in } \Omega,  \tag{2.9}\\
z_{\lambda, \eta} & =0 & & \text { on } \Gamma_{0} \cup \Gamma_{1} .
\end{align*}\right.
$$

We can apply Lemma 2.1 with 2.7 , and we deduce that for any $s \in[0,2]$, there exists $C>0$ such that

$$
\begin{equation*}
|\lambda|^{1-\frac{s}{2}}\left\|z_{\lambda, \eta}\right\|_{H^{s}(\Omega)} \leqslant C\|\eta\|_{H^{-1 / 2}\left(\Gamma_{1}\right)} \quad\left(\eta \in H^{-1 / 2}\left(\Gamma_{1}\right)\right) \tag{2.10}
\end{equation*}
$$

In particular, combining the above relation with 2.7), there exists $C>0$ such that for any $\lambda \in \mathbb{C}^{+}$,

$$
\begin{equation*}
\left\|W_{\lambda}\right\|_{\mathcal{L}\left(H^{-1 / 2}\left(\Gamma_{1}\right), L^{2}(\Omega)\right)} \leqslant C \tag{2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|W_{\lambda} \eta\right\|_{H^{2}(\Omega)} \leqslant C\left(\|\eta\|_{H^{3 / 2}\left(\Gamma_{1}\right)}+|\lambda|\|\eta\|_{H^{-1 / 2}\left(\Gamma_{1}\right)}\right) . \tag{2.12}
\end{equation*}
$$

### 2.3 The operators $L_{\lambda}$

We define

$$
\begin{equation*}
L_{\lambda} \eta \stackrel{\text { def }}{=} \partial_{n} w_{\lambda, \eta}=\partial_{n} W_{\lambda} \eta, \tag{2.13}
\end{equation*}
$$

where $w_{\lambda, \eta}$ is the solution of (2.4). From 2.5), we have

$$
\begin{equation*}
L_{\lambda} \in \mathcal{L}\left(H^{3 / 2}\left(\Gamma_{1}\right), H^{1 / 2}\left(\Gamma_{1}\right)\right) . \tag{2.14}
\end{equation*}
$$

Taking the inner product of the first equation of (2.4) by $w_{\lambda, \tilde{\eta}}$ and using (2.5), we obtain for $\widetilde{\eta} \in H^{1 / 2}\left(\Gamma_{1}\right)$

$$
\begin{equation*}
(\nu \lambda+1)\left\langle L_{\lambda} \eta, \tilde{\eta}\right\rangle_{H^{-1 / 2}\left(\Gamma_{1}\right), H^{1 / 2}\left(\Gamma_{1}\right)}=\lambda^{2} \int_{\Omega} w_{\lambda, \eta} \overline{w_{\lambda, \tilde{\eta}}} d x+(\nu \lambda+1) \int_{\Omega} \nabla w_{\lambda, \eta} \cdot \nabla \overline{w_{\lambda, \tilde{\eta}}} d x \tag{2.15}
\end{equation*}
$$

and in particular, we can extend $L_{\lambda}$ as

$$
\begin{equation*}
L_{\lambda} \in \mathcal{L}\left(H^{1 / 2}\left(\Gamma_{1}\right), H^{-1 / 2}\left(\Gamma_{1}\right)\right) . \tag{2.16}
\end{equation*}
$$

In the case $\lambda=0$, we deduce from (2.15)

$$
\left\langle L_{0} \eta, \widetilde{\eta}\right\rangle_{H^{-1 / 2}\left(\Gamma_{1}\right), H^{1 / 2}\left(\Gamma_{1}\right)}=\int_{\Omega} \nabla w_{0, \eta} \cdot \nabla \overline{w_{0, \tilde{\eta}}} d x
$$

and the following result:
Proposition 2.2. The operator $L_{0} \in \mathcal{L}\left(H^{1 / 2}\left(\Gamma_{1}\right), H^{-1 / 2}\left(\Gamma_{1}\right)\right)$ is self-adjoint and there exists $\rho_{1}>0$ such that

$$
\begin{equation*}
\left\langle L_{0} \eta, \eta\right\rangle_{H^{-1 / 2}\left(\Gamma_{1}\right), H^{1 / 2}\left(\Gamma_{1}\right)} \geqslant \rho_{1}\|\eta\|_{H^{1 / 2}\left(\Gamma_{1}\right)}^{2} \quad\left(\eta \in H^{1 / 2}\left(\Gamma_{1}\right)\right) . \tag{2.17}
\end{equation*}
$$

Taking the inner product of the first equation of 2.6 by $z_{\lambda, \tilde{\eta}}$ we deduce that

$$
\begin{equation*}
\int_{\Omega} \nabla w_{0, \eta} \cdot \nabla \overline{z_{\lambda, \tilde{\eta}}} d x=0 . \tag{2.18}
\end{equation*}
$$

Using the decomposition (2.8) into (2.15) and 2.18), we deduce

$$
\begin{align*}
&(\nu \lambda+1)\left\langle L_{\lambda} \eta, \widetilde{\eta}\right\rangle_{H^{-1 / 2}\left(\Gamma_{1}\right), H^{1 / 2}\left(\Gamma_{1}\right)}=(\nu \lambda+1)\left\langle L_{0} \eta, \widetilde{\eta}\right\rangle_{H^{-1 / 2}\left(\Gamma_{1}\right), H^{1 / 2}\left(\Gamma_{1}\right)} \\
&+\lambda^{2} \int_{\Omega} w_{\lambda, \eta} \overline{w_{\lambda, \tilde{\eta}}} d x+(\nu \lambda+1)|\lambda|^{2} \int_{\Omega} \nabla z_{\lambda, \eta} \cdot \nabla \overline{z_{\lambda, \tilde{\eta}}} d x \tag{2.19}
\end{align*}
$$

2.4 The operators $K_{\lambda}^{(1)}, K_{\lambda}^{(2)}, K_{\lambda}$ and $R_{\lambda}$

Next, using (2.5) and 2.10), we define for $\eta \in H^{-1 / 2}\left(\Gamma_{1}\right)$,

$$
\begin{gather*}
\left\langle K_{\lambda}^{(1)} \eta, \widetilde{\eta}\right\rangle_{H^{1 / 2}\left(\Gamma_{1}\right), H^{-1 / 2}\left(\Gamma_{1}\right)} \stackrel{\text { def }}{=} \int_{\Omega} w_{\lambda, \eta} \overline{w_{\lambda, \tilde{\eta}}} d x,  \tag{2.20}\\
\left\langle K_{\lambda}^{(2)} \eta, \widetilde{\eta}_{H^{1 / 2}\left(\Gamma_{1}\right), H^{-1 / 2}\left(\Gamma_{1}\right)} \stackrel{\text { def }}{=} \int_{\Omega} \nabla z_{\lambda, \eta} \cdot \nabla \overline{z_{\lambda, \tilde{\eta}}} d x,\right.  \tag{2.21}\\
K_{\lambda} \stackrel{\text { def }}{=} K_{\lambda}^{(1)}+\nu \bar{\lambda} K_{\lambda}^{(2)}, \tag{2.22}
\end{gather*}
$$

and

$$
\begin{equation*}
R_{\lambda} \stackrel{\text { def }}{=} L_{0}+|\lambda|^{2} K_{\lambda}^{(2)} . \tag{2.23}
\end{equation*}
$$

Therefore 2.19) can be written as

$$
\begin{equation*}
(\nu \lambda+1) L_{\lambda}=(\nu \lambda+1) L_{0}+\lambda^{2} K_{\lambda}^{(1)}+(\nu \lambda+1)|\lambda|^{2} K_{\lambda}^{(2)}=\nu \lambda L_{0}+\lambda^{2} K_{\lambda}+R_{\lambda} . \tag{2.24}
\end{equation*}
$$

We have the following properties on $K_{\lambda}$ :

Lemma 2.3. For $\lambda \in \mathbb{C}^{+}, K_{\lambda}^{(1)}, K_{\lambda}^{(2)} \in \mathcal{L}\left(H^{-1 / 2}\left(\Gamma_{1}\right), H^{1 / 2}\left(\Gamma_{1}\right)\right)$ and there exists a constant $C>0$ such that for any $\lambda \in \mathbb{C}^{+}$,

$$
\left\|K_{\lambda}^{(1)}\right\|_{\mathcal{L}\left(H^{-1 / 2}\left(\Gamma_{1}\right), H^{1 / 2}\left(\Gamma_{1}\right)\right)}+|\lambda|\left\|K_{\lambda}^{(2)}\right\|_{\mathcal{L}\left(H^{-1 / 2}\left(\Gamma_{1}\right), H^{1 / 2}\left(\Gamma_{1}\right)\right)} \leqslant C
$$

and

$$
\left\langle K_{\lambda}^{(1)} \eta, \eta\right\rangle_{H^{1 / 2}\left(\Gamma_{1}\right), H^{-1 / 2}\left(\Gamma_{1}\right)} \geqslant 0, \quad\left\langle K_{\lambda}^{(2)} \eta, \eta\right\rangle_{H^{1 / 2}\left(\Gamma_{1}\right), H^{-1 / 2}\left(\Gamma_{1}\right)} \geqslant 0, \quad\left(\eta \in H^{-1 / 2}\left(\Gamma_{1}\right)\right) .
$$

Proof. The bound on $K_{\lambda}^{(1)}$ comes from 2.20) and 2.11) and the bound on $K_{\lambda}^{(2)}$ comes from (2.21) and 2.10).
Lemma 2.4. There exists a constant $C>0$ such that the operator $K_{\lambda}$ defined by 2.22 satisfies for any $\lambda \in \mathbb{C}^{+}$:

$$
\begin{gather*}
\left\|\left(I+K_{\lambda}\right) \eta\right\|_{L^{2}\left(\Gamma_{1}\right)} \geqslant\|\eta\|_{L^{2}\left(\Gamma_{1}\right)} \quad\left(\eta \in L^{2}\left(\Gamma_{1}\right)\right),  \tag{2.25}\\
\left\|K_{\lambda} \eta\right\|_{H^{1 / 2}\left(\Gamma_{1}\right)} \leqslant C\|\eta\|_{H^{-1 / 2}\left(\Gamma_{1}\right)} \quad\left(\eta \in H^{-1 / 2}\left(\Gamma_{1}\right)\right),  \tag{2.26}\\
\|\eta\|_{H^{1 / 2}\left(\Gamma_{1}\right)} \leqslant C\left\|\left(I+K_{\lambda}\right) \eta\right\|_{H^{1 / 2}\left(\Gamma_{1}\right)} \quad\left(\eta \in H^{1 / 2}\left(\Gamma_{1}\right)\right),  \tag{2.27}\\
\left\|\left(I+K_{\lambda}^{*}\right) \eta\right\|_{L^{2}\left(\Gamma_{1}\right)} \geqslant\|\eta\|_{L^{2}\left(\Gamma_{1}\right)} \quad\left(\eta \in L^{2}\left(\Gamma_{1}\right)\right),  \tag{2.28}\\
\left\|K_{\lambda}^{*} \eta\right\|_{H^{1 / 2}\left(\Gamma_{1}\right)} \leqslant C\|\eta\|_{H^{-1 / 2}\left(\Gamma_{1}\right)} \quad\left(\eta \in H^{-1 / 2}\left(\Gamma_{1}\right)\right),  \tag{2.29}\\
\|\eta\|_{H^{1 / 2}\left(\Gamma_{1}\right)} \leqslant C\left\|\left(I+K_{\lambda}^{*}\right) \eta\right\|_{H^{1 / 2}\left(\Gamma_{1}\right)} \quad\left(\eta \in H^{1 / 2}\left(\Gamma_{1}\right)\right) . \tag{2.30}
\end{gather*}
$$

Proof. Relations 2.25, 2.28, 2.26) and 2.29) are consequences of Lemma 2.3. For 2.27, we use 2.25 and (2.26):

$$
\begin{aligned}
\|\eta\|_{H^{1 / 2}\left(\Gamma_{1}\right)} \leqslant\left\|\left(I+K_{\lambda}\right) \eta\right\|_{H^{1 / 2}\left(\Gamma_{1}\right)}+\left\|K_{\lambda} \eta\right\|_{H^{1 / 2}\left(\Gamma_{1}\right)} \leqslant\left\|\left(I+K_{\lambda}\right) \eta\right\|_{H^{1 / 2}\left(\Gamma_{1}\right)}+C\|\eta\|_{H^{-1 / 2}\left(\Gamma_{1}\right)} \\
\leqslant\left\|\left(I+K_{\lambda}\right) \eta\right\|_{H^{1 / 2}\left(\Gamma_{1}\right)}+C\left\|\left(I+K_{\lambda}\right) \eta\right\|_{L^{2}\left(\Gamma_{1}\right)} \leqslant C\left\|\left(I+K_{\lambda}\right) \eta\right\|_{H^{1 / 2}\left(\Gamma_{1}\right)} .
\end{aligned}
$$

We deduce 2.30 similarly.
Lemma 2.5. There exists a constant $C>0$ such that the operator $R_{\lambda}$ defined by 2.23 satisfies for any $\lambda \in \mathbb{C}^{+}$:

$$
\begin{equation*}
\left\|R_{\lambda} \eta\right\|_{H^{1 / 2}\left(\Gamma_{1}\right)} \leqslant C\left(\|\eta\|_{H^{3 / 2}\left(\Gamma_{1}\right)}+|\lambda|\|\eta\|_{H^{-1 / 2}\left(\Gamma_{1}\right)}\right) . \tag{2.31}
\end{equation*}
$$

Proof. This is a consequence of 2.14 and Lemma 2.3 .

### 2.5 The operator $V_{\lambda}$

Let us define

$$
\begin{equation*}
V_{\lambda} \stackrel{\text { def }}{=} \lambda^{2} I+A_{1}+(\nu \lambda+1) L_{\lambda} . \tag{2.32}
\end{equation*}
$$

From 2.24, we have

$$
\begin{equation*}
V_{\lambda}=\lambda^{2}\left(I+K_{\lambda}\right)+\nu \lambda L_{0}+A_{1}+R_{\lambda} \tag{2.33}
\end{equation*}
$$

First, we can show the following result
Lemma 2.6. For any $\lambda \in \mathbb{C}^{+}$, the operators $V_{\lambda}: \mathcal{D}\left(A_{1}^{3 / 4}\right) \rightarrow \mathcal{D}\left(A_{1}^{1 / 4}\right)^{\prime}$ and $V_{\lambda}: \mathcal{D}\left(A_{1}^{5 / 4}\right) \rightarrow \mathcal{D}\left(A_{1}^{1 / 4}\right)$ are isomorphisms.

Proof. We divide the proof into three cases:
Case 1: Re $\lambda>0$. For any $g \in \mathcal{D}\left(A_{1}^{1 / 4}\right)^{\prime}$, one has to show the existence and uniqueness of $\eta \in \mathcal{D}\left(A_{1}^{3 / 4}\right)$ such that

$$
\begin{equation*}
\frac{V_{\lambda} \eta}{\lambda}=\left(\lambda I+\frac{1}{\lambda} A_{1}+\left(\nu+\frac{1}{\lambda}\right) L_{\lambda}\right) \eta=g . \tag{2.34}
\end{equation*}
$$

From (2.24), the above relation can be written as

$$
\left(\lambda I+\frac{1}{\lambda} A_{1}+\left(\nu+\frac{1}{\lambda}\right) L_{0}+\lambda K_{\lambda}^{(1)}+\left(\nu+\frac{1}{\lambda}\right)|\lambda|^{2} K_{\lambda}^{(2)}\right) \eta=g .
$$

We then consider the variational formulation of the above relation

$$
\begin{align*}
& \lambda(\eta, \widetilde{\eta})_{L^{2}\left(\Gamma_{1}\right)}+\frac{1}{\lambda}\left(A_{1}^{1 / 2} \eta, A_{1}^{1 / 2} \widetilde{\eta}\right)_{L^{2}\left(\Gamma_{1}\right)}+\left(\nu+\frac{1}{\lambda}\right)\left\langle L_{0} \eta, \widetilde{\eta}\right\rangle_{H^{-1 / 2}\left(\Gamma_{1}\right), H^{1 / 2}\left(\Gamma_{1}\right)} \\
& \quad+\lambda\left(K_{\lambda}^{(1)} \eta, \widetilde{\eta}\right)_{L^{2}\left(\Gamma_{1}\right)}+\left(\nu+\frac{1}{\lambda}\right)|\lambda|^{2}\left(K_{\lambda}^{(2)} \eta, \widetilde{\eta}\right)_{L^{2}\left(\Gamma_{1}\right)}=\langle g, \widetilde{\eta}\rangle_{H^{-1 / 2}\left(\Gamma_{1}\right), H^{1 / 2}\left(\Gamma_{1}\right)} \quad\left(\widetilde{\eta} \in \mathcal{D}\left(A_{1}^{1 / 2}\right)\right) . \tag{2.35}
\end{align*}
$$

From Proposition 2.2 and Lemma 2.3 and using that $\operatorname{Re} \lambda>0$, we can apply the Lax-Milgram lemma and we deduce the existence and uniqueness of $\eta \in \mathcal{D}\left(A_{1}^{1 / 2}\right)$ satisfying (2.34). From 2.16), we deduce that $A_{1} \eta \in$ $\mathcal{D}\left(A_{1}^{1 / 4}\right)^{\prime}$ and thus that $\eta \in \mathcal{D}\left(A_{1}^{3 / 4}\right)$. If moreover, $g \in \mathcal{D}\left(A_{1}^{1 / 4}\right)$, then we deduce from 2.14$)$ that $A_{1} \eta \in \mathcal{D}\left(A_{1}^{1 / 4}\right)$ and thus that $\eta \in \mathcal{D}\left(A_{1}^{5 / 4}\right)$.
Case 2: $\operatorname{Re} \lambda=0, \lambda \neq 0$. From Lemma 2.3 and Proposition 2.2 there exists $\varepsilon \in\left(0, \frac{\pi}{2}\right)$ (depending on $\lambda$ ) such that

$$
\begin{equation*}
\nu\left\langle L_{0} \eta, \eta\right\rangle_{H^{-1 / 2}\left(\Gamma_{1}\right), H^{1 / 2}\left(\Gamma_{1}\right)} \geqslant|\lambda| \tan (\varepsilon)\left(\|\eta\|_{L^{2}\left(\Gamma_{1}\right)}^{2}+\left(K_{\lambda}^{(1)} \eta, \eta\right)_{L^{2}\left(\Gamma_{1}\right)}\right) . \tag{2.36}
\end{equation*}
$$

We define $\theta \stackrel{\text { def }}{=} \varepsilon$ if $\operatorname{Im} \lambda>0$ and $\theta \stackrel{\text { def }}{=}-\varepsilon$ if $\operatorname{Im} \lambda<0$ so that

$$
\operatorname{Re}\left(\frac{e^{i \theta}}{\lambda}\right)=\frac{\sin \varepsilon}{|\lambda|}>0, \quad \operatorname{Re}\left(\lambda e^{i \theta}\right)=-|\lambda| \sin \varepsilon<0
$$

Now, we replace 2.34 by

$$
\begin{equation*}
e^{i \theta} \frac{V_{\lambda} \eta}{\lambda}=\left(\lambda e^{i \theta} I+\frac{e^{i \theta}}{\lambda} A_{1}+\left(\nu e^{i \theta}+\frac{e^{i \theta}}{\lambda}\right) L_{\lambda}\right) \eta=g . \tag{2.37}
\end{equation*}
$$

The corresponding variational formulation is

$$
\begin{aligned}
& \lambda e^{i \theta}(\eta, \widetilde{\eta})_{L^{2}\left(\Gamma_{1}\right)}+\frac{e^{i \theta}}{\lambda}\left(A_{1}^{1 / 2} \eta, A_{1}^{1 / 2} \widetilde{\eta}\right)_{L^{2}\left(\Gamma_{1}\right)}+\left(\nu e^{i \theta}+\frac{e^{i \theta}}{\lambda}\right)\left\langle L_{0} \eta, \widetilde{\eta}\right\rangle_{H^{-1 / 2}\left(\Gamma_{1}\right), H^{1 / 2}\left(\Gamma_{1}\right)} \\
& \quad+\lambda e^{i \theta}\left(K_{\lambda}^{(1)} \eta, \widetilde{\eta}\right)_{L^{2}\left(\Gamma_{1}\right)}+\left(\nu e^{i \theta}+\frac{e^{i \theta}}{\lambda}\right)|\lambda|^{2}\left(K_{\lambda}^{(2)} \eta, \widetilde{\eta}\right)_{L^{2}\left(\Gamma_{1}\right)}=\langle g, \widetilde{\eta}\rangle_{H^{-1 / 2}\left(\Gamma_{1}\right), H^{1 / 2}\left(\Gamma_{1}\right)} \quad\left(\widetilde{\eta} \in \mathcal{D}\left(A_{1}^{1 / 2}\right)\right) .
\end{aligned}
$$

We can apply the Lax-Milgram lemma since Lemma 2.3. Proposition 2.2 and 2.36 yield

$$
\begin{aligned}
& \operatorname{Re}\left(\lambda e^{i \theta}\right)\|\eta\|_{L^{2}\left(\Gamma_{1}\right)}^{2}+\operatorname{Re}\left(\frac{e^{i \theta}}{\lambda}\right)\left\|A_{1}^{1 / 2} \eta\right\|_{L^{2}\left(\Gamma_{1}\right)}^{2}+\left(\nu \cos \theta+\operatorname{Re}\left(\frac{e^{i \theta}}{\lambda}\right)\right)\left\langle L_{0} \eta, \eta\right\rangle_{H^{-1 / 2}\left(\Gamma_{1}\right), H^{1 / 2}\left(\Gamma_{1}\right)} \\
& \quad+\operatorname{Re}\left(\lambda e^{i \theta}\right)\left(K_{\lambda}^{(1)} \eta, \eta\right)_{L^{2}\left(\Gamma_{1}\right)}+\left(\nu \cos (\theta)+\operatorname{Re}\left(\frac{e^{i \theta}}{\lambda}\right)\right)|\lambda|^{2}\left(K_{\lambda}^{(2)} \eta, \eta\right)_{L^{2}\left(\Gamma_{1}\right)} \geqslant \frac{\sin \varepsilon}{|\lambda|}\left\|A_{1}^{1 / 2} \eta\right\|_{L^{2}\left(\Gamma_{1}\right)}^{2}
\end{aligned}
$$

The proof follows then as in Case 1.
Case 3: $\lambda=0$. For any $g \in \mathcal{D}\left(A_{1}^{1 / 4}\right)^{\prime}$, one has to show the existence and uniqueness of $\eta \in \mathcal{D}\left(A_{1}^{3 / 4}\right)$ such that

$$
V_{0} \eta=\left(A_{1}+L_{0}\right) \eta=g
$$

Using Proposition 2.2, we can again apply the Lax-Milgram lemma and conclude as in Case 1.

## 3 Estimation of $V_{\lambda}^{-1}$

In the previous section, we have defined $V_{\lambda}$ by 2.32) (see also 2.33) and we have shown that it is invertible. We now estimate its inverse. First, we introduce the notation

$$
\begin{equation*}
\mathbb{C}_{\alpha}^{+} \stackrel{\text { def }}{=}\left\{\lambda \in \mathbb{C}^{+} ;|\lambda|>\alpha\right\} . \tag{3.1}
\end{equation*}
$$

The main result of this section is the following:
Theorem 3.1. There exists $\alpha>0$ such that for $\lambda \in \mathbb{C}_{\alpha}^{+}$and for $\theta, \beta \in[-1 / 4,3 / 4]$ with $0 \leqslant \theta+\beta \leqslant 1$, the following estimate holds

$$
\begin{equation*}
\sup _{\lambda \in \mathbb{C}_{\alpha}^{+}}|\lambda|^{2-2 \theta-2 \beta}\left\|A_{1}^{\theta} V_{\lambda}^{-1} A_{1}^{\beta}\right\|_{\mathcal{L}\left(L^{2}\left(\Gamma_{1}\right)\right)}<+\infty \tag{3.2}
\end{equation*}
$$

In order to prove Theorem 3.1. we consider the following "approximation" of $V_{\lambda}$ :

$$
\begin{equation*}
\widetilde{V}_{\lambda} \stackrel{\text { def }}{=} \lambda^{2}\left(I+K_{\lambda}\right)+2 \rho \lambda A_{1}^{1 / 2}+A_{1}+R_{\lambda} . \tag{3.3}
\end{equation*}
$$

Comparing 2.33 and the above relation, we have

$$
\begin{equation*}
V_{\lambda}-\widetilde{V}_{\lambda}=\lambda S \tag{3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
S \stackrel{\text { def }}{=} \nu L_{0}-2 \rho A_{1}^{1 / 2}: \mathcal{D}\left(A_{1}^{1 / 4}\right) \rightarrow \mathcal{D}\left(A_{1}^{1 / 4}\right)^{\prime} . \tag{3.5}
\end{equation*}
$$

Using Proposition 2.2, there exists $\rho>0$ small enough such that $S$ is a positive self-adjoint operator. In what follows, we fix $\rho>0$ so that it satisfies this property. We are going to estimate the inverse of $\tilde{V}_{\lambda}$, see Theorem 3.3 to prove Theorem 3.1.

First, we recall the following result that can be found in [2, Lemma 3.4].
Lemma 3.2. There exists a constant $C_{0}$ such that for all $\lambda \in \mathbb{C}^{+}$,

$$
\begin{equation*}
\left\|\left(\lambda^{2} I+2 \rho \lambda A_{1}^{1 / 2}+A_{1}\right) \eta\right\|_{L^{2}\left(\Gamma_{1}\right)} \geqslant C_{0}\left(|\lambda|^{2}\|\eta\|_{L^{2}\left(\Gamma_{1}\right)}+\left\|A_{1} \eta\right\|_{L^{2}\left(\Gamma_{1}\right)}\right) \quad\left(\eta \in \mathcal{D}\left(A_{1}\right)\right) \tag{3.6}
\end{equation*}
$$

Theorem 3.3. There exists $\alpha>0$ such that for all $\lambda \in \mathbb{C}_{\alpha}^{+}$the operator $\widetilde{V}_{\lambda}: \mathcal{D}\left(A_{1}^{5 / 4}\right) \rightarrow \mathcal{D}\left(A_{1}^{1 / 4}\right)$ is an isomorphism and for $\theta, \beta \in[-1 / 4,5 / 4]$ such that $0 \leqslant \theta+\beta \leqslant 1$, the following estimates hold

$$
\begin{gather*}
\sup _{\lambda \in \mathbb{C}_{\alpha}^{+}}|\lambda|^{2-2 \theta-2 \beta}\left\|A_{1}^{\theta} \widetilde{V}_{\lambda}^{-1} A_{1}^{\beta}\right\|_{\mathcal{L}\left(L^{2}\left(\Gamma_{1}\right)\right)}<+\infty,  \tag{3.7}\\
\sup _{\lambda \in \mathbb{C}_{\alpha}^{+}}|\lambda|^{2-2 \theta-2 \beta}\left\|A_{1}^{\theta}\left(\widetilde{V}_{\lambda}^{*}\right)^{-1} A_{1}^{\beta}\right\|_{\mathcal{L}\left(L^{2}\left(\Gamma_{1}\right)\right)}<+\infty . \tag{3.8}
\end{gather*}
$$

Proof. We write (3.3) as

$$
\begin{equation*}
\widetilde{V}_{\lambda}=\left(I+K_{\lambda}\right)\left[\lambda^{2}+2 \rho \lambda A_{1}^{1 / 2}+A_{1}\right]-K_{\lambda}\left[2 \rho \lambda A_{1}^{1 / 2}+A_{1}\right]+R_{\lambda} . \tag{3.9}
\end{equation*}
$$

From Lemma 2.4 and Lemma 3.2 , there exists a constant $c>0$ such that

$$
\begin{equation*}
\left\|\left(I+K_{\lambda}\right)\left[\lambda^{2} \eta+2 \rho \lambda A_{1}^{1 / 2} \eta+A_{1} \eta\right]\right\|_{H^{1 / 2}\left(\Gamma_{1}\right)} \geqslant c\left(|\lambda|^{2}\left\|A_{1}^{1 / 4} \eta\right\|_{L^{2}\left(\Gamma_{1}\right)}+\left\|A_{1}^{5 / 4} \eta\right\|_{L^{2}\left(\Gamma_{1}\right)}\right) . \tag{3.10}
\end{equation*}
$$

Combining Lemma 2.4 and Lemma 2.5, we obtain a constant $C>0$ such that for $\lambda \in \mathbb{C}^{+}$,

$$
\left\|K_{\lambda}\left[2 \rho \lambda A_{1}^{1 / 2}+A_{1}\right] \eta\right\|_{H^{1 / 2}\left(\Gamma_{1}\right)}+\left\|R_{\lambda} \eta\right\|_{H^{1 / 2}\left(\Gamma_{1}\right)} \leqslant C\left(|\lambda|\left\|A_{1}^{1 / 4} \eta\right\|_{L^{2}\left(\Gamma_{1}\right)}+\left\|A_{1}^{3 / 4} \eta\right\|_{L^{2}\left(\Gamma_{1}\right)}\right)
$$

Using an interpolation inequality and the Young inequality, we deduce from the above estimate that

$$
\left\|K_{\lambda}\left[2 \rho \lambda A_{1}^{1 / 2}+A_{1}\right] \eta\right\|_{H^{1 / 2}\left(\Gamma_{1}\right)}+\left\|R_{\lambda} \eta\right\|_{H^{1 / 2}\left(\Gamma_{1}\right)} \leqslant C|\lambda|^{-1}\left(|\lambda|^{2}\left\|A_{1}^{1 / 4} \eta\right\|_{L^{2}\left(\Gamma_{1}\right)}+\left\|A_{1}^{5 / 4} \eta\right\|_{L^{2}\left(\Gamma_{1}\right)}\right)
$$

and thus, with (3.9) and (3.10), we deduce that for $\alpha$ large enough, and for $\lambda \in \mathbb{C}_{\alpha}^{+}$,

$$
\begin{equation*}
\left\|\tilde{V}_{\lambda} \eta\right\|_{H^{1 / 2}\left(\Gamma_{1}\right)} \geqslant C\left(|\lambda|^{2}\left\|A_{1}^{1 / 4} \eta\right\|_{L^{2}\left(\Gamma_{1}\right)}+\left\|A_{1}^{5 / 4} \eta\right\|_{L^{2}\left(\Gamma_{1}\right)}\right) . \tag{3.11}
\end{equation*}
$$

Since

$$
\tilde{V}_{\lambda}^{*}=\bar{\lambda}^{2}\left(I+K_{\lambda}^{*}\right)+2 \rho \bar{\lambda} A_{1}^{1 / 2}+A_{1}+R_{\lambda} \eta,
$$

and since $K_{\lambda}^{*}$ satisfies the same properties as $K_{\lambda}$, we also deduce that for $\alpha$ large enough, and for $\lambda \in \mathbb{C}_{\alpha}^{+}$,

$$
\begin{equation*}
\left\|\widetilde{V}_{\lambda}^{*} \eta\right\|_{H^{1 / 2}\left(\Gamma_{1}\right)} \geqslant C\left(|\lambda|^{2}\left\|A_{1}^{1 / 4} \eta\right\|_{L^{2}\left(\Gamma_{1}\right)}+\left\|A_{1}^{5 / 4} \eta\right\|_{L^{2}\left(\Gamma_{1}\right)}\right) . \tag{3.12}
\end{equation*}
$$

From (3.11), we deduce that $\tilde{V}_{\lambda}: \mathcal{D}\left(A_{1}^{5 / 4}\right) \rightarrow \mathcal{D}\left(A_{1}^{1 / 4}\right)$ is a closed operator and has a closed range: if $\left(\eta_{n}\right)_{n}$ is a sequence of $\mathcal{D}\left(A_{1}^{5 / 4}\right)$ such that $\left(\widetilde{V}_{\lambda} \eta_{n}\right)$ is convergent, then 3.11) yields that $\left(\eta_{n}\right)_{n}$ is a Cauchy sequence of $\mathcal{D}\left(A_{1}^{5 / 4}\right)$ and we deduce that $\left(\eta_{n}\right)_{n}$ is convergent in $\mathcal{D}\left(A_{1}^{5 / 4}\right)$ which yields the result.

Using [5, Corollary II. 17 (iv), p.28], we deduce from (3.11) and (3.12) that $\widetilde{V}_{\lambda}$ is invertible. Moreover, these relations also imply (3.7) and (3.8) for $(\theta, \beta)=(1 / 4,-1 / 4)$ and $(\theta, \beta)=(5 / 4,-1 / 4)$. By interpolation, this yields (3.7) and (3.8) for $(\theta,-1 / 4), \theta \in[1 / 4,5 / 4]$. By a duality argument, we obtain (3.7) and (3.8) for $(-1 / 4, \beta), \beta \in[1 / 4,5 / 4]$. Then, by interpolating (3.7) and (3.8) between $(1 / 4+\kappa,-1 / 4)$ and $(-1 / 4,1 / 4+\kappa)$ for $\kappa \in[0,1]$, we deduce the result.

We are now in a position to prove Theorem 3.1.
Proof of Theorem 3.1. The proof is the same as the proof of Theorem 3.6 in [2]. The main idea to use (3.4) and (3.5) in order to compare $V_{\lambda}^{-1}$ and $\widetilde{V}_{\lambda}^{-1}$. The key point in the proof of Theorem 3.6 in [2] is the relation $\operatorname{Re}\left\langle\lambda \zeta, V_{\lambda} \zeta\right\rangle_{L^{2}\left(\Gamma_{1}\right)} \geqslant 0$. Here, we can show this relation by using (3.3), combined with (2.22) and (2.23): for any $\zeta \in \mathcal{D}\left(A_{1}\right)$,

$$
\begin{align*}
\operatorname{Re}\left\langle\widetilde{V}_{\lambda} \zeta, \lambda \zeta\right\rangle_{L^{2}\left(\Gamma_{1}\right)}=\operatorname{Re} \lambda\|\lambda \zeta\|_{L^{2}\left(\Gamma_{1}\right)}^{2} & +|\lambda|^{2} \operatorname{Re} \lambda\left\langle\zeta, K_{\lambda}^{(1)} \zeta\right\rangle_{L^{2}\left(\Gamma_{1}\right)}+\nu|\lambda|^{4}\left\langle\zeta, K_{\lambda}^{(2)} \zeta\right\rangle_{L^{2}\left(\Gamma_{1}\right)}+|\lambda|^{2} \operatorname{Re} \lambda\left\langle\zeta, K_{\lambda}^{(2)} \zeta\right\rangle_{L^{2}\left(\Gamma_{1}\right)} \\
& +2 \rho|\lambda|^{2}\left\|A_{1}^{1 / 4} \zeta\right\|_{L^{2}\left(\Gamma_{1}\right)}^{2}+\operatorname{Re} \lambda\left\|A_{1}^{1 / 2} \zeta\right\|_{L^{2}\left(\Gamma_{1}\right)}^{2}+\operatorname{Re} \lambda\left\langle\zeta, L_{0} \zeta\right\rangle_{L^{2}\left(\Gamma_{1}\right)} \tag{3.13}
\end{align*}
$$

and we conclude by using Lemma 2.3 and Proposition 2.2

## 4 Proof of the main result

We are now in a position to prove Theorem 1.1. Assume

$$
\begin{equation*}
F=\left(f_{1}, f_{2}, g_{1}, g_{2}\right) \in H^{2}(\Omega) \times L^{2}(\Omega) \times \mathcal{D}\left(A_{1}^{3 / 4}\right) \times \mathcal{D}\left(A_{1}^{1 / 4}\right) \tag{4.1}
\end{equation*}
$$

First, we show that we can solve the following equation for $\lambda \in \mathbb{C}^{+}$:

$$
\begin{equation*}
(\lambda I-\mathcal{A}) U=F \tag{4.2}
\end{equation*}
$$

Writing

$$
U=\left(u_{1}, u_{2}, \eta_{1}, \eta_{2}\right),
$$

the above equation can be written as

$$
\left\{\begin{align*}
\lambda u_{1}-u_{2}=f_{1} & \text { in } \Omega,  \tag{4.3}\\
\lambda u_{2}-\nu \Delta u_{2}-\Delta u_{1}=f_{2} & \text { in } \Omega, \\
u_{1}=u_{2}=0 & \text { on } \Gamma_{0}, \\
u_{1}=\eta_{1}, u_{2}=\eta_{2} & \text { on } \Gamma_{1}, \\
\lambda \eta_{1}-\eta_{2}=g_{1} & \text { in } \Gamma_{1}, \\
\lambda \eta_{2}+A_{1} \eta_{1}+\nu \partial_{n} u_{2}+\partial_{n} u_{1}=g_{2} & \text { in } \Gamma_{1}
\end{align*}\right.
$$

Step 1. Here we show

$$
\begin{equation*}
\mathbb{C}^{+} \subset \rho(\mathcal{A}) \tag{4.4}
\end{equation*}
$$

In order to do this, we deduce from the first two equations of (4.3) that

$$
\lambda^{2} u_{2}-\lambda \nu \Delta u_{2}-\Delta u_{2}=\lambda f_{2}+\Delta f_{1}
$$

and

$$
\lambda^{2} u_{1}-\lambda \nu \Delta u_{1}-\Delta u_{1}=\lambda f_{1}-\nu \Delta f_{1}+f_{2}
$$

so that

$$
\begin{equation*}
u_{2}=W_{\lambda} \eta_{2}+U_{\lambda}\left(\lambda f_{2}+\Delta f_{1}\right) \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{1}=W_{\lambda} \eta_{1}+U_{\lambda}\left(\lambda f_{1}-\nu \Delta f_{1}+f_{2}\right) \tag{4.6}
\end{equation*}
$$

Combining similarly the last two equations of 4.3, we find

$$
\lambda^{2} \eta_{2}+A_{1} \eta_{2}+(\nu \lambda+1) \partial_{n} u_{2}=\lambda g_{2}-A_{1} g_{1}-\partial_{n} f_{1}
$$

and

$$
\lambda^{2} \eta_{1}+A_{1} \eta_{1}+(\nu \lambda+1) \partial_{n} u_{1}=\lambda g_{1}+g_{2}-\nu \partial_{n} f_{1}
$$

Now, we use (4.5), 4.6), 2.13, and (2.32) to write the two previous equations as follows

$$
\begin{gather*}
V_{\lambda} \eta_{2}=\lambda g_{2}-A_{1} g_{1}-\partial_{n} f_{1}-(\nu \lambda+1) \partial_{n} U_{\lambda}\left(\lambda f_{2}+\Delta f_{1}\right),  \tag{4.7}\\
V_{\lambda} \eta_{1}=\lambda g_{1}+g_{2}-\nu \partial_{n} f_{1}-(\nu \lambda+1) \partial_{n} U_{\lambda}\left(\lambda f_{1}-\nu \Delta f_{1}+f_{2}\right) . \tag{4.8}
\end{gather*}
$$

From (4.1) and Lemma 2.1. we deduce that the right-hand side of 4.7) and 4.8 are respectively in $\mathcal{D}\left(A_{1}^{1 / 4}\right)^{\prime}$ and $\mathcal{D}\left(A_{1}^{1 / 4}\right)$. Thus from Lemma 2.6. there exists a unique solution $\left(\eta_{1}, \eta_{2}\right) \in \mathcal{D}\left(A_{1}^{5 / 4}\right) \times \mathcal{D}\left(A_{1}^{3 / 4}\right)$ of 4.7) and (4.8). Then (4.5), 4.6), combined with Lemma 2.1 and 2.5 yield $\left(u_{1}, u_{2}\right) \in H^{2}(\Omega)^{2}$. We have solved 4.2).

Step 2. We now show the estimate (1.9). Let us consider $\alpha$ from Theorem 3.1. From the above step, using the continuity of the resolvent, we already have

$$
\sup _{\lambda \in \mathbb{C}^{+},|\lambda| \leqslant \alpha}|\lambda|\left\|(\lambda I-\mathcal{A})^{-1}\right\|_{\mathcal{L}(\mathcal{H})}<\infty .
$$

It is thus sufficient to show

$$
\begin{equation*}
\sup _{\lambda \in \mathbb{C}_{\alpha}^{+}}|\lambda|\left\|(\lambda I-\mathcal{A})^{-1}\right\|_{\mathcal{L}(\mathcal{H})}<\infty \tag{4.9}
\end{equation*}
$$

to obtain 1.9 . In order to do this, we use 4.7) to write

$$
\begin{equation*}
\eta_{2}=-V_{\lambda}^{-1} \partial_{n} f_{1}-(\nu \lambda+1) V_{\lambda}^{-1} \partial_{n} U_{\lambda}\left(\Delta f_{1}\right)-\lambda(\nu \lambda+1) V_{\lambda}^{-1} \partial_{n} U_{\lambda} f_{2}-V_{\lambda}^{-1} A_{1} g_{1}+\lambda V_{\lambda}^{-1} g_{2} \tag{4.10}
\end{equation*}
$$

From Theorem 3.1 (with $(\theta, \beta)=(1 / 4,-1 / 4)$ or $(\theta, \beta)=(1 / 4,1 / 4))$ and Lemma 2.1, we have

$$
\begin{gather*}
\left\|\lambda A_{1}^{1 / 4} V_{\lambda}^{-1} \partial_{n} f_{1}+\lambda(\nu \lambda+1) A_{1}^{1 / 4} V_{\lambda}^{-1} \partial_{n} U_{\lambda}\left(\Delta f_{1}\right)\right\|_{L^{2}\left(\Gamma_{1}\right)} \leqslant C\left\|f_{1}\right\|_{H^{2}(\Omega)},  \tag{4.11}\\
\left\|\lambda^{2}(\nu \lambda+1) A_{1}^{1 / 4} V_{\lambda}^{-1} \partial_{n} U_{\lambda} f_{2}\right\|_{L^{2}\left(\Gamma_{1}\right)} \leqslant C\left\|(\nu \lambda+1) U_{\lambda} f_{2}\right\|_{H^{2}(\Omega)} \leqslant C\left\|f_{2}\right\|_{L^{2}(\Omega)},  \tag{4.12}\\
\left\|\lambda A_{1}^{1 / 4} V_{\lambda}^{-1} A_{1} g_{1}\right\|_{L^{2}\left(\Gamma_{1}\right)} \leqslant C\left\|A_{1}^{3 / 4} g_{1}\right\|_{L^{2}\left(\Gamma_{1}\right)},  \tag{4.13}\\
\left\|\lambda^{2} A_{1}^{1 / 4} V_{\lambda}^{-1} g_{2}\right\|_{L^{2}\left(\Gamma_{1}\right)} \leqslant C\left\|A_{1}^{1 / 4} g_{2}\right\|_{L^{2}\left(\Gamma_{1}\right)} . \tag{4.14}
\end{gather*}
$$

Combining 4.10 with 4.11-4.14, we deduce that

$$
\begin{equation*}
\left\|\lambda \eta_{2}\right\|_{\mathcal{D}\left(A_{1}^{1 / 4}\right)} \leqslant C\|F\|_{\mathcal{H}} \tag{4.15}
\end{equation*}
$$

Moreover, we deduce from 4.10 and from (4.3) that

$$
\begin{equation*}
\lambda \eta_{1}=-V_{\lambda}^{-1} \partial_{n} f_{1}-(\nu \lambda+1) V_{\lambda}^{-1} \partial_{n} U_{\lambda}\left(\Delta f_{1}\right)-\lambda(\nu \lambda+1) V_{\lambda}^{-1} \partial_{n} U_{\lambda} f_{2}+g_{1}-V_{\lambda}^{-1} A_{1} g_{1}+\lambda V_{\lambda}^{-1} g_{2} \tag{4.16}
\end{equation*}
$$

Similarly as above, we apply Theorem 3.1 ( $($ with $(\theta, \beta)=(3 / 4,-1 / 4)$ or $(\theta, \beta)=(3 / 4,1 / 4))$ and Lemma 2.1 . and we deduce

$$
\begin{equation*}
\left\|\lambda \eta_{1}\right\|_{\mathcal{D}\left(A_{1}^{3 / 4}\right)} \leqslant C\|F\|_{\mathcal{H}} \tag{4.17}
\end{equation*}
$$

Now, coming back to 4.5, we obtain

$$
\left\|\lambda u_{2}\right\|_{L^{2}(\Omega)} \leqslant\left\|\lambda W_{\lambda} \eta_{2}\right\|_{L^{2}(\Omega)}+\left\|\lambda^{2} U_{\lambda} f_{2}\right\|_{L^{2}(\Omega)}+\left\|\lambda U_{\lambda} \Delta f_{1}\right\|_{L^{2}(\Omega)}
$$

Combining the above relation with 2.11, Lemma 2.1 and 4.15, we deduce

$$
\left\|\lambda u_{2}\right\|_{L^{2}(\Omega)} \leqslant C\left(\left\|\lambda \eta_{2}\right\|_{H^{-1 / 2}\left(\Gamma_{1}\right)}+\left\|f_{2}\right\|_{L^{2}(\Omega)}+\left\|f_{1}\right\|_{H^{2}(\Omega)}\right) \leqslant C\|F\|_{\mathcal{H}}
$$

Finally, 4.3) and 4.5 yield

$$
\left\|\lambda u_{1}\right\|_{H^{2}(\Omega)} \leqslant\left\|W_{\lambda} \eta_{2}\right\|_{H^{2}(\Omega)}+\left\|\lambda U_{\lambda} f_{2}\right\|_{H^{2}(\Omega)}+\left\|U_{\lambda} \Delta f_{1}\right\|_{H^{2}(\Omega)}+\left\|f_{1}\right\|_{H^{2}(\Omega)}
$$

Combining the above relation with 2.12, Lemma 2.1 and 4.3), we deduce

$$
\begin{aligned}
\left\|\lambda u_{1}\right\|_{H^{2}(\Omega)} & \leqslant C\left(\left\|\eta_{2}\right\|_{H^{3 / 2}\left(\Gamma_{1}\right)}+\left\|\lambda \eta_{2}\right\|_{H^{-1 / 2}\left(\Gamma_{1}\right)}+\left\|f_{2}\right\|_{L^{2}(\Omega)}+\left\|f_{1}\right\|_{H^{2}(\Omega)}\right) \\
& \leqslant C\left(\left\|\lambda \eta_{1}\right\|_{H^{3 / 2}\left(\Gamma_{1}\right)}+\left\|g_{1}\right\|_{H^{3 / 2}\left(\Gamma_{1}\right)}+\left\|\lambda \eta_{2}\right\|_{H^{-1 / 2}\left(\Gamma_{1}\right)}+\left\|f_{2}\right\|_{L^{2}(\Omega)}+\left\|f_{1}\right\|_{H^{2}(\Omega)}\right) .
\end{aligned}
$$

Combining this with 4.15 and 4.17) yields

$$
\left\|\lambda u_{1}\right\|_{H^{2}(\Omega)} \leqslant C\|F\|_{\mathcal{H}}
$$

We thus deduce (4.9) and therefore (1.9). Combined with (4.4), this allows us to conclude the proof of Theorem 1.1

## A Appendix

In this section, we present a formal way to derive the system and in particular the Ventcel boundary conditions. The approach is the same as in [6, Appendix A] and we write this part only for sake of completeness.

We consider for any $\delta>0$ small enough,

$$
\omega_{\delta}:=\left\{x+s n ; s \in(0, \delta), x \in \Gamma_{1}\right\}
$$

and we assume that

$$
\bar{\Omega} \cap \overline{\omega_{\delta}}=\Gamma_{1} .
$$

We define the domain $\Omega_{\delta}$ by

$$
\overline{\Omega_{\delta}}:=\overline{\Omega \cup \omega_{\delta}} .
$$

Then, we consider the following system coupling two wave equations:

$$
\left\{\begin{align*}
& \partial_{t t} u-\nu \Delta \partial_{t} u-\Delta u=0 \text { in }(0, \infty) \times \Omega,  \tag{A.1}\\
& \partial_{t t} v-\kappa \Delta v=0 \text { in }(0, \infty) \times \omega_{\delta}, \\
& u=v \text { on }(0, \infty) \times \Gamma_{1}, \\
& \partial_{n}\left(\nu \partial_{t} u+u\right)=\kappa \partial_{n} v \text { on }(0, \infty) \times \Gamma_{1}, \\
& u=0 \text { on }(0, \infty) \times \Gamma_{0} \\
& \partial_{n} v=0 \\
& \text { on }(0, \infty) \times \partial \omega_{\delta} \backslash \Gamma_{1}
\end{align*}\right.
$$

In the above system, the two wave equations are coupled at the interface $\Gamma_{1}$ through standard transmission conditions. Note that we choose to consider a Neumann boundary condition on the $\partial \omega_{\delta} \backslash \Gamma_{1}$. Similar computations for a Dirichlet boundary condition lead to a slightly different model.

First we use a standard formula for the Laplace operator in $\Gamma_{1}$ as follows (see, for instance, [12, p.220, formula (5.59)]):

$$
\Delta v=\partial_{n}^{2} v+(\operatorname{div} n) \partial_{n} v+\Delta_{b} v \quad \text { on } \Gamma_{1} .
$$

Then using Taylor's formula and the Neumann boundary condition on $\partial \omega_{\delta} \backslash \Gamma_{1}$, we deduce

$$
0=\partial_{n} v(x+\delta n)=\partial_{n} v(x)+\delta \partial_{n}^{2} v(x)+O\left(\delta^{2}\right) \quad \text { on } \Gamma_{1} .
$$

We thus deduce from the wave equation on $\omega_{\delta}$ and from the two above relations that

$$
\partial_{t t} v-\kappa \Delta_{b} v=-\frac{\kappa}{\delta} \partial_{n} v+O(\delta) \quad \text { on }(0, \infty) \times \Gamma_{1}
$$

Then using the transmission conditions, and denoting by $\eta$ the trace of $v$ on $\Gamma_{1}$, we deduce

$$
\partial_{t t} \eta-\kappa \Delta_{b} \eta=-\frac{1}{\delta} \partial_{n}\left(\nu \partial_{t} u+u\right)+O(\delta) \quad \text { on }(0, \infty) \times \Gamma_{1} .
$$

Neglecting the remainder, we recover the Ventcel condition in 1.1. Note that in this system, we take $\delta=1$ since this constant does not play any role in the proof of our main result.
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