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Abstract

This paper introduces a novel algorithm, the Perturbed Proximal Preconditioned SPIDER algo-
rithm (3P-SPIDER), designed to solve finite sum non-convex composite optimization. It is a
stochastic Variable Metric Forward-Backward algorithm, which allows approximate preconditioned
forward operator and uses a variable metric proximity operator as the backward operator; it
also proposes a mini-batch strategy with variance reduction to address the finite sum setting.
We show that 3P-SPIDER extends some Stochastic preconditioned Gradient Descent-based algo-
rithms and some Incremental Expectation Maximization algorithms to composite optimization
and to the case the forward operator can not be computed in closed form. We also provide
an explicit control of convergence in expectation of 3P-SPIDER, and study its complexity in
order to satisfy the approximate epsilon-stationary condition. Our results are the first to com-
bine the non-convex composite optimization setting, a variance reduction technique to tackle the
finite sum setting by using a minibatch strategy and, to allow deterministic or random approx-
imations of the preconditioned forward operator. Finally, through an application to inference
in a logistic regression model with random effects, we numerically compare 3P-SPIDER to other
stochastic forward-backward algorithms and discuss the role of some design parameters of 3P-SPIDER.

Keywords: Stochastic optimization, Variable Metric Forward-Backward splitting, Preconditioned Stochastic
Gradient Descent, Incremental Expectation Maximization, Proximal methods, Variance reduction,
Non-asymptotic convergence bounds.

1 Introduction

Efficient learning from large data sets require new
optimization algorithms designed to be robust to
big data and complex models era. In Statistics and
Machine Learning, we are often faced with solving

problems of the form

argmins∈Rq

(
1

n

n∑
i=1

Wi(s) + g(s)

)
,

where n is the number of examples in the training
data set, s is an unknown quantity to be learnt
from the examples, Wi is a loss function associ-
ated to the example #i and g is a regularization
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term encoding a priori knowledge and constraints
on s; g may also prevent from overfitting. Quite
often, the regularization term g : Rq → (0,+∞]
is not differentiable, and the data fidelity term
n−1

∑n
i=1Wi is smooth on the domain of g.

This paper is concerned with stochastic opti-
mization of a non-convex finite sum composite
function; more precisely, it addresses the differen-
tial inclusion problem

0 ∈ 1

n

n∑
i=1

Gi(s) + ∂g(s), s ∈ Rq, (1)

where g : Rq → (−∞,+∞] is lower semi-
continuous convex with non-empty domain S and
for all i, Gi : S → Rq is globally Lipschitz on S.

The first goal of this paper is to provide a novel
algorithm. Motivated by applications in Statistics
and Machine learning, we require this algorithm
to satisfy the following three constraints. (c1) The
algorithm uses possibly preconditioned operators
hi instead of the forward operator Gi:

∀s ∈ S, hi(s,B)
def
= −B−1Gi(s), (2)

where B is a q × q positive definite matrix. Such
a condition encompasses preconditioned gradient
methods for example, which also includes gradient
methods with adaptive step sizes. It also encom-
passes Expectation Maximization (EM) algo-
rithms (Dempster et al (1977)) designed for large
scale learning. (c2) The algorithm may only have
access to approximations of hi(s,B). Such a con-
dition addresses the situations when hi(s,B) is
not explicit, for example when it is defined by an
intractable integral. This occurs at each E-step
of EM, when the conditional expectations under
the a posteriori distributions can not be computed
exactly. (c3) The algorithm addresses the finite
sum challenge while keeping the caused variabil-
ity induced by the algorithmic solution as small as
possible. For example, when the solution relies on
a random selection of a mini-batch of examples,
the algorithm has to propose a variance reduction
scheme.

A first class of problems of the form (1)
are minimizations of regularized loss functions
through gradient-based algorithms. In that case,

Gi
def
= ∇Wi. (2) allows preconditioned gradients;

such a variable metric is known to accelerate the

convergence. Variable Metric Forward-Backward
(VMFB) algorithms were introduced to solve (1)-
(2) in the case G is a gradient. Nevertheless, as
discussed in Section 2.1, to our best knowledge
none of the variants of VMFB address the three
constraints c1, c2 and c3 simultaneously.

A second application of (1)-(2) is the EM
algorithm, an algorithm originally designed to
compute the Maximum-Likelihood estimator of
an unknown parameter θ in latent variable mod-
els. When the complete data model is from the
curved exponential family, EM is equivalent to
an algorithm in the so-called statistic space (see
e.g. Delyon et al (1999)). This remark is the cor-
nerstone of stochastic EM algorithms including
incremental EM ones designed for incremental
processing of large data sets. EM only supplies
preconditioned forward operators −B(s)−1Gi(s).
Therefore, stochastic EM algorithms are naturally
in the setting (1)-(2) (see Fort et al (2020)). Here
again, as discussed in Section 2.2, none of the EM
variants in the literature address the constraints
(c2) and (c3) simultaneously.

Our first contribution is the design of a novel
iterative algorithm, named Perturbed Proximal

Preconditioned SPIDER (3P-SPIDER), which
combines (i) a preconditioned forward operator
associated to the smooth part n−1

∑n
i=1Gi(s),

(ii) a variable metric proximity operator with
respect to the non-smooth part g, (iii) a stochas-
tic approach to address the finite sum setting
induced by n−1

∑n
i=1Gi(s) combined with a vari-

ance reduction technique based on the SPIDER

algorithm (Nguyen et al (2017); Fang et al
(2018)); it also allows (iv) numerical approxi-
mations of the preconditioned forward operator
when it has no closed form. The algorithm is
introduced in Section 3, together with discussions
on implementation questions. We also design a
stochastic VMFB algorithm which answers the
constraints c1 and c2 but does not contain a
variance reduction step as required by c3.

The second contribution is to provide a non-
asymptotic convergence analysis in expectation
of 3P-SPIDER in the case the variable metric B
at iteration #t depends on the current value of
the iterate, and the Gi’s are gradient operators;
see Section 4. The proof relies on a Lyapunov
inequality with an original construction, which
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is a consequence of the non-convex optimization
setting, and the fact the algorithm uses precon-
ditioned forward operators and variable metric
proximity operators (see Section 7.4).
Theorem 4.1 provides a control of convergence
in expectation for 3P-SPIDER, which explicitly
identifies the impact of non-exact preconditioned
forward operators, and the impact of initializa-
tion strategies. First, we prove that the learning
rate of 3P-SPIDER can be chosen constant over
iterations when the preconditioned forward oper-
ator is exact or replaced with an unbiased random
oracle; and is decreasing along iterations when it
is replaced with a biased oracle (deterministic or
random). Second, we provide the first convergence
result for a stochastic VMFB algorithm addressing
c1, c2 and c3 for non-convex finite sum composite
optimization. For example, it is the first result for
incremental EM with a non-smooth penalty term
(g 6= 0) and possibly biased Monte Carlo approx-
imations of the E-step.
When the forward operator hi(s,B(s)) is exact,
we study the complexity of 3P-SPIDER (see Corol-
lary 4.3): in order to satisfy the approximate
ε-stationary condition, the number of calls Kh̄ to
one of the operator hi(s,B(s)) is O(

√
n/ε), the

number of calls Kprox to the backward operator is
O(1/ε) and, the learning rate can be chosen inde-
pendent of the accuracy ε. Applied to the Gradient
method and applied to the EM method when there
are no constraints (g = 0), these explicit controls
of convergence retrieve previous results in the lit-
erature (see e.g. Wang et al (2019); Fort et al
(2020)) which are known to be at the state-of-the-
art.
Finally we show that this complexity analysis
remains valid when the forward operators are
approximated. In the difficult case when the
approximations are biased random oracles based
on Monte Carlo sums, we show that Kh̄ and Kprox

are not impacted by the approximation and are
the same as with exact operators hi(·,B(·)), by
choosing an adequate number of terms in the
Monte Carlo sums. The price to be paid is a Monte
Carlo complexity of order O(

√
n/ε2).

In Section 5, 3P-SPIDER is applied to inference
in a logistic regression model with random effects.
We show how the problem is of the form (1)-
(2). In this example, the preconditioned forward
operators are approximated by a Monte Carlo

sum computed from a Markov chain Monte Carlo
sampler. Through numerical analyses in the case
3P-SPIDER is a stochastic Expectation Maximiza-
tion algorithm in the statistic space, we discuss the
choice of design parameters. We also show how the
SPIDER variance reduction effect can be increased
by exploiting the Monte Carlo approximations of
the forward operator.

The proofs are given in Section 6 and Section 7;
technical details are also provided in Appendix.

Notations. We denote by 〈·, ·〉 the dot prod-
uct on Rq, and by ‖ · ‖ the associated norm.
For a q × q positive definite matrix B, we set

〈·, ·〉B
def
= 〈B·, ·〉 and ‖ · ‖B the associated norm.

Iq denotes the q × q identity matrix. For a matrix
B, B> is its transpose. Pq+ denotes the set of the
q × q positive definite matrices.

N (resp. N?) is the set of non negative (resp.

positive) integers. For n ∈ N?, we set [n]
def
=

{0, · · · , n} and [n]?
def
= {1, · · · , n}. R+ is the set

of the positive real numbers. For q ∈ R, dqe is the
upper integer part.

I is the identity function. For a proper function
g : Rq → (−∞,+∞], ∂g(s) denotes the sub-
differential at s. For a continuously differentiable
function W at s ∈ Rq, ∇W (s) is the gradient of
W at s.

All the random variables (r.v.) are defined on
(Ω,A,P); for a r.v. U , σ(U) is the sigma-field
generated by U .

2 Motivating examples

In this section, we show that the Variable Metric
Proximal-Gradient algorithm and the Expectation
Maximization algorithm are examples of the gen-
eral framework described by (1) and (2). In the
first case, the preconditioning matrices B are cho-
sen by the user, while in the second case, they are
supplied by the algorithm.

2.1 Variable Metric
Proximal-Gradient algorithms

Consider the non-convex composite problem with
finite sum structure

find s ∈ Rq: 0 ∈ 1

n

n∑
i=1

∇Wi(s) + ∂g(s) , (3)
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where g is a proper lower semicontinuous convex
function with domain S; and for all i ∈ [n]?, Wi is
continuously differentiable on S. It is of the form

(1) with Gi
def
= ∇Wi being a gradient. (3) is an

example of the more general problem: finding a
zero on Rq of the sum of two (set-valued) oper-

ators 0 ∈ As + Cs. Here, A
def
= n−1

∑n
i=1∇Wi

and C
def
= ∂g is a maximally monotone oper-

ator (see e.g. (Bauschke and Combettes, 2011,
Theorem 20.25)). (3) can be solved by Forward-
Backward splitting algorithms (see e.g. Combettes
and Wajs (2005); Beck (2017)): the forward step
uses the gradient of some if not all the functions
Wi’s at each iteration; the backward step uses a
proximity operator associated to g. This yields
Proximal-Gradient based algorithms.

In the case g = 0, which includes uncon-
strained optimization problems, stochastic gradi-
ent methods with variance reduction were pro-
posed in the situation

n−1
n∑
i=1

Gi(s) = E [G(Z, s)] (4)

and random oracles G(Z, s) are available; in the
non-convex setting, let us cite e.g. Ghadimi and
Lan (2013); Reddi et al (2016); Allen-Zhu and
Hazan (2016); Nguyen et al (2017); Allen-Zhu
(2018); Fang et al (2018); Zhou et al (2020).
These algorithms address the problem (1)-(2) by
choosing B equal to the identity matrix Iq and
they use unbiased random oracles G(Z, s) for the
approximation of the forward operator.

For non-convex composite optimization (g 6=
0), let us cite Ghadimi et al (2016) and Karimi
et al (2016) for stochastic Proximal-Gradient algo-
rithms using unbiased oracles G(Z, s) (see (4)).
Li and Li (2018), Wang et al (2019), Zhang
and Xiao (2019), Nhan et al (2020) and Metel
and Takeda (2021) propose stochastic Proximal-
Gradient methods with unbiased random ora-
cles and including variance reduction schemes. In
Metel and Takeda (2021), g may be non-convex
but admits an efficiently computable proximity
operator. Atchadé et al (2017) allow for deter-
ministic or random approximations of the forward
operator n−1

∑n
i=1Gi(s); when the perturbation

is stochastic, the convergence analysis covers both
biased and unbiased oracles, includes Nesterov

acceleration schemes, but is restricted to con-
vex optimization. Here again, all these algorithms
address the problem (1)-(2) by choosing B = Iq.

Forward-Backward suffers from slow conver-
gence, and Variable Metric Forward-Backward
(VMFB) methods were proposed by Chen and Rock-
afellar (1997) in order to accelerate the conver-
gence (see also refs. 11 to 16 in Chouzenoux et al
(2014)). VMFB changes the metric at each itera-
tion by using symmetric positive definite scaling
matrices multiplying the forward operator. It is
an alternative to inertial methods such as Heavy
Ball or Nesterov acceleration which use informa-
tions from the previous iterates. When solving
the inclusion (3), VMFB uses preconditioned gradi-
ents with an iteration-dependent preconditioning
matrix B−1

t for the forward step at iteration #t,
and scales the proximal step consequently. Exam-
ples showing that VMFB is more efficient than
Forward-Backward and Forward-Backward with
inertial schemes, are provided in Chouzenoux et al
(2014) and Repetti et al (2014). Different strate-
gies exist for the definition of the variable metric
Bt; for example, it may be a diagonal matrix
depending on the past history of the algorithm
(see e.g. Park et al (2019) and references therein
for variable scalar metrics; see also Chen et al
(2019) in the case g = 0), or inherited from
Newton-type methods (see e.g. Becker and Fadili
(2012); Lee et al (2014); Becker et al (2019) for
the composite convex case; see also Kolte et al
(2015); Moritz et al (2016); Gower et al (2016) for
the smooth convex case with finite sum structure;
finally, see Zhang et al (2022) for the smooth non-
convex case with finite sum structure), or defined
through a Majorize-Minimize strategy to make the
backward operator explicit (see e.g. Chouzenoux
et al (2014) and Repetti and Wiaux (2021)). Con-
vergence results for VMFB exist in the convex case
(see e.g. Combettes and Vũ (2014) and Bonettini
et al (2021); and Park et al (2019) for the strongly
convex case) and in the non-convex case (see e.g.
Chouzenoux et al (2014) and Repetti and Wiaux
(2021)). In Yun et al (2021), a stochastic VMFB is
studied in the non-convex case; the exact gradient
is approximated by a linear combination of ran-
dom oracles, with exponential forgetting, and the
oracles are assumed unbiased and bounded.

3P-SPIDER addresses non-convex composite
optimization with a finite sum structure by using
Proximal-Gradient algorithms accelerated via the
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Variable Metric cunning. It is a stochastic VMFB,
which contains a variance reduction technique
in order to overcome the finite sum setting; it
also allows oracles for the preconditioned forward
operators, oracles which can be biased or unbi-
ased when random (see e.g. Atchadé et al (2017)
and Fort et al (2018) for examples motivating
biased random approximations of the gradient).
The combination of these two sources of pertur-
bations is an original setting which, to our best
knowledge, is not addressed in the literature.
3P-SPIDER uses preconditioning matrices, which
may depend on the current value of the iterate and
therefore may be random. The non-asymptotic
convergence analysis derived in Section 4 will rely
on weaker minorization assumptions on the spec-
trum of the scaling matrices (see A 3) than in
Yun et al (2021); it will not require ordering
assumptions on the sequence of scaling matrices
as in Combettes and Vũ (2014) and Bonettini
et al (2021), and will not assume a Kurdyka-
 Lojasiewicz condition on the objective function as
in Chouzenoux et al (2014). As a consequence,
the construction of the Lyapunov inequality for
the convergence analysis of 3P-SPIDER differs from
these previous works.
3P-SPIDER requires the backward operator to be
explicit, which may be a strong assumption espe-
cially for variable metric proximity operators (see
Section 3.5); extensions of the convergence anal-
ysis to the case of inexact proximity operators is
out of the scope of this paper.

2.2 Expectation Maximization for
curved exponential families

Consider the parametric statistical model: the
observations are independent with density

y 7→
∫
Z

p(y, z; θ)µlv(dz) ,

with respect to (w.r.t.) a σ-finite positive measure
µo on Rdy . In this model, z acts as a latent vari-
able taking values in the measurable set (Z,Z)
endowed with a σ-finite positive measure µlv (see
e.g. Everitt (1984) for examples of latent vari-
able models). The goal is to learn the parameter
θ ∈ Θ ⊆ Rd from n observations Y1, · · · , Yn, by

minimizing the negative normalized log-likelihood

F (θ)
def
= − 1

n

n∑
i=1

log

∫
Z

p(Yi, z; θ)µlv(dz) (5)

on Θ. Unfortunately, this is a non-convex problem
and most often, an optimization algorithm for the
minimization of (5) can not do better than con-
verging to a critical point of the objective function
(see Wu (1983)).

A popular model is the case when the complete
data likelihood (y, z) 7→ p(y, z; θ) is of the form

p(y, z; θ)
def
= H(y, z) exp (〈S(y, z), φ(θ)〉 − ψ(θ))

where H : Rdy × Z → R+, S : Rdy × Z → Rq,
φ : Θ → Rq, ψ : Θ → R; it corresponds to the
so-called curved exponential family assumption. It
is satisfied by the mixture models as soon as the
components of the mixture are from the curved
exponential family. See e.g. Brown (1986) for an
introduction to curved exponential family of dis-
tributions; and McLachlan and Krishnan (2008)
for examples of such latent variable models.

EM for curved exponential families defines
iteratively a Θ-valued sequence {θt, t ≥ 0}
through the mechanism: given θt,

• (E-step) Compute s̄(θt), the expectation of
the sufficient statistics w.r.t. the a posteriori
distributions

s̄(θt)
def
=

1

n

n∑
i=1

s̄i(θt) ,

s̄i(θt)
def
=

∫
Z

S(Yi, z)
p(Yi, z; θt)µlv(dz)∫
Z
p(Yi, u; θt)µlv(du)

.

• (M-step) Update the parameter

θt+1
def
= argminθ∈Θ (ψ(θ)− 〈s̄(θt), φ(θ)〉) .

The algorithm alternates between a step in the
parameter space Θ (when computing θt+1 ∈ Rd),
and a step in the statistic space when computing
s̄(θt) ∈ Rq. Proposition 2.1 states that the limiting
points of EM run in the parameter space Θ are the
fixed points of an operator onto Θ; finding such a
fixed point is equivalent to find a fixed point of an
operator onto the statistic space s̄(Θ) ⊆ Rq.
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Proposition 2.1 Assume that for any s ∈ S ⊇ s̄(Θ),

T(s)
def
= argminθ∈Θ (ψ(θ)− 〈s, φ(θ)〉)

exists and is unique. Set Lθ
def
= {θ ∈ Θ : T(s̄(θ)) = θ}

and Ls
def
= {s ∈ s̄(Θ) : s̄(T(s)) = s}.

Lθ is the set of the limiting points of EM. If θ? ∈
Lθ, then s?

def
= s̄(θ?) is in Ls. Conversely, if s? ∈ Ls

then θ?
def
= T(s?) is in Lθ.

See e.g. Delyon et al (1999) for the proof. An
algorithmic corollary of Proposition 2.1, is that
EM is equivalent to any algorithm run in the
statistic space and designed to find the roots of
the function

s 7→ 1

n

n∑
i=1

h̄i(s) , where h̄i(s)
def
= s̄i(T(s))− s ,

on the subset s̄(Θ) of Rq. Under regularity con-
ditions on the statistical model, it is proved in
Delyon et al (1999) (see also a statement in (Fort
et al, 2020, Proposition 1)) that there exists a q×q
positive definite matrix B(s) such that

∇ (F ◦ T) (s) = −B(s)

(
1

n

n∑
i=1

h̄i(s)

)
, (6)

where F is the negative normalized log-likelihood
(see (5)). Therefore, the roots of n−1

∑n
i=1 h̄i(s)

on s̄(Θ) are the roots of n−1
∑n

i=1Gi(s) on s̄(Θ),

where Gi(s)
def
= −B(s) h̄i(s). It also means that

the roots of n−1
∑n

i=1 h̄i(s) are the roots of the
gradient of F◦T, the objective function transferred
on the statistic space through the map T : Θ →
Rq.

As a conclusion, EM in the statistic space is
an example of problem (1)-(2), where the func-
tion g collects the constraint on s such as s ∈
S ⊇ s̄(Θ): (i) it is designed to find a root of
n−1

∑n
i=1Gi(s) = ∇(F ◦ T)(s) under the con-

straint that s ∈ S; (ii) it uses the quantities h̄i(s)
which are preconditioned forward operator since
there exists B(s) such that h̄i(s) = −B(s)−1Gi(s)
(see (6)); (iii) this preconditioned forward oper-
ator is intractable for at least two reasons: first,
due to the inner integrations on the set Z when
computing s̄i, since p(y, z; θ) and Z are often too
complex to make the integrals explicit; second,
due to the outer integration on the n examples

when computing s̄, which has a prohibitive com-
putational cost in large scale learning. However, a
Monte Carlo approximation of h̄i(s) is always pos-
sible, whatever i and s. This remark is the corner-
stone to understand the stochastic versions of EM
(see e.g. Celeux and Diebolt (1985); Wei and Tan-
ner (1990); Delyon et al (1999); Fort and Moulines
(2003) which address the inner sum intractability;
and Neal and Hinton (1998); Ng and McLachlan
(2003); Cappé and Moulines (2009); Chen et al
(2018); Karimi et al (2019); Fort et al (2020,
2021a) for the outer sum intractability). They con-
sist in running a Stochastic Approximation (SA)
algorithm with mean field n−1

∑n
i=1 h̄i(s) (for an

introduction to SA, see e.g. Benveniste et al (1990)
or Borkar (2008)); this yields SA within EM pro-
cedures. They differ through the construction of
the random field used for the approximation of the
mean field (see (Fort et al, 2021a, Section 2.2.) for
a description of some SA within EM algorithms).

3P-SPIDER is among the SA within EM algo-
rithms. Compared to previous stochastic EM
methods, it encompasses the two random approx-
imations (of the sum in i and of the integrals
on Z) and a variance reduction step, and it also
allows a more general penalty term g than the
{0,+∞}-valued indicator function of a set.

3 The 3P-SPIDER algorithm

We introduce a novel algorithm named Perturbed
Proximal Preconditioned SPIDER (3P-SPIDER),
solving (1) and satisfying (c1), (c2) and (c3). It
requires g to satisfy the following assumption

A1. g : Rq → (−∞,+∞] is proper, lower semi-
continuous and convex. Denote by S its domain

S def
= {s ∈ Rq : g(s) < +∞}.

Under this assumption, we define a variable
metric proximity operator. For any γ > 0 and
B ∈ Pq+, the proximity operator of the proper
lower semicontinuous convex function γg : Rq →
(−∞,+∞] relative to the metric induced by
B is defined by (see e.g. (Hiriart-Urruty and
Lemaréchal, 1996, Section XV.4))

proxBγg(s)
def
=argminRq

(
γg(·) +

1

2
‖ · −s‖2B

)
. (7)
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When B = Iq, we simply write proxγg(s), which
is the proximity operator originally defined by
Moreau (1965). Lemma 3.1 shows that under A1,
proxBγg(s) exists and is unique for all s ∈ Rq, γ > 0
and B ∈ Pq+. It also provides characterizations of
this point. Its proof is in Section 6.1.

Lemma 3.1 Assume A1.

1. For any γ > 0, B ∈ Pq+ and s ∈ Rq, the
optimization problem (7) has a unique solu-
tion, characterized as the unique point p ∈ S
satisfying

− γ−1B (p− s) ∈ ∂g(p) .

2. For any γ > 0, B ∈ Pq+, s ∈ S and h ∈ Rq,

s = proxBγg(s+ γh) iff Bh ∈ ∂g(s). (8)

For s ∈ Rq and B ∈ Pq+, set

hi(s,B)
def
= −B−1Gi(s) ,

h(s,B)
def
= n−1

n∑
i=1

hi(s,B) . (9)

By Lemma 3.1-item 2, it holds for any B ∈ Pq+ and
γ > 0: s = proxBγ g (s+ γ h(s,B)) iff −Bh(s,B) ∈
∂g(s). By (9), this yields for any B ∈ Pq+, and
γ > 0:

s? = proxBγ g (s? + γ h(s?, B))

iff s? solves (1). (10)

3.1 Variable Metric Proximal and
Preconditioned Gradient

(10) shows that when solving the composite opti-
mization problem (1), as soon as a preconditioned
version of the operator s 7→ n−1

∑n
i=1Gi(s) is

used – with preconditioning matrix B−1, a prox-
imity operator of g relative to a metric induced by
the matrix B has to be used.

Based on the characterization (10), a natural
splitting algorithm to solve (1) under the con-
dition (c1) is: given σ0 ∈ S, a positive stepsize
sequence {γk+1, k ≥ 0} and a Pq+-valued sequence

{Bk+1, k ≥ 0}, repeat

σk+1 = proxBk+1
γk+1 g

(σk + γk+1h(σk, Bk+1)) . (11)

It corresponds to the Variable Metric Forward-
Backward algorithm (see e.g. Chen and Rockafel-
lar (1997); Combettes and Vũ (2014)).

In the large scale learning setting, the full sum
over the n functions hi (see (9)) can not be com-
puted at each iteration of (11). In addition, it may
happen that hi(s) is not explicit (see e.g. the case
of the incremental EM algorithms, Section 2.2).
Therefore, a natural idea is to propose the inexact
version of (11) defined by Algorithm 1: the proxi-
mal step is unchanged (see line 8); the SA step in
line 7 uses a random approximation Sk+1 of the

exact mean field n−1
∑n

i=1 hi(Ŝk); this approxi-
mation, defined by line 6, combines a mini-batch
approximation of a full sum (see line 3) and
possibly approximated terms δk+1,i (see line 5).

Algorithm 1 A stochastic Variable Metric
Forward-Backward
Require: kout ∈ N?, γk > 0 for k ∈ [kout]?, b ∈

N?, Ŝinit ∈ S.
Ensure: The sequence {Ŝk, k ∈ [kout]}.

1: Ŝ0 = Ŝinit

2: for k = 0, · · · , kout − 1 do
3: Sample a batch Bk+1 of size b in [n]?

4: Choose Bk+1 ∈ Pq+
5: For i ∈ Bk+1, compute an approximation

δk+1,i of hi(Ŝk, Bk+1).
6: Sk+1 = b−1

∑
i∈Bk+1

δk+1,i

7: Ŝk+1/2 = Ŝk + γk+1 Sk+1

8: Ŝk+1 = prox
Bk+1
γk+1 g(Ŝk+1/2).

9: end for

3.2 The SPIDER variance reduction
technique

3P-SPIDER leverages on Algorithm 1 and on
the variance reduction technique SPIDER for
the definition of the field Sk+1 that approxi-

mates n−1
∑n

i=1 hi(Ŝk, Bk+1). SPIDER stands for
Stochastic Path-Integrated Differential EstimatoR,
and was originally introduced in the stochastic
gradient descent literature by Fang et al (2018)
(see also Nguyen et al (2017); Wang et al (2019)).
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We give the intuition of SPIDER in the SA setting
which encompasses the stochastic gradient one.

SA scheme solves a root finding problem ξ(s) =
0 on Rq by: given an initial value s0 ∈ Rq and
a stepsize sequence {γk+1, k ≥ 0}, repeat sk+1 =
sk + γk+1 Ξk+1, where at each iteration #(k + 1),
Ξk+1 is a random approximation of ξ(sk). Usu-
ally, it is required that conditionally to the past
of the algorithm, the expectation of Ξk+1 is ξ(sk);

in that case, Ξk+1 can be replaced with Sk+1
def
=

Ξk+1 + Vk+1, where conditionally to the past,
Vk+1 is centered. SPIDER leverages on this remark
and on the control variate technique: it proposes
a clever construction of a random variable Vk+1

approximating zero and correlated to Ξk+1.
The recipe is as follows: consider that at

iteration #k, Sk is a random approximation of

h(Ŝk−1, Bk). Then define Sk+1 by Sk+1
def
= Hk+1 +

Vk+1 where

Hk+1
def
= b−1

∑
i∈Bk+1

hi(Ŝk, Bk+1) ,

Vk+1
def
= Sk − b−1

∑
i∈Bk+1

hi(Ŝk−1, Bk) ,

and Bk+1 is sampled at random in [n]?.
The r.v. Vk+1 approximates zero since both

b−1
∑

i∈Bk+1
hi(Ŝk−1, Bk) and Sk approximate

n−1
∑n

i=1 hi(Ŝk−1, Bk); Vk+1 and Hk+1 are corre-
lated via Bk+1.

Unfortunately, the r.v. Sk+1 is not an unbi-

ased approximation of n−1
∑n

i=1 hi(Ŝk, Bk+1) (see
Proposition 7.3 in the case Bk+1 is of the form

B(Ŝk)). In order to remove the bias, SPIDER

restarts the control variate mechanism regularly:
every kin iterations, compute a full sum over the n
terms and set Skin+1 = n−1

∑n
i=1 hi(Ŝkin , Bkin+1).

3.3 3P-SPIDER

3P-SPIDER is given by Algorithm 2. The itera-
tion index is (t, k) where t is the index of the
current outer loop and ranges from 1 to kout,
and k is the index of the current inner loop. At
outer loop #t, there are kin

t inner iterations. The
inner iterations are Algorithm 1 (see Lines 8, 9,
12 and 13 of Algorithm 2) combined with the
SPIDER variance reduction trick (see Line 11 of

Algorithm 2) adapted to the case when the quan-

tities hi(Ŝt,k, Bt,k+1)− hi(Ŝt,k−1, Bt,k) can not be
computed exactly (see Line 10).

When Gi is a gradient and B(s) = Iq, different
strategies were proposed for SPIDER for the choice
of b′t and kin

t . In Fang et al (2018); Nguyen et al
(2017); Wang et al (2019), the number of inner
loops is constant (kin

t = kin for any t ≥ 1) and
b′t = n; Nguyen et al (2017) also considers the case
when kin

t is adapted based on the history of the
algorithm while being upper bounded; in Horváth
et al (2022), b′t is deterministic and depends on
t, b depends on t, and kin

t is a Geometric random
variable with an expectation depending on t; in Li
et al (2021), b′t does not depend on t and kin

t is
random.
For the EM problem (see Section 2.2), Fort et al
(2020) introduced SPIDER-EM, a variance reduced
stochastic EM designed for large scale learning,
in a situation when the computation of h̄i(s) is
exact for all s, i. For this algorithm, the benefit
of an increasing batch size t 7→ b′t and a geomet-
ric number of inner loops kin

t with time-varying
expectation, is discussed in Fort et al (2021b). The
conclusion is that the best strategy is a determin-
istic increasing sequence b′t in order to have an
increasing accuracy when refreshing the variable
S·, and a constant number of inner loops kin

t = kin.
This paper allows b′t and kin

t to vary with t: they
may be deterministic functions of t or random ones
as well.

The matrices {Bt,k+1, t ∈ [kout]?, k ∈ [kin−1]}
can be deterministic or random. They could be
chosen prior the run of the algorithm; more effi-
cient strategies consist in adapting this matrix
along the run of the algorithm, based on its his-
tory. In EM (see Section 2.2), Bt,k+1 is of the form

B(Ŝt,k) where B is defined by the statistic model.
After kin

t inner iterations, the outer loop
#(t + 1) starts: the stochastic mean field St+1,0

is refreshed (see Line 3 to Line 6). Here again,
two approximations of the original SPIDER algo-
rithm are allowed: the first one is when computing
hi(Ŝt,0, Bt,1) and the second one avoids the scan
of the full data set (one may choose b′t < n).

The input variables of 3P-SPIDER are the num-
ber of outer loops kout, the number of inner loops
kin
t , the stepsize sequence {γt,k, t ≥ 1, k ≥ 1} for

the SA steps, the size of the mini-batches b and
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Algorithm 2 The Perturbed Proximal Preconditioned SPIDER algorithm (3P-SPIDER)

Require: kout ∈ N?, kin
t ∈ N? for t ∈ [kout]?, γt,k+1 > 0 for t ∈ [kout]?, k ∈ [kin

t ], b ∈ N?, b′t ∈ N? for

t ∈ [kout]?, Ŝinit ∈ S and Binit ∈ Pq+
Ensure: The sequence {Ŝt,k, t ∈ [kout]?, k ∈ [kin

t ]?}.
1: Ŝ0,kin0

= Ŝinit, B0,kin0
= Binit

2: for t = 1, · · · , kout do
3: Ŝt,0 = Ŝt−1,kint−1

, Ŝt,−1 = Ŝt−1,kint−1
, Bt,0 = Bt−1,kint−1

4: Sample a batch Bt,0 of size b′t in [n]?, with or without replacement.

5: For all i ∈ Bt,0, compute δt,0,i equal to or approximating hi(Ŝt,0, Bt,0).
6: St,0 = (b′t)

−1
∑

i∈Bt,0
δt,0,i

7: for k = 0, · · · , kin
t − 1 do

8: Sample a mini batch Bt,k+1 of size b in [n]?, with or without replacement.
9: Choose Bt,k+1 ∈ Pq+.

10: For all i ∈ Bt,k+1, compute δt,k+1,i equal to or approximating hi(Ŝt,k, Bt,k+1)−hi(Ŝt,k−1, Bt,k).
11: St,k+1 = St,k + b−1

∑
i∈Bt,k+1

δt,k+1,i

12: Ŝt,k+1/2 = Ŝt,k + γt,k+1 St,k+1

13: Ŝt,k+1 = proxt,k(Ŝt,k+1/2), where proxt,k
def
= prox

Bt,k+1
γt,k+1 g.

14: end for
15: end for

b′t, and the initial values of the iterate Ŝinit and
the metric Binit in S and Pq+ respectively.

3.4 Monte Carlo approximation of
hi(s,B)

Set ϑ
def
= (s, i, B) ∈ S× [n]?×Pq+. In some applica-

tions, there exist a measurable function Hϑ and a
probability measure πϑ defined on the measurable
set (Z,Z) such that

hi(s,B) =

∫
Z

Hϑ(z)πϑ(dz) . (12)

This is the case of EM in the statistic space (see
Section 2.2) where Hϑ(z) = S(Yi, z)− s and

πϑ(dz)
def
=

p(Yi, z; T(s))∫
Z
p(Yi, u; T(s))µlv(du)

µlv(dz) .

When the integral in (12) is intractable, one can
resort to Monte Carlo integrations to define the
approximations δt,k+1,i and δt,0,i (see e.g. Devroye
(1986) for exact sampling methods, and Robert
and Casella (2004) for an introduction to Markov
chain Monte Carlo methods). If {Zϑm,m ≥ 0} are
independent samples with distribution πϑ(dz) or
are a path of an ergodic Markov chain with unique

invariant distribution πϑ(dz), then we can set

hi(Ŝt,k, Bt,k+1) ≈ 1

M

M∑
m=1

Hϑt,k+1,i
(Z

ϑt,k+1,i
m ) ,

where ϑt,k+1,i
def
= (Ŝt,k, i, Bt,k+1). We will show

numerically in Section 5 that when approximating
the difference hi(Ŝt,k, Bt,k+1) − hi(Ŝt,k−1, Bt,k),
there is a gain in correlating the two sequences

{Zϑt,k+1,i
m ,m ≥ 0} and {Zϑt,k,i

m m ≥ 0}; this makes
stronger the effect of the SPIDER control variate
(see Section 3.2).

3.5 The computation of proxBγg

When g = 0, proxBγg(s) = s. When g 6= 0, p
def
=

proxBγg(s) solves 0 ∈ p− s+ γB−1 ∂g(p) and there
does not always exist an explicit expression of p.

When B = Iq, (Combettes and Pesquet, 2011,
Tables 10.1 and 10.2) provide properties of proxγg
and expressions of proximity operators for many
functions g.

When B is the sum of a diagonal matrix and
of a rank one matrix, (Becker and Fadili, 2012,
Section 3) presents iterative algorithms for the
computation of p. For a general positive definite
matrix B, we have from (Combettes and Vũ, 2014,
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Example 3.9)

proxBγg(s) =
√
B
−1

prox
γg(
√
B
−1·)(
√
Bs) ,

where
√
B is the square root of the matrix B.

(Becker and Fadili, 2012, Lemma 5) (see also
Combettes and Vũ (2014)) establishes a Moreau
identity i.e. an expression of proxBγg as a function
of a proximity operator of the Fenchel conjugate
of g.

In the special case g is the {0,+∞}-valued
indicator function of a closed convex set S, the
projected Landweber method is an iterative algo-
rithm for the computation of p (see Eicke (1992),
see also (Combettes and Pesquet, 2011, Example
10.10)).

Finally, for applicatons including a metric
selection step, metric selection strategies for the
definition of B can be found in (Park et al,
2019, Section 3) for diagonal variable metrics; and
in Repetti and Wiaux (2021) for specific func-
tions g which circumvent the often challenging
computation of proxBγg.

4 Non-asymptotic
convergence analysis

This section is devoted to explicit non-asymptotic
bounds for the convergence in expectation of
3P-SPIDER. We will restrict to the case there exist
B : S → Pq+ and

Bt,k+1
def
= B(Ŝt,k) .

This framework encompasses the EM problem
(see Section 2.2) and any preconditioned gradient-
based algorithms (see Section 2.1) when the pre-
conditioning matrix depends on the past history of
the algorithm via the current value of the iterate.
We will also use the notation

h̄i(s)
def
= hi(s,B(s)) , h̄(s)

def
= h(s,B(s)) . (13)

3P-SPIDER is designed to solve (1) under the
constraints c1 to c3. Therefore, based on (10),
we are interested in a control of the quantities

proxt,k

(
Ŝt,k + γt,k+1 h̄(Ŝt,k)

)
− Ŝt,k where

proxt,k(s)
def
= prox

B(Ŝt,k)
γt,k+1 g(s) .

Roughly speaking, these quantities evaluate how
far the algorithm is from the limiting set at
iteration #(t, k). More precisely, we will con-
trol the cumulative ”distances to stationary”∑kout

t=1

∑kint −1
k=0 ∆?

t,k+1 where ∆?
t,k+1 is equal to

‖proxt,k(Ŝt,k + γt,k+1h̄(Ŝt,k))− Ŝt,k‖2B(Ŝt,k)

γ2
t,k+1

; (14)

h is defined by (9).
The controls in expectation of the cumulated

distances are obtained under the assumptions A
2 to A4. A2 is a smoothness assumption on the
functions hi, A3 assumes that n−1

∑n
i=1Gi(s) is

a gradient operator of some so-called Lyapunov
function, and the spectrum of the matrices B(s)
are bounded uniformly in s. A4 are assumptions
on the approximations δt,k+1,i.

A 2. For all i ∈ [n]?, the function h̄i is globally
Lipschitz on S, with constant Li: there exists a
positive constant Li such that ∀s, s′ ∈ S, ‖h̄i(s)−
h̄i(s

′)‖ ≤ Li ‖s− s′‖. Set L2 def
= n−1

∑n
i=1 L

2
i .

A 2 only requires a Lipschitz property on S;
it is weaker than assuming the Lipschitz property
on the full space Rq as sometimes assumed in the
literature (see e.g. Combettes and Wajs (2005)). A
2 holds for example when S is compact and for all
i ∈ [n]?, the gradient ∇hi exists and is continuous
on S.

A3. 1. There exists a function W : Rq → R,
continuously differentiable on S and such that

∀s ∈ S, ∇W(s) =
1

n

n∑
i=1

Gi(s) ;

in addition, h̄i(s) = −B(s)−1Gi(s), where
B(s) ∈ Pq+.

2. ∇W is globally LẆ-Lipschitz on S.
3. There exist 0 < vmin ≤ vmax < +∞ such that

for any s ∈ S, vmin‖·‖2 ≤ ‖·‖2B(s) ≤ vmax‖·‖2.

Here again, both the Lipschitz property and
the boundedness condition on the spectrum of the
matrices B(s) are required on S and not on the
full space Rq. When B(s) does not depend on
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s (B(s) = B for any s ∈ S), we have LẆ ≤
vmaxn

−1
∑n

i=1 Li.
The last assumption is on the fluctuations

of the errors when approximating h̄i(Ŝt,k) −
h̄i(Ŝt,k−1): set ξt,k+1,i

def
= δt,k+1,i − h̄i(Ŝt,k) +

h̄i(Ŝt,k−1) and define its conditional bias and
variance, conditionally to the σ-field generated

by Bt,k+1, Ŝt,k and Ŝt,k−1. Set Pt,k+1/2
def
=

σ
(
Bt,k+1, Ŝt,k, Ŝt,k−1

)
.

µt,k+1,i
def
= E

[
ξt,k+1,i|Pt,k+1/2

]
σ2
t,k+1,i

def
= E

[
‖ξt,k+1,i − µt,k+1,i‖2|Pt,k+1/2

]
.

We assume

A4. 1. Conditionally to Bt,k+1, Ŝt,k and Ŝt,k−1,
the approximations {δt,k+1,i, i ∈ Bt,k+1} are
independent.

2. There exists a non negative constant Cb and for
any t ∈ [kout]?, there exists a non decreasing
deterministic sequence {mt,k, k ≥ 1} such that
for any k ∈ [kin

t − 1], with probability one,

‖ 1

n

n∑
i=1

µt,k+1,i‖ ≤
Cb

mt,k+1
.

3. There exist non negative constants Cv and Cvb
and for any t ∈ [kout]?, there exist non decreas-
ing deterministic sequences {Mt,k, k ≥ 1} and
{M̄t,k, k ≥ 1} such that for any k ∈ [kin

t − 1],
with probability one,

1

n

n∑
i=1

σ2
t,k+1,i ≤

Cv
Mt,k+1

,

1

n

n∑
i=1

‖µt,k+1,i −
1

n

n∑
j=1

µt,k+1,j‖2 ≤
C2
vb

M̄2
t,k+1

.

We allow the errors ξt,k+1,i to be deterministic
or random. When there are no errors (ξt,k+1,i = 0)
then Cb = Cv = Cvb = 0. When the errors
are deterministic, we have ξt,k+1,i = µt,k+1,i and
σ2
t,k+1,i = 0. When the errors are random and

unbiased, then µt,k+1,i = 0. Therefore, some of the
constants Cb, Cv or Cvb can be null as summarized
in Table 1.

In Section A, we discuss how A 4 is veri-
fied in the case h̄i(s

′) − h̄i(s) is an expectation

Cb Cv Cvb

exact 0 0 0
deterministic ≥ 0 0 ≥ 0
random, unbiased 0 ≥ 0 0
random, biased > 0 ≥ 0 ≥ 0

Table 1 The sign of the constants Cb, Cv , Cvb when
there are no approximations on the h̄i(s)′ (case exact),
and when there are approximations.

under a distribution that may depend on (s, s′, i)
(see Section 3.4), and δt,k+1,i is a Monte Carlo
approximation.

Theorem 4.1 provides an explicit upper bound
of the cumulative distance to stationary ∆?

t,k+1

(see (14)) along the
∑kout

t=1 k
in
t iterations of the

algorithm. It also provides an upper bound on the
cumulative errors D?t,k+1 defined by

‖Ŝt,k+1 − proxt,k(Ŝt,k + γt,k+1h̄(Ŝt,k))‖2
B(Ŝt,k)

γ2
t,k+1

,

where h̄ is defined by (13). Given the current iter-

ate Ŝt,k, D?t,k+1 compares two iterations: the ideal

one proxt,k(Ŝt,k + γt,k+1h̄(Ŝt,k)) and the available

one proxt,k(Ŝt,k + γt,k+1St,k+1).

Theorem 4.1 Assume A 1, A 2, A 3 and A 4. Let
{kin
t , t ∈ [kout]?} be a deterministic positive sequence.

For any t ∈ [kout]? and k ∈ [kin
t − 1], define Λt,k+1 by

γt,kLẆ

vmin
+γ2

t,kL
2 2vmaxk

in
t

vminb

(
1 +

2Cvb√
b M̄t,k+1

)
. (15)

Let {Ŝt,k, t ∈ [kout]?, k ∈ [kin
t ]?} be the sequence given

by Algorithm 2 when the stepsize sequence {γt,k+1, t ∈
[kout]?, k ∈ [kin − 1]} satisfies

γt,k+1

(
1 +

2Cb
mt,k+1

)
≤ γt,k , Λt,k+1 ∈ (0, 1/2) .

(16)
Then,

kout∑
t=1

kint∑
k=1

γt,k

(
1

2
− Λt,k+1

){
E
[
∆?
t,k

]
+ E

[
D?t,k

]}
≤ E

[
W(Ŝ1,0) + g(Ŝ1,0)

]
−min
S

(W +g)

+ vmax

kout∑
t=1

γt,0 k
in
t E

[
‖Et‖2

]

+ vmax

kout∑
t=1

kint∑
k=1

(
kin
t − k + 1

)
γt,k Ut,k ,
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where Et
def
= St,0 − h(Ŝt,0) and

Ut,k
def
=

2Cb
mt,k

+
C2
b

m2
t,k

+
Cv

bMt,k
+

2Cvb√
b M̄t,k

+
C2
vb

b M̄2
t,k

.

The proof of Theorem 4.1 is given in
Section 7.5. Note that Ut,k+1 = 0 when the algo-
rithm uses exact preconditioned gradients at each
iteration: δt,0,i = h̄i(Ŝt,0) and δt,k+1,i = h̄i(Ŝt,k)−
h̄i(Ŝt,k−1) for all i, t, k.

Random number of inner loops kin
t . When

the number of inner loops kin
t at the outer loop #t

is a random number, we consider it is drawn prior
the run of the algorithm. Therefore the expec-
tations in Theorem 4.1 are conditionally to the
random sequence {kin

t , t ∈ [kout]?}. The expecta-
tion w.r.t. the randomness of kin

t can easily be
obtained from Theorem 4.1; details are omitted.

The step sizes γt,k. The conditions on the
sequence {γt,k+1, t ∈ [kout]?, k ∈ [kin

t − 1]} are
satisfied with

γt,k+1
def
=

k∏
j=0

(
1 +

2Cb
mt,j+1

)−1

γt,0

where γt,0 is positive and strictly lower than

1

4Lvmaxυ

b

kin
t

√L2
Ẇ

L2
+ 4vminvmax

kin
t

b
υ −

LẆ

L

 ;

(17)

υ
def
= 1 + 2Cvb/(

√
b inft,k M̄t,k+1) (see the proof in

Section C.1). First, observe that when Cb = 0, the
step size can be a constant function of the inner
loop index k loop (γt,k+1 = γt,0 for any k). On
the contrary, when Cb > 0 i.e. for a deterministic
approximation or a biased random approximation
(see Table 1), the stepsize sequence is a strictly
decreasing function of the inner loop index k.

Second, the maximal value of γt,0 is larger
when Cvb = 0 than when Cvb > 0. Here again,
deterministic or unbiased random approximations
requires more aggressive step sizes.

The initialization of the outer loops. Set

Nt
def
= ‖Et‖2. When Bt,0 = {1, · · · , n} and δt,0,i =

h̄i(Ŝt,0) for all i, then Nt = 0; otherwise, Nt is
positive.

Let us discuss the behavior of Nt when δt,0,i
is an unbiased random approximation of h̄i(Ŝt,0)
with variance denoted by σ2

t,0,i. When Bt,0 =
{1, · · · , n}, then

E [Nt] =
1

n2

n∑
i=1

σ2
t,0,i . (18)

Nevertheless, the strategy Bt,0 = {1, · · · , n} has a
large computational cost; sampling a subset of size
b′t reduces the computational cost but increases
the squared norm of the error: we have

E [Nt] ≤
1

b′tn

n∑
i=1

(
σ2
t,0,i + ‖h̄i(s)− h̄(s)‖2

)
,

(19)
with an equality if Bt,0 is sampled with replace-
ment in {1, · · · , n}. See Section C.2 for detailed
computations. From a numerical point of view,
an efficient strategy consists in increasing the size
b′t with the outer loop index t (see references in
Section 3.3 for 3P-SPIDER applied to EM).

Random stopping time of the algo-
rithm. In non-convex optimization, the last iter-
ate Ŝkout,kin

kout
is not necessarily the point which

minimizes, over the sequence {Ŝt,k, t ∈ [kout]?, k ∈
[kin
t ]?}, the distance to the set of solutions of (1).

The quantity ∆?
· , motivated by (10), can not be

computed exactly in our framework so that the
”best” iterate can not be identified thanks to this
criterion. It is therefore popular to analyze the
algorithm when stopped at a random time (see
e.g. (Lan, 2020, Chapter 6)). For sake of simplic-
ity, we consider the case when kin

t = kin for any t
and Cb = 0. We have the following corollary:

Corollary 4.2 (of Theorem 4.1) Assume that kin
t =

kin, Cb = 0 and the stepsize sequence is constant
γt,k = γ?. Let (τ,K) be a uniform random variable on

[kout]? × [kin]?, independent of the algorithm. Then

inf
(t,k)∈[kout]?×[kin]?

(
1

2
− Λt,k

)
E
[
∆?
τ,K +D?τ,K

]
≤

E
[
W(Ŝ1,0) + g(Ŝ1,0)

]
−minS (W +g)

koutkinγ?

+ vmaxE
[
‖Eτ‖2

]
+ vmax E

[(
kin −K + 1

)
Uτ,K

]
.
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An upper bound on Λt,k can easily be obtained
from (15) as a function of LẆ, L, vmin, vmax,
kin, b, γ?, Cvb and inft,k M̄t,k+1.

Corollary 4.2 shows that, even by stopping
3P-SPIDER with this simple rule, the first term in
the RHS is inversely proportional to the maximal
number of iterations koutkin.

Complexity analysis when Et = 0, Ut,k =
0 and kin

t = kin. For smooth first-order opti-
mization, algorithms are compared through their
complexity in order to satisfy an ε-first order
stationary condition. In stochastic composite opti-
mization, this criterion is naturally extended to
the approximate ε-stationary condition defined by

E
[
∆?
τ,K

]
≤ ε ,

where (τ,K) is a random variable taking values
in [kout]? × [kin]?; see e.g. (Ghadimi et al, 2016,
Section 4), (Wang et al, 2019, Section 3) and Fort
and Moulines (2021)).

Corollary 4.3 studies the proximal complexity
Kprox defined as the number of calls to the prox
operator in order to satisfy the approximate ε-
stationary condition; the stochastic h̄-complexity
Kh̄ defined as the number of calls to one of the h̄i’s;
and the total number of iterations kinkout. Again
for sake of simplicity, and in order to compare our
results to the literature, we consider a simplified
setting.

Corollary 4.3 (of Corollary 4.2) Assume in
addition that Et = 0 and Ut,k = 0. The
approximate ε-stationary condition is satisfied with
γ? = vmin/(4LẆ), kin/b = L2

Ẇ
/(vminvmaxL

2),

b = O(
√
n
√
vminvmaxL/LẆ) and koutkin =

O(LẆ/(εvmin)). Moreover, Kprox = O(LẆ/(vmin ε))
and Kh̄ = O(

√
vmaxL

√
n/(ε
√
vmin)).

The proof is in Section 7.6. This result shows
that the step size γ? and the number of inner loops
kin are independent of the accuracy ε.

When applied to Stochastic Gradient Descent,
3P-SPIDER in the setting of Corollary 4.3 is the
Prox-SpiderBoost algorithm studied in Wang
et al (2019): Corollary 4.3 and (Wang et al,
2019, Theorem 2) state the same complexity
results. (Wang et al, 2019, Table 1) compares
Prox-SpiderBoost to other stochastic gradient

algorithms for composite non-convex finite sum
optimization. It is shown that the variance reduc-
tion based on SPIDER order-level outperforms
other variance reduction strategies such as the
SVRG one and the SAGA on, introduced respectively
by Johnson and Zhang (2013) and Defazio et al
(2014). Hence, 3P-SPIDER reaches the state of the
art among the proximal stochastic gradient algo-
rithms designed to solve finite sum non-convex
composite optimization.

When applied to EM, 3P-SPIDER in the set-
ting of Corollary 4.3 is the extension of the
SPIDER-EM algorithm studied in Fort et al (2020)
to the case there is a proximal step which man-
ages the constraint g. Here again, the comparison
of Corollary 4.3 and (Fort et al, 2020, Theorem
2) shows that 3P-SPIDER reaches the state of the
art among the incremental EM algorithms with
variance reduction, including sEM-VR and FIEM

introduced respectively in Chen et al (2018) and
Karimi et al (2019) (see also Fort et al (2021a)).
See the comparison to the literature in Fort et al
(2020).

Beyond these two applications, Corollary 4.3
is - to our best knowledge - the first complexity
result for an algorithm designed to solve (1) under
the constraint (2) and for non-convex finite sum
composite optimization.

Approximate ε-stationary condition: the
cost of inexact preconditioned forward
operators. Let us discuss the cost of inexact
h̄i(s)’s when the approximation is unbiased and
random (so that Cb = Cvb = 0, see Table 1):
does it deteriorate the proximal complexity Kprox

and the number of calls to an oracle of a precon-
ditioned forward operator h̄i (still denoted by Kh̄

below) ? detailed computations of the assertions
below can be found in Section 7.7.

If E
[
‖Et‖2

]
= O(ε1−a

′
/(
√
nt)a

′
) for some a′ ∈

[0, 1) and

Mt,k+1 = O

(
n(a−ā)/2

ε1−a
ta (k + 1)ā

)
for some a, ā ∈ [0, 1), then the approximate ε-
stationary condition is satisfied with kin

t = O(
√
n),

b = O(
√
n) and kout = O(1/(

√
nε)). In addition,

Kprox = O(1/ε) and Kh̄ = O(
√
n/ε). Therefore,

the conclusions of Corollary 4.3 remain valid, and
the approximations of the hi’s do not deteriorate
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the complexity performances of the algorithms, as
soon as the approximation is small enough.

Let us now evaluate the computational cost,
in the case the unbiased random approximation
is a Monte Carlo approximation computed from
independent and identically distributed (i.i.d.)
samples. In this case, Mt,· is the number of terms
of the Monte Carlo sum (see Section A). The
Monte Carlo complexity KMC defined as the total
number of Monte Carlo draws required to satisfy
the approximate ε-stationary condition is: KMC =
O(
√
n/ε2) for any a, a′, ā ∈ [0, 1).

To our best knowledge, it is the first com-
plexity analysis with such a Monte Carlo approx-
imation of the preconditioned forward operators
h̄i’s.

5 Application: Penalized
Logistic Regression with
random effects

5.1 The model

Motivated by applications in classification, we
consider a logistic regression model with random
effects.

Let n pairs of examples {(Xi, Yi), i ∈ [n]?}
where Xi ∈ Rd collects the d explanatory vari-
ables, and Yi is the binary response variable taking
values in {−1, 1}. We assume that given {Xi, i ∈
[n]?}, the binary observations {Yi, i ∈ [n]?} are
independent with distribution

{−1, 1} 3 yi 7→
∫
Rd

(1 + exp(−yi 〈Xi, zi〉))−1

× 1
√

2π
d
σd

exp
(
−(2σ2)−1‖zi − θ‖2

)
dzi .

In words, each example #i has an individ-
ual regression vector Zi in Rd and given Zi,
the success probability P(Yi = 1 | Zi) is
(1 + exp(−〈Xi, Zi〉))−1. The regression vectors
Z1, · · · , Zn are independent with a Gaussian dis-
tribution N (θ, σ2Id). θ is assumed to be unknown
and σ2 is known.

The objective is the estimation of θ by maxi-
mizing the penalized log-likelihood criterion, with

a ridge penalty pen(θ)
def
= nτ‖θ‖2, where τ > 0. By

a change of variable, we obtain that the criterion

to be minimized is (see Lemma B.1)

F : θ 7→ − 1

n

n∑
i=1

log

∫
R

exp
(
x 〈Xi, θ〉 /(σ2‖Xi‖)

)
1 + exp(−yi‖Xi‖x)

× exp
(
−x2/(2σ2)

)
dx+ ‖θ‖2U ,

where

U
def
= τ Id +

1

2σ2

1

n

n∑
i=1

XiX
>
i

‖Xi‖2
.

The following lemma shows that the minimizers
of F are in a compact set K of Rd thus implying
that the optimization problem can be constrained
to K. The proof is given in Section B.2.

Lemma 5.1 The minimizers of F are in the set K def
=

{θ ∈ Rd : ‖θ‖2 ≤ (ln 4)/τ}.

To solve this optimization problem, we propose
two approaches: a gradient one, solved in the origi-
nal space θ ∈ Rd (see Section 2.1); and an EM one,
solved in the statistic space (see Section 2.2). The
discussions in Section 5.2 and Section 5.3 show
that EM is a gradient approach for finding the
critical points of s 7→ F (U−1s/2).

5.2 A Gradient approach

We are interested in finding a critical point of F
in K. Equivalently, we want to solve

0 ∈ 1

n

n∑
i=1

Gi(θ) + ∂g(θ)

where g is the {0,+∞}-valued indicator function
of the set K and

Gi(θ)
def
= 2Uθ − Xi

σ2 ‖Xi‖

∫
R
z πθ,i(z)dz ;

πθ,i(z) is the probability density proportional to

exp
(
z 〈Xi, θ〉 /(σ2‖Xi‖)− z2/(2σ2)

)
1 + exp(−yi‖Xi‖z)

. (20)

We apply 3P-SPIDER with B
def
= Iq and hi(θ, Iq)

def
=

−Gi(θ); note that proxγ g(θ) = argminx∈K‖x −
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θ‖2. hi is the sum of an explicit term and an
integral with no closed form: it will be approx-
imated by a Monte Carlo method, based on a
Markov chain Monte Carlo (MCMC) sampler (see
Section 5.4 below). Therefore, δt,k,i will be a
biased random approximation.

5.3 An EM approach

The criterion F to be minimized is of the form (5)
with Z = R, µlv(dz) = dz and p(Yi, z; θ) equal to

exp
(
z 〈Xi, θ〉 /(σ2‖Xi‖)− z2/(2σ2)− ‖θ‖2U

)
1 + exp(−Yi‖Xi‖z)

.

The curved exponential family assumption on the
complete data model is satisfied: p(Yi, z; θ) =

H(Yi, z) exp (〈S(Yi, z), φ(θ)〉 − ψ(θ)) with φ(θ)
def
=

θ, ψ(θ)
def
= ‖θ‖2U and

S(Yi, z)
def
= z

Xi

σ2 ‖Xi‖
.

From Section 2.2, EM in the statistic space is of
the form (1)-(2): it solves 0 ∈ n−1

∑n
i=1 Ḡi(s) +

∂ḡ(s) where Ḡi(s) = BGi(Bs), B
def
= U−1/2 and

ḡ(s) is the {0,+∞}-valued indicator function of

the set {s ∈ Rd : T(s) ∈ K} where T(s)
def
= Bs; it

uses

h̄i(s)
def
=

Xi

σ2 ‖Xi‖

∫
R
z πBs,i(z)dz − s , (21)

and the metric induced by B(s)
def
= B. See

Section B.3 for detailed computations. As in the
gradient approach, hi requires the expectation
of the distribution π·,i (see (20)) which has no
closed form. We will run 3P-SPIDER with B(s)←
B and a biased random approximation of the
h̄i(s)’s (see Section 5.4); note that proxBγ ḡ(s) =

B−1 argminx∈K
(
(x−Bs)>B−1(x−Bs)

)
.

5.4 The MCMC approximation of h̄i

We discuss how to design an efficient MCMC
sampler for the approximation of

Ii(θ)
def
=

∫
R
z πθ,i(z) dz , θ ∈ Rd ,

where πθ,i is defined, up to a normalizing constant,
by (20). By using an integration by parts and by
applying (Polson et al, 2013, Theorem 1), we show
that a data augmentation scheme is possible to
approximate integrals w.r.t. πθ,i(z).

Lemma 5.2 For any i ∈ [n]? and θ ∈ Rd, it holds

Ii(θ) =

〈
Xi
‖Xi‖

, θ

〉
+ yi‖Xi‖σ2

∫
R

∫ +∞

0

π̄θ,i(z, ω)

1 + exp (yi‖Xi‖z)
dzdω ,

where π̄θ,i(z, ω) is a probability density on R×(0,+∞).
The conditional distribution of z given ω is a Gaussian
distribution with parameters

〈Xi, θ〉 /‖Xi‖+ yi‖Xi‖σ2/2

1 + ωσ2‖Xi‖2
,

σ2

1 + ωσ2‖Xi‖2
;

the conditional distribution of ω given z is a Polya-
Gamma distribution with parameters (1, ‖Xi‖z).

The proof is given in Section B.4. Therefore,
a Monte Carlo approximation of integrals w.r.t.
πθ,i are obtained from a Gibbs sampler targeting
the distribution π̄θ,i(z, ω): it produces a sequence
of pairs {(Zr,Ωr), r ≥ 0} and only the Zr’s are
retained for the Monte Carlo approximation. For
example, h̄i(s) given by (21) can be approximated
by

h̄i(s) ≈ −s+
Xi

σ2‖Xi‖2
〈Xi, Bs〉

+ yi‖Xi‖
1

m

m∑
r=1

(
1 + exp(yi‖Xi‖Zs,ir )

)−1
. (22)

This Gibbs sampler is uniformly ergodic (see
(Choi and Hobert, 2013, Proposition 3.1)); con-

sequently, upon noting that z 7→ Hi(z)
def
= (1 +

exp(yi‖Xi‖z))−1 is bounded by one uniformly in i
and z, the conditions A5 in Section A are verified
with U equal to the constant function 1 and with

a geometric convergence rate ρ(r)
def
= υr for some

υ ∈ (0, 1) (remember that S is a compact set in our
application); details are provided in Section B.5.

Therefore, A4 is verified and the rates mt,k+1,
Mt,k+1 and M̄t,k+1 are equal, and equal to the
number of points in the Monte Carlo sum (see
Proposition A.1).
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5.5 Numerical illustrations

Let us run 3P-SPIDER for minimizing the cri-
terion F ; based on previous results comparing
variance reduced Expectation Maximization algo-
rithms and variance reduced Gradient algorithms
(see e.g. (Chen et al, 2018, section 4)), we restrict
our attention to the EM approach. In this numer-
ical application, n = 24 989 and d = 21; we choose
τ = 1 and σ2 = 0.05.

The data set. The n pairs (yi, Xi) are built
from the MNIST data set. The 13 007 examples
labeled yi = −1 are the examples labeled 1 or 7
in the MNIST training data set; the 11 982 exam-
ples labeled yi = 1 are the examples labeled 3 or
8 in the MNIST training data set. The covariates
Xi are obtained as follows. Let Xim be the 784×n
matrix collecting the 784 pixels for each image.
The pixels take values in [0, 1]. Then the rows of
Xim are centered; by a PCA, each image is reduced
to a vector in R20. This yields Xred ∈ R20×n.
Finally, Xred is augmented with a row of ones,
yielding X ∈ R21×n. The columns of X are the
Xi’s.

The algorithms. We compare four algo-
rithms. EM denotes the SAEM algorithm (Delyon
et al (1999)) combined with a proximal step: each
iteration processes the full data set so that there
is one iteration of EM per epoch:

ŜEM
r+1

def
= proxBγ g(Ŝ

EM
r +

γ

n

n∑
i=1

̂
h̄i(ŜEM

r )) .

Online EM is the algorithm given by Cappé and
Moulines (2009) combined with a proximal step;
each iteration processes b examples and below, we

will run kin def
= dn/be iterations per epoch:

ŜOEM
r+1

def
= proxBγ g(Ŝ

OEM
r +

γ

b

∑
i∈Br+1

̂
h̄i(Ŝ0EM

r )) .

For EM and Online EM, ¯̂hi(Ŝ•t ) is a Monte

Carlo approximation of h̄i(Ŝ
•
t ) computed with mt

points. 3P-SPIDER is Algorithm 2; we choose kin
t =

kin and kin = dn/be so that one epoch corresponds
to the kin inner loops; we choose b′t = n so that
the initialization of each outer loop is one epoch;
the δt,k,i are computed by Monte Carlo sums (see
(22)) with m0 points for δt,0,i and mt points for

δt,k+1,i; since Ŝt,0 = Ŝt,−1, we set δt,1,i = 0 for

all i, so that St,1 = St,0 = n−1
∑n

i=1 δt,0,i. Finally,
3P-SPIDER and 3P-SPIDER-corr differ as follows:
the Monte Carlo approximation δt,k+1,i necessi-

tates a Monte Carlo approximation of h̄i(Ŝt,k)

and one of h̄i(Ŝt,k−1). In 3P-SPIDER, the Monte
Carlo approximations are based on two indepen-
dent chains (see (22)) while in 3P-SPIDER-corr
the chains are correlated.
All the algorithms are initialized at the null vec-
tor Ŝinit = 0 ∈ Rd. The step size is equal to
γ = 0.4 during the first six epochs and then equal
to γ = 0.1. The length of all the paths is 20 epochs.
On all the figures except Figure 3, we report a
mean value computed over 25 independent runs of
each algorithm; the shadowed area is delimited by
the minimal and maximal value of the displayed
criterion over these runs.

Analyses. Most of the comparisons are based
on the evolution of

∆t,k+1
def
=
‖proxBγ g(Ŝt,k + γ St,k+1)− Ŝt,k‖2B

γ2

as a function of the number of epochs; this crite-
rion is an approximation of ∆?

t,k+1 (see (14)) which

can not be computed here since h̄ has no closed
form in this application. The criterion ∆t,k+1 for
3P-SPIDER and 3P-SPIDER-corr, is compared to
∆EM
r defined by

‖proxBγ g(Ŝ
EM
r + γn−1

∑n
i=1

̂
h̄i(ŜEM

r ))− ŜEM
r ‖2B

γ2
;

and to ∆OEM
r defined by

‖proxBγ g(Ŝ
OEM
r + γb−1

∑
i∈Br+1

̂
h̄i(ŜOEM

r ))− ŜOEM
r ‖2B

γ2
.

The best algorithm will have the smallest value of
∆t,k+1.

We first study the role of some design param-
eters of 3P-SPIDER, such as the number of Monte
Carlo points when computing δt,0,i (denoted by
m0) and δt,k+1,i (denoted by mt) and the balance
between kin and b which satisfy kinb ≈ n.
On Figure 1, two strategies are chosen: first, m0 =
mt = 2d

√
ne; then m0 = mt = 5d

√
ne; in all cases,

kin = d
√
n/10e and b = dn/kine. For comparison,

EM and Online EM are also run, with a number of
Monte Carlo point equal to mt at each iteration.
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Fig. 1 Different strategies for the number of Monte Carlo
points when approximating h̄i(s) - see (22). Evolution of
∆EM

r in green, ∆OEM
r in red, ∆t,k+1 for 3P-SPIDER in blue

and ∆t,k+1 for 3P-SPIDER corr in black, as a function of
the number of epochs. [left] m0 = mt = 2d

√
ne, [right]

m0 = mt = 5d
√
ne.

On Figure 2, the case when kin = d
√
n/10e is

compared to the case kin = d
√
n/2e; in both cases,

b = dn/kine and m0 = mt = 2d
√
ne.

Fig. 2 Number of inner loops per epoch. Evolution of
∆OEM

r in red, ∆t,k+1 for 3P-SPIDER in blue and ∆t,k+1

for 3P-SPIDER corr in black, as a function of the number
of epochs. [left] kin = d

√
n/10e and b = dn/kine. [right]

kin = d
√
n/2e and b = dn/kine.

Each algorithm returns a sequence of points
in the s-space, from which a sequence of points
in the θ-space is deduced through the formula
θ = T(s) = Bs ∈ Rd. On Figure 3, three compo-
nents of this θ-sequence are displayed, versus the
number of epochs.

Fig. 3 Estimation of three parameters. Evolution of the
three components of θ by EM in green (top, left), OEM

in red (top, right), 3P-SPIDER in blue (bottom, left) and
3P-SPIDER corr in black (bottom, right), as a function of
the number of epochs.

Finally, we also display on Figure 4 the evo-
lution of the squared norm of the iterates ‖Ŝt,k‖2
obtained by 3P-SPIDER and 3P-SPIDER-corr, and
‖ŜOM

r ‖2 and ‖ŜOEM
r ‖2 obtained resp. by EM and

Online EM. They are plotted as a function of the
epochs.

Fig. 4 Squared norm of the iterates. Evolution of ‖ŜEM
r ‖2

in green (top, left), ‖ŜOEM
r ‖2 in red (top, right), ‖Ŝt,k‖2 for

3P-SPIDER in blue (bottom, left) and ‖Ŝt,k‖2 for 3P-SPIDER
corr in black (bottom, right), as a function of the number
of epochs.

Conclusions. EM has a slow convergence rate
and even fails to converge before 20 epochs con-
trary to the other algorithms (see e.g. Figure 4):
one update of the iterate per epoch is not enough
especially during the first iterations when more
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updates even based on part of the data set is a
better strategy (see e.g. the behavior of Online

EM, which contains kin updates per epoch).
Online EM, 3P-SPIDER and 3P-SPIDER-corr pro-
cess part of the data set at each iteration; com-
pared to Online EM, the 3P-SPIDER’s contain a
variance reduction. All the plots illustrate the ben-
efit of this variance reduction, which reduces the
variability at convergence.
The choice of γ impacts this variability: see e.g.
Figures 1, 2 and Figure 4 where a change occurs at
epoch #7 (remember that from epoch 2` to 2`+1,
Online EM runs kin updates of the iterates while
the 3P-SPIDER’s do not update the iterate since
they compute St,0).
3P-SPIDER-corr improves on 3P-SPIDER. The
control variate has a larger impact when the cor-
relation is increased, as illustrated by all plots. It
decreases the variability introduced by the mini-
batches (b < n) and the variability introduced by
the Monte Carlo approximation δt,k+1,i.
Given the budget of n examples processed per
outer loops, Figure 2 shows that at convergence,
the accuracy is improved by larger mini batch sizes
and therefore a smaller number of inner loops.
Not surprisingly, a larger number of Monte Carlo
points decreases the variability at convergence (see
Figure 1).

6 Proof of Section 3

6.1 Proof of Lemma 3.1

Lemma 6.1 collects the two statements of
Lemma 3.1 and a third property.

Lemma 6.1 Assume A1.

1. For any γ > 0, B ∈ Pq+ and s ∈ Rq, the
optimization problem (7) has a unique solu-
tion, characterized as the unique point p ∈ S
satisfying −γ−1B(p− s) ∈ ∂g(p).

2. For any γ > 0, B ∈ Pq+, s ∈ S and h ∈ Rq,

s = proxBγg(s+ γh) iff Bh ∈ ∂g(s). (23)

3. Let γ > 0 and B ∈ Pq+. The operator proxBγg is
firmly nonexpansive; this implies that for any
s, s′ ∈ Rq,

‖proxBγg(s
′)− proxBγg(s)‖2B

≤
〈
proxBγg(s

′)− proxBγg(s), s
′ − s

〉
B
.

Proof Existence, uniqueness and characterization are
established in Hiriart-Urruty and Lemaréchal (1996,
Chapter XV, Lemma 4.1.1). The statement (23) fol-
lows from the characterization; note that proxBγg(s) ∈
S for any s ∈ Rq. The firmly nonexpansive property
is a consequence of Hiriart-Urruty and Lemaréchal
(1996, Chapter XV, Theorem 4.1.4). �

7 Proof of Section 4

7.1 Notations

Define for any s ∈ S,

h̄(s)
def
=

1

n

n∑
i=1

h̄i(s) , h̄B
def
=

1

b

∑
i∈B

h̄i ,

where B is an n-tuple of elements of [n]? (with or
without multiplicity) of cardinal b.

All the random variables are defined on a prob-
ability space (Ω,A,P). It is endowed with the
following filtrations for t ≥ 0 and k ≥ 0,

F0,kin0

def
= σ(Ŝinit),

Ft,0
def
= Ft−1,kint−1

∨
σ (Bt,0, δt,0,i for all i) ,

Ft,k+ 1
2

def
= Ft,k

∨
σ(Bt,k+1),

Ft,k+1
def
= Ft,k+ 1

2

∨
σ (δt,k+1,i for all i ∈ Bt,k+1) .

For any t ∈ [kout]?, set

Et
def
= St,0 − h̄(Ŝt,0) =

1

b′t

∑
i∈Bt,0

δt,0,i − h̄(Ŝt,0) .

Et is the error when replacing the full sum using
exact terms h̄i(Ŝt,0), with a possibly subsum of

size b′t < n using approximations of h̄i(Ŝt,0).
Remember that

ξt,k+1,i
def
= δt,k+1,i − h̄i(Ŝt,k) + h̄i(Ŝt,k−1) ,

and

µt,k+1,i
def
= E

[
ξt,k+1,i|Ft,k+1/2

]
,

σ2
t,k+1,i

def
= E

[
‖ξt,k+1,i − µt,k+1,i‖2|Ft,k+1/2

]
.
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Finally, set

ηt,k+1
def
=

1

b

∑
i∈Bt,k+1

ξt,k+1,i.

Throughout the proof, we will use the shorthand
notation

Bt,k
def
= B(Ŝt,k) .

7.2 Preliminary lemmas

Lemma 7.1 Let B be a batch of [n]? of size b, sampled
at random (with or without replacement).

1. For any family {f1, · · · , fn},
E
[
b−1

∑
i∈B fi

]
= n−1

∑n
i=1 fi.

2. For any family {f1, · · · , fn},

E

[∥∥∥1

b

∑
i∈B

fi −
1

n

n∑
i=1

fi

∥∥∥2
]

≤ 1

bn

n∑
i=1

‖fi −
1

n

n∑
j=1

fj‖2 .

3. Assume A2. For any s, s′ ∈ S, it holds

E
[∥∥∥{h̄B(s)− h̄B(s′)

}
−
{
h̄(s)− h̄(s′)

}∥∥∥2
]

≤ 1

b

(
L2‖s− s′‖2 − ‖h̄(s)− h̄(s′)‖2

)
.

Proof The proof is along the same lines as the proof
of (Fort et al, 2020, Lemma 4). A detailed proof is
provided in Section C.3. �

Lemma 7.2 Assume A4-item 1 and A4-item 3. For
any t ∈ [kout]? and k ∈ [kin

t − 1], it holds

E
[
ηt,k+1|Ft,k+1/2

]
=

1

b

∑
i∈Bt,k+1

µt,k+1,i ,

E
[
ηt,k+1|Ft,k

]
=

1

n

n∑
i=1

µt,k+1,i ,

E
[
‖ηt,k+1 − E

[
ηt,k+1|Ft,k

]
‖2|Ft,k

]
≤ 1

b

(
Cv

Mt,k+1
+

C2
vb

M̄2
t,k+1

)
.

Proof Let t ∈ [kout]? and k ∈ [kin
t − 1]. We have

E
[
ηt,k+1|Ft,k+1/2

]
=

1

b

∑
i∈Bt,k+1

µt,k+1,i ,

since Bt,k+1 ∈ Ft,k+1/2; and by Lemma 7.1,

E
[
ηt,k+1|Ft,k

]
=

1

n

n∑
i=1

µt,k+1,i .

We write

ηt,k+1 − E
[
ηt,k+1|Ft,k

]
=

1

b

∑
i∈Bt,k+1

ξt,k+1,i −
1

n

n∑
i=1

µt,k+1,i

=
1

b

∑
i∈Bt,k+1

{
ξt,k+1,i − µt,k+1,i

}
+

1

b

∑
i∈Bt,k+1

µt,k+1,i −
1

n

n∑
i=1

µt,k+1,i .

The RHS is of the form U + V and we write
‖U + V ‖2 = ‖U‖2 + ‖V ‖2 + 2 〈U, V 〉 with U ←
b−1∑

i∈Bt,k+1

{
ξt,k+1,i − µt,k+1,i

}
. By conditioning

and by definition of σ2
t,k+1,i, we have

E
[
‖U‖2|Ft,k

]
=

1

b2
E

 ∑
i∈Bt,k+1

σ2
t,k+1,i|Ft,k

 .

Under A4-item 1, we have by Lemma 7.1

E
[
‖U‖2|Ft,k

]
=

1

bn

n∑
i=1

σ2
t,k+1,i ≤

Cv
bMt,k+1

.

By Lemma 7.1 again, it holds

E
[
‖V ‖2|Ft,k

]
≤ 1

bn

n∑
i=1

‖µt,k+1,i−
1

n

n∑
j=1

µt,k+1,j‖2 ,

which yields

E
[
‖V ‖2|Ft,k

]
≤ C2

vb

b M̄2
t,k+1

.

Finally, upon noting that E
[
U |Ft,k+1/2

]
= 0 and V ∈

Ft,k+1/2, we have

E
[
〈U, V 〉 |Ft,k

]
= E

[〈
E
[
U |Ft,k+1/2

]
, V
〉
|Ft,k

]
= 0 .

This concludes the proof. �

7.3 Results on the variables St,k

Proposition 7.3 studies the bias of the variables
St,k+1. It shows that St,k+1 is a biased approxima-

tion of h̄(Ŝt,k):

E [St,k+1|Ft,k] 6= h̄(Ŝt,k).
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When k = 0, we may have E [St,1|Ft,0] = h̄(Ŝt,0)

if δt,0,i = hi(Ŝt,0) and Bt,0 = [n]?. The choice
Bt,0 = [n]? is the strategy proposed in Wang et al
(2019) for SpiderBoost; it has an important com-
putational cost but has the advantage to cancel
the bias of the variable S· at the beginning of each
outer loop. Along the inner loops, a (signed) bias
appears.

Proposition 7.3 For any t ∈ [kout]? and k ∈ [kin
t −

1], it holds

E
[
St,k+1|Ft,k

]
− h̄(Ŝt,k)

= St,k − h̄(Ŝt,k−1) + E
[
ηt,k+1|Ft,k

]
,

and

E
[
St,k+1 − h̄(Ŝt,k)|Ft,0

]
= Et +

k+1∑
j=1

E
[
ηt,j |Ft,0

]
.

Proof Let t ∈ [kout]? and k ∈ [kin
t − 1]. We write

St,k+1 = St,k + hBt,k+1
(Ŝt,k) − hBt,k+1

(Ŝt,k−1) +
ηt,k+1. By Lemma 7.1,

E
[
St,k+1|Ft,k

]
= St,k + h̄(Ŝt,k)− h̄(Ŝt,k−1)

+ E
[
ηt,k+1|Ft,k

]
.

Since Ft,0 ⊆ Ft,k, we have

E
[
St,k+1 − h̄(Ŝt,k)|Ft,0

]
= E

[
St,k − h̄(Ŝt,k−1)|Ft,0

]
+ E

[
ηt,k+1|Ft,0

]
.

Summing from j = 0 to j = k yields

E
[
St,k+1 − h̄(Ŝt,k)|Ft,0

]
= St,0 − h̄(Ŝt,−1)

+

k∑
j=0

E
[
ηt,j+1|Ft,0

]
.

The proof is concluded by using Ŝt,0 = Ŝt,−1 and the
definition of Et; note that Et ∈ Ft,0. �

Proposition 7.4 provides a control of the con-
ditional variance of St,k.

Proposition 7.4 Assume A 2, A 4-item 1 and A 4-
item 3. For any t ∈ [kout]? and k ∈ [kin

t − 1], it holds

E
[∥∥∥St,k+1 − E

[
St,k+1|Ft,k

] ∥∥∥2
|Ft,k

]
≤ L2

b

(
1 +

2Cvb√
b M̄t,k+1

)
‖Ŝt,k − Ŝt,k−1‖2

+
Cv

bMt,k+1
+

C2
vb

b M̄2
t,k+1

+
2Cvb√
b M̄t,k+1

.

Proof Let t ∈ [kout]?, k ∈ [kin
t − 1]. By Lemma 7.1,

Proposition 7.3, the definitions of St,k+1 and of the
filtration Ft,k,

St,k+1 − E
[
St,k+1|Ft,k

]
= St,k+1 − h̄(Ŝt,k)− St,k + h̄(Ŝt,k−1)− E

[
ηt,k+1|Ft,k

]
= ηt,k+1 − E

[
ηt,k+1|Ft,k

]
+ h̄Bt,k+1

(Ŝt,k)− h̄Bt,k+1
(Ŝt,k−1)− h̄(Ŝt,k) + h̄(Ŝt,k−1) .

The RHS is of the form U + V with U ← ηt,k+1 −
E
[
ηt,k+1|Ft,k

]
and V ∈ Ft,k+1/2. Then, we write

E
[
‖U + V ‖2|Ft,k

]
= E

[
‖U‖2|Ft,k

]
+E

[
‖V ‖2|Ft,k

]
+

2E
[〈

E
[
U |Ft,k+1/2

]
, V
〉
|Ft,k

]
.

The term E
[
‖V ‖2|Ft,k

]
is controlled by

Lemma 7.1: an upper bound is L2b−1‖Ŝt,k−Ŝt,k−1‖2.

The term E
[
‖U‖2|Ft,k

]
is controlled by Lemma 7.2:

an upper bound is Cv/(bMt,k+1) + C2
vb/(b M̄

2
t,k+1).

Upon noting that V ∈ Ft,k+1/2, and using Lemma 7.2
and Lemma 7.1, the scalar product is upper bounded
by

2E
[
‖V ‖

∥∥∥E [U |Ft,k+1/2

] ∥∥∥∣∣∣Ft,k]
≤ 2

Cvb√
b M̄t,k+1

{
E
[
‖V ‖2

∣∣∣Ft,k]}1/2

≤ 2
Cvb√

b M̄t,k+1

(
1 + E

[
‖V ‖2|Ft,k

])
,

where we used that a ≤ 1 + a2. �

Proposition 7.5 establishes an upper bound on
the conditional expectation of the quadratic error
‖St,k+1 − h̄(Ŝt,k)‖2.

Proposition 7.5 Assume A2 and A4. For any t ∈
[kout]? and k ∈ [kin

t − 1], it holds

E
[
‖St,k+1 − h̄(Ŝt,k)‖2|Ft,k

]
≤
(

1 +
2Cb

mt,k+1

)
‖St,k − h̄(Ŝt,k−1)‖2

+
L2

b

(
1 +

2Cvb√
b M̄t,k+1

)
‖Ŝt,k − Ŝt,k−1‖2

+ Ut,k+1 ,

where

Ut,k
def
=

2Cb
mt,k

+
C2
b

m2
t,k

+
Cv

bMt,k
+

2Cvb√
b M̄t,k

+
C2
vb

b M̄2
t,k

.
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Proof Let t ∈ [kout]? and k ∈ [kin
t − 1]. By definition

of the conditional expectation, we have for any r.v.
U, V and any σ-field F such that V ∈ F :

E
[
‖U − V ‖2|F

]
= E

[
‖U − E [U |F ] ‖2|F

]
+ ‖E [U |F ]− V ‖2 .

We apply this equality with U ← Ŝt,k+1, V ← h̄(Ŝt,k)
and F ← Ft,k. Proposition 7.4 controls the first term.
For the second one, by Proposition 7.3, Lemma 7.2
and A4-item 2 we have

‖E
[
St,k+1|Ft,k

]
− h̄(Ŝt,k)‖2

= ‖St,k − h̄(Ŝt,k−1) + E
[
ηt,k+1|Ft,k

]
‖2

≤ ‖St,k − h̄(Ŝt,k−1)‖2 +
C2
b

m2
t,k+1

+ 2
Cb

mt,k+1
‖St,k − h̄(Ŝt,k−1)‖ .

We conclude by using ‖a‖ ≤ 1+‖a‖2 with a← ‖St,k−
h̄(Ŝt,k−1)‖. �

Corollary 7.6 (of Proposition 7.5) Assume also A3-
item 3. For t ∈ [kout]? and k ∈ [kin

t −1], define Dt,k+1

by

‖Ŝt,k+1 − proxBt,k
γt,k+1g(Ŝt,k + γt,k+1h̄(Ŝt,k))‖2Bt,k

,

and Dt,0
def
= 0. For t ∈ [kout]? and k ∈ [kin

t −], it holds

E
[
‖St,k+1 − h̄(Ŝt,k)‖2|Ft,k

]
≤
(

1 +
2Cb

mt,k+1

)
‖St,k − h̄(Ŝt,k−1)‖2

+ γ2
t,k

2

vmin

L2

b

(
1 +

2Cvb√
b M̄t,k+1

)
∆?
t,k

+
2

vmin

L2

b

(
1 +

2Cvb√
b M̄t,k+1

)
Dt,k

+ Ut,k+1 .

By convention, ∆?
t,0

def
= 0.

Proof The proof consists in an upper bound for ‖Ŝt,k−
Ŝt,k−1‖2. Let s ∈ S, H,h ∈ Rq, γ > 0 and B be a
q × q positive definite matrix. For any β > 0, it holds

‖proxBγg(s+γH)−s‖2B ≤ (1+
1

β
) ‖proxBγg(s+γh)−s‖2B

+ (1 + β) ‖proxBγg(s+ γH)− proxBγg(s+ γh)‖2B .

We apply these inequalities with γ ← γt,k, B ←
Bt,k−1, s ← Ŝt,k−1, H ← St,k and h ← h̄(Ŝt,k−1).
Then, for any k > 0,

‖Ŝt,k − Ŝt,k−1‖2Bt,k−1

≤ (1 + β−1) γ2
t,k∆?

t,k + (1 + β)Dt,k . (24)

We choose β = 1 and conclude by A3-item 3: ‖ · ‖2 ≤
v−1
min‖ · ‖

2
Bt,k−1

.

When k = 0, ‖Ŝt,k − Ŝt,k−1‖2Bt,k−1
= 0 since by

definition, Ŝt,0 = Ŝt,−1. Therefore, (24) remains valid
since Dt,0 = 0 and ∆?

t,0 = 0 by convention. This con-
cludes the proof. �

Corollary 7.7 (of Corollary 7.6) Let {ρt,k, t ≥ 1, k ≥
0} be a positive sequence satisfying

ρt,k+1

(
1 +

2Cb
mt,k+1

)
≤ ρt,k . (25)

For any t ∈ [kout]?, k ∈ [kin
t − 1], it holds

ρt,k+1E
[
‖St,k+1 − h̄(Ŝt,k)‖2|Ft,0

]
≤ ρt,0‖Et‖2 +

k+1∑
`=1

ρt,` Ut,` +
2

vmin

L2

b
· · ·

×

{
k∑
`=1

γ2
t,`ρt,`+1

(
1 +

2Cvb√
b M̄t,`+1

)
E
[
∆?
t,`|Ft,0

]
+

k∑
`=1

ρt,`+1

(
1 +

2Cvb√
b M̄t,`+1

)
E
[
Dt,`|Ft,0

]}
.

Proof In Corollary 7.6, the claim is of the form

E
[
‖St,k+1 − h̄(Ŝt,k)‖2|Ft,k

]
≤
(

1 +
2Cb

mt,k+1

)
‖St,k − h̄(Ŝt,k−1)‖2 +Ak .

This yields, by using the condition (25),

ρt,k+1E
[
‖St,k+1 − h̄(Ŝt,k)‖2|Ft,k

]
≤ ρt,k ‖St,k − h̄(Ŝt,k−1)‖2 + ρt,k+1Ak .

Using E[U |Ft,0] = E
[
E[U |Ft,k]|Ft,0

]
and summing

from ` = 0 to ` = k yields

ρt,k+1 E
[
‖St,k+1 − h̄(Ŝt,k)‖2|Ft,0

]
≤

k∑
`=0

ρt,`+1E
[
A`|Ft,0

]
+ ρt,0‖St,0 − h̄(Ŝt,−1)‖2 ;

we then conclude by using the equality Ŝt,−1 = Ŝt,0
and the definition of Et. Note also that ∆?

t,0 = 0 and
Dt,0 = 0. �
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7.4 Lyapunov inequalities for W, g
and W +g

Lemma 7.8, while being classical in smooth opti-
mization, is provided for a self-content purpose.

Lemma 7.8 Assume A3. For any s, s′ ∈ S and γ > 0,

W(s′) ≤W(s)−
〈
h̄(s), s′ − s

〉
B(s)

+
LẆ

2
‖s′ − s‖2 .

Proof S is convex since it is the domain of a convex
function. By A3, W is continuously differentiable on S
with LẆ-Lipschitz gradient. Then for any s, s′ ∈ S,

W(s′)−W(s) ≤
〈
∇W(s), s′ − s

〉
+
LẆ

2
‖s′ − s‖2 .

We use that ∇W(s) = −B(s)h̄(s), so that〈
∇W(s), s′ − s

〉
= −

〈
h̄(s), s′ − s

〉
B(s)

.

�

Lemma 7.9 Assume A1. Let B be a q × q positive
definite matrix. For any s ∈ S, γ > 0, H,h ∈ Rq and
β > 0,

g
(

proxBγg(s+ γH)
)
≤ g(s)

− 1

γ

(
1− β

4

)
‖proxBγg(s+ γh)− s‖2B

− 1

γ
(1− 1

β
)‖proxBγg(s+ γh)− proxBγg(s+ γH)‖2B

−
〈
h, s− proxBγg(s+ γh)

〉
B

+
〈
H, proxBγg(s+ γH)− proxBγg(s+ γh)

〉
B
.

Proof In this proof, we use the shorthand notation

pH
def
= proxBγg(s+ γH) and ph

def
= proxBγg(s+ γh). By

Lemma 3.1 and the definition of the subdifferential at
a point, it holds

g(ph) ≥ g(pH)− γ−1 〈pH − s− γH, ph − pH〉B
g(s) ≥ g(ph)− γ−1 〈ph − s− γh, s− ph〉B .

This yields

g(pH) ≤ g(s)− γ−1‖ph − s‖2B − 〈h, s− ph〉B
− 〈H, ph − pH〉B + γ−1 〈pH − s, ph − pH〉B .

For the last term, we write for any β > 0,

γ−1 〈pH − s, ph − pH〉B + γ−1‖ph − pH‖2B
= γ−1 〈ph − s, ph − pH〉B

≤ 2

〈
(ph − s)

√
β

2
√
γ
, (ph − pH)

1√
βγ

〉
B

≤ β

4γ
‖ph − s‖2B +

1

βγ
‖ph − pH‖2B .

This concludes the proof. �

Proposition 7.10 Assume A1, A2 and A3. For any
t ∈ [kout]?, k ∈ [kin

t − 1] and β > 0,

E
[
W(Ŝt,k+1) + g(Ŝt,k+1)|Ft,0

]
≤ E

[
W(Ŝt,k) + g(Ŝt,k)|Ft,0

]
− γt,k+1

(
1− β

4
−
LẆγt,k+1

vmin

)
E
[
∆?
t,k+1|Ft,0

]
− 1

γt,k+1

(
1− 1

β
−

LẆ

vmin
γt,k+1

)
E
[
Dt,k+1|Ft,0

]
+ γt,k+1E

[
‖St,k+1 − h̄(Ŝt,k)‖2Bt,k

|Ft,0
]
,

where Dt,k+1 is defined in Corollary 7.6.

Proof Let γ > 0, s ∈ S andH ∈ Rq. Apply Lemma 7.8

with s′ ← prox
B(s)
γg (s+γH) ∈ S; and Lemma 7.9 with

h← h̄(s). This yields for any β > 0,

W(proxBγg(s+ γH)) + g(proxBγg(s+ γH))

≤W(s) + g(s)− 1

γ
(1− β

4
)‖proxBγg(s+ γh̄(s))− s‖2B

− 1

γ

(
1− 1

β

)
‖proxBγg(s+γH)−proxBγg(s+γh̄(s))‖2B

−
〈
h̄(s)−H, proxBγg(s+ γH)− proxBγg(s+ γh̄(s))

〉
B

+
LẆ

2
‖proxBγg(s+ γH)− s‖2 .

Since proxBγg is firmly nonexpansive (see Lemma 6.1),

the scalar product is upper bounded by γ‖H− h̄(s)‖2B .
By A3-item 3, we write

‖proxBγg(s+γH)−s‖2 ≤ 1

vmin
‖proxBγg(s+γH)−s‖2B ;

then we use ‖a + b‖2B ≤ 2‖a‖2B + 2‖b‖2B with a ←
proxBγg(s+ γH)− proxBγg(s+ γh̄(s)). This yields

LẆ

2
‖proxBγg(s+ γH)− s‖2

≤
LẆ

vmin
‖proxBγg(s+ γH)− proxBγg(s+ γh̄(s))‖2B

+
LẆ

vmin
‖proxBγg(s+ γh̄(s))− s‖2B .

We apply these inequalities with s ← Ŝt,k, γ ←
γt,k+1, H ← St,k+1, s′ ← Ŝt,k+1 and B ← Bt,k. Note

that proxBγg(s+γH) = Ŝt,k+1. The proof is concluded.
�
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7.5 Proof of Theorem 4.1

Let t ∈ [kout]?. Let µ ∈ (0, 1). Throughout the
proof, set

At,k+1
def
=

(
1 +

2Cvb√
b M̄t,k+1

)
.

From Corollary 7.7 applied with Ct,k+1 ← γt,k+1

and Proposition 7.10 applied with β ← 4µ, it holds
for any k ∈ [kin

t − 1],

E
[
W(Ŝt,k+1) + g(Ŝt,k+1)|Ft,0

]
≤ E

[
W(Ŝt,k) + g(Ŝt,k)|Ft,0

]
− γt,k+1

(
1− µ−

LẆ

vmin
γt,k+1

)
E
[
∆?
t,k+1|Ft,0

]
− 1

γt,k+1

(
1− 1

4µ
−
LẆ

vmin
γt,k+1

)
E [Dt,k+1|Ft,0]

+ γt,0vmax‖Et‖2 + vmax

k+1∑
`=1

γt,` Ut,`

+
2vmax

vmin

L2

b

k∑
`=1

γ3
t,`At,`+1E

[
∆?
t,`|Ft,0

]
+

2vmax

vmin

L2

b

k∑
`=1

γt,`+1At,`+1E [Dt,`|Ft,0] .

Above, we used that γt,k+1 ≤ γt,` for any ` ∈
[k + 1]. We now sum from k = 0 to k = kin

t − 1.
This yields,

E
[
W(Ŝt,kint ) + g(Ŝt,kint )|Ft,0

]
≤ E

[
W(Ŝt,0) + g(Ŝt,0)|Ft,0

]
−

kint∑
k=1

γt,k

(
1− µ−

LẆ

vmin
γt,k

)
E
[
∆?
t,k|Ft,0

]
−

kint∑
k=1

1

γt,k

(
1− 1

4µ
−
LẆ

vmin
γt,k

)
E [Dt,k|Ft,0]

+ γt,0vmaxk
in
t ‖Et‖2

+ vmax

kint∑
`=1

(kin
t − `+ 1)γt,` Ut,`

+
2vmax

vmin
kin
t

kint −1∑
k=1

γ3
t,kAt,k+1E

[
∆?
t,k|Ft,0

]

+
2vmax

vmin
kin
t

kint −1∑
k=1

γt,k+1At,k+1E [Dt,k|Ft,0] .

Observe that the coefficient in front of
E
[
∆?
t,k|Ft,0

]
is γt,k(1−µ−Λt,k+1); and the term

in front of E [Dt,k|Ft,0] is γ−1
t,k (1−1/(4µ)−Λt,k+1).

By symmetry, we choose µ = 1/2 so that
µ = 1/(4µ). This yields

E
[
W(Ŝt,kint ) + g(Ŝt,kint )|Ft,0

]
≤ E

[
W(Ŝt,0) + g(Ŝt,0)|Ft,0

]
−

kint∑
k=1

γt,k

(
1

2
− Λt,k+1

)
E
[
∆?
t,k|Ft,0

]
−

kint∑
k=1

1

γt,k

(
1

2
− Λt,k+1

)
E [Dt,k|Ft,0]

+ γt,0vmaxk
in
t ‖Et‖2

+ vmax

kint∑
`=1

(kin
t − `+ 1)γt,` Ut,` .

We now sum for t = 1 to t = kout and compute the
expectation. This yields, by using that Ŝt+1,0 =

Ŝt,kin ,

kout∑
t=1

kint∑
k=1

γt,k

(
1

2
− Λt,k+1

)
E
[
∆?
t,k

]
+

kout∑
t=1

kint∑
k=1

1

γt,k

(
1

2
− Λt,k+1

)
E [Dt,k]

≤ E
[
W(Ŝt,0) + g(Ŝt,0)

]
− E

[
W(Ŝkout,kin

kout
) + g(Ŝkout,kin

kout
)
]

+ vmax

kout∑
t=1

γt,0k
in
t E
[
‖Et‖2

]
+ vmax

kout∑
t=1

kint∑
`=1

(
kin
t − `+ 1

)
γt,` Ut,` .

The proof is concluded upon noting that

E
[
W(Ŝkout,kin

kout
) + g(Ŝkout,kin

kout
)
]
≥ minS(W +

g).
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7.6 Proof of Corollary 4.3

Since Ut,k = 0, we have Cb = Cvb = 0. In addition,
kin
t = kin for any t. Therefore, we can consider

a constant stepsize sequence γt,k = γ? where γ?
satisfies (see (15) and (16))

γ?
LẆ

vmin
+ γ2

?

2vmax

vmin
L2 k

in

b
∈ (0, 1/2) .

This condition is satisfied by choosing

kin

b
def
=

1

vminvmax

L2
Ẇ

L2
,

γ?
def
=

1

4vmax

LẆ

L2

b

kin
=
vmin

4LẆ

.

Such a choice implies that inft,k(1/2 − Λt,k) =
1/2 − 3/8 = 1/8. Since Et = Ut,k = 0, we obtain
from Corollary 4.2 that

E
[
∆?
τ,K +D?τ,K

]
≤

32LẆ

vmin

(
E
[
W(Ŝ1,0) + g(Ŝ1,0)

]
−minS (W +g)

)
koutkin

.

The approximate ε-stationary condition is sat-
isfied by choosing koutkin = O(LẆ/(vmin ε)).
The number of calls to the proximal operator is
koutkin so that Kprox = O(LẆ/(vmin ε)). Finally,
we have b′t = n so that the number of calls
to one of the h̄i’s is kout n + 2koutkinb. We
can choose b = O

(√
n
√
vminvmaxL/LẆ

)
. This

yields kout = O(L
√
vmax/(

√
vminε

√
n)), and Kh̄ =

O(
√
vmaxL

√
n/(ε
√
vmin)).

7.7 Cost of the approximation on
the h̄i’s

Following the rates obtained in Corollary 4.3, let
us set kin

t = O(
√
n), b = O(

√
n) and kout =

O(1/(
√
nε)) and let us show that we can define

random approximations δt,0,i and δt,k+1,i such
that the approximate ε-stationarity condition is
satisfied.

On the term E
[
‖Eτ‖2

]
. We write

E
[
‖Eτ‖2

]
= (kout)−1

∑kout

t=1 E
[
‖Et‖2

]
and

1

kout

kout∑
t=1

ε1−a
′

√
n
a′
ta′

= εO(1) .

Let us compute the associated Monte Carlo
complexity in the case Et = n−1

∑n
i=1{δt,0,i −

h̄i(Ŝt,0)} and δt,0,i is equal to a Monte Carlo
sum with mt,0 i.i.d. samples. Then E

[
‖Et‖2

]
=

n−1m−1
t,0O(1). It is equal to O(ε1−a

′
/(
√
nt)a

′
)

when mt,0 = O(na
′/2−1ta

′
/ε1−a

′
). Therefore, the

Monte Carlo cost is

kout∑
t=1

nmt,0 = O

(
1√
nε2

)
.

On the term E
[(
kin −K + 1

)
Uτ,K

]
. This

term is upper bounded by kin E [Uτ,K ] and we
write

kin E [Uτ,K ] ≤ 1

kout

kout∑
t=1

kin∑
k=1

O

(
1

bMt,k+1

)
.

The RHS is O(ε). The associated Monte Carlo
complexity is

2b
kout∑
t=1

kin∑
k=1

Mt,k = O

(√
n

ε2

)
,

whatever a, ā ∈ [0, 1).
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Appendix A The condition A
4 in the Monte
Carlo case

Following the framework detailed in Section 3.4,
let us assume that (i) the intractable quantities

hi(Ŝt,k, Bt,k+1) and hi(Ŝt,k−1, Bt,k) are of the form

hi(s,B) =

∫
Z

Hϑ(z)πϑ(dz) , (A1)

where ϑ
def
= (s, i, B); and (ii) these integrals

are approximated by a Monte Carlo sum: set

ϑt,`+1,i
def
= (Ŝt,`, i, Bt,`+1) and
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δt,k+1,i
def
=

1

mt,k+1

mt,k+1∑
r=1

{
Hϑt,k+1,i

(Z
ϑt,k+1,i
r )

−Hϑt,k,i
(Z

ϑt,k,i
r )

}
, (A2)

where, conditionally to Ŝt,k−1, Ŝt,k, Bt,k and

Bt,k+1, the samples {Zϑt,`,i
r , r ≥ 1} are a

Markov chain with unique stationary distribution
πϑt,`,i

(dz); ` ∈ {k, k + 1}. Below, we show that
A4 is verified when the Markov chain is ergodic
enough. Let us start with introducing few nota-
tions from the Markov chain theory (see e.g. Meyn
and Tweedie (1993)).

Let P be a transition kernel onto the measur-
able set (Z,Z) and λ, π be probability measures on
(Z,Z). For a measurable function ξ : Z→ [0,+∞),
define

π(ξ)
def
=

∫
Z

ξ(z)π(dz) .

For any r ∈ N, the r-iterated transition kernel P r

is defined by induction:

P r+1(z,A)
def
=

∫
Z

P r(z,dy)P (y,A)

=

∫
Z

P (z,dy)P r(y,A) ,

for all z ∈ Z, A ∈ Z; by convention, P 0(z,A)
def
=

χA(z) the {0, 1}-valued indicator function and
P 0(z,A) = δz(A), the Dirac mass at zero. Given
a probability measure λ on (Z,Z), λP stands for
the probability measure on (Z,Z) given by

λP (A)
def
=

∫
Z

λ(dy)P (y,A) , ∀A ∈ Z .

For a function U : Z → [1,+∞) such that
λP r(U) + π(U) < +∞, define the U -norm of a
measurable function ξ : Z→ Rq

‖ξ‖U
def
= sup

Z

‖ξ‖
U

;

and the U -norm of the signed measure λP r−π by

‖λP r − π‖U
def
= sup

ξ:‖ξ‖U≤1

‖λP r(ξ)− π(ξ)‖ .

Let us go back to sufficient conditions for verifying
A4. Denote by Pϑ a Markov transition kernel with

invariant distribution πϑ(dz): at iteration (t, k+1),

conditionally to (Ŝt,k−1, Ŝt,k, Bt,k, Bt,k+1), the

chains {Zϑt,k
r , r ≥ 0} and {Zϑt,k+1

r , r ≥ 0} are
Markov chains with transition kernels Pϑt,k

and
Pϑt,k+1

respectively. They have the same initial
value λ. Assume

A5. 1. There exists a measurable function U :
Z→ [1,+∞) such that

H?
def
= sup

(s,i,B)∈S×[n]?×Pq
+

‖Hϑ‖U < +∞ ,

where Hϑ is defined by (A1).
2. There exist a function ρ : N → [0, 1] and a

positive constant CMC such that for any r ∈ N,

sup
ϑ∈S×[n]?×Pq

+

‖λP rϑ − πϑ‖U ≤ CMC ρ(r) .

In addition,
∑

r≥1 ρ(r) < +∞.

3. Let ϑ ∈ S × [n]? × Pq+. Let {Zϑr , r ≥ 1} be
a Markov chain with transition kernel Pϑ and
initial distribution λ. There exists a positive
constant C ′MC such that for any ϑ ∈ S × [n]? ×
Pq+ and m′ ∈ N?,

E

‖ m′∑
r=1

{Hϑ(Zϑr )− πϑ(Hϑ)}‖2


≤ H2
? C
′
MCm

′ .

A5-item 2 is a uniform-in-s ergodicity condi-
tion. Sufficient conditions for it are provided in
(Fort et al, 2011, Lemma 2.3.) in the case of a
geometric rate ρ(r) = κr for some κ ∈ (0, 1). By
adapting (Andrieu et al, 2015, Theorem 1), sim-
ilar conditions can be obtained in the case of a
subgeometric rate ρ(r). Sufficient conditions for
A5-item 3 can be obtained from a trivial adap-
tation of (Fort and Moulines, 2003, Proposition
12).

We prove the following result.

Proposition A.1 Assume A 5. Let δt,k+1,i

be given by (A2), where conditionally to

(Ŝt,k−1, Ŝt,k, Bt,k, Bt,k+1), {Zϑt,`,i
r , r ≥ 0} is a

Markov chain with transition kernel Pϑt,`,i
and ini-

tial distribution λ, for ` ∈ {k, k + 1}. Then A 4 is
verified with mt,k+1 = Mt,k+1 = M̄t,k+1 ← mt,k+1,
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Cb = Cvb
def
= 2H? CMC

∑
r≥1 ρ(r) and

Cv
def
= 2H2

? C
′
MC.

Proof We will use the notations

P`,i
def
= Pϑt,`+1,i

, π`,i
def
= πϑt,`+1,i

, H`,i
def
= Hϑt,`+1,i

.

• Expression of µt,k+1. We have

µt,k+1,i
def
=

1

mt,k+1

mt,k+1∑
r=1

(
λP rk,iHk,i − πk,i(Hk,i)

)
− 1

mt,k+1

mt,k+1∑
r=1

(
λP rk−1,iHk−1,i − πk−1,i(Hk−1,i)

)
.

• The condition A4-Item 2. By A5 and since
Ŝ• ∈ S, we write

sup
k,i
‖λP rk,iHk,i − πk,i(Hk,i)‖ ≤ H? CMC ρ(r) .

This implies that

‖µt,k+1,i‖ ≤ 2H? CMC
1

mt,k+1

mt,k+1∑
r=1

ρ(r) .

Since
∑
r ρ(r) <∞, the RHS is of the form Cb/mt,k+1

with Cb
def
= 2H? CMC

∑
r ρ(r).

• The condition A4-Item 3. We write

σ2
t,k+1,i ≤ E

[
‖ξt,k+1,i‖2|Pt,k+1/2

]
.

Then, we have

E
[
‖ξt,k+1,i‖2|Pt,k+1/2

]
≤ 2 sup

s,i
E

[
‖ 1

mt,k+1

mt,k+1∑
r=1

Hs,i(Z
s,i
r )− πs,i(Hs,i)‖2

]
and the RHS is upper bounded by 2H2

? C
′
MC/mt,k+1

by A5-Item 3.
We also have

1

n

n∑
i=1

‖µt,k+1,i−
1

n

n∑
j=1

µt,k+1,j‖2 ≤
1

n

n∑
i=1

‖µt,k+1,i‖2.

From the upper bound on ‖µt,k+1,i‖ above, we have

‖µt,k+1,i‖2 ≤
C2
b

m2
t,k+1

.

This concludes the proof. �

Appendix B Supplementary
materials for
Section 5

B.1 The penalized log-likelihood
criterion

The observations are assumed independent, so the
log-likelihood is given by

θ 7→
n∑
i=1

log

∫
Rd

(1 + exp(−yi 〈Xi, zi〉))−1

× 1
√

2π
d
σd

exp
(
−(2σ2)−1‖zi − θ‖2

)
dzi .

The penalty term is −nτ‖θ‖2.

Lemma B.1 The sum of the log-likelihood and the
penalty term is equal to

− n

2
log(2πσ2)− 1

2σ2
θ>

n∑
i=1

XiX
>
i

‖Xi‖2
θ − nτ‖θ‖2

+

n∑
i=1

log

∫
R

exp
(
x 〈Xi, θ〉 /(σ2‖Xi‖)

)
1 + exp(−yi‖Xi‖x)

exp(− x2

2σ2
)dx .

Proof Let i ∈ [n]?. Define an orthogonal d× d matrix
Q with columns denoted by (Q1, · · · , Qd), such that

Q1
def
= Xi/‖Xi‖. We have 〈zi, Xi〉 = ‖Xi‖ 〈Q1, zi〉,

〈zi, θ〉 =
〈
Q>zi, Q

>θ
〉

and ‖zi‖2 = ‖Q>zi‖2. This

implies that

− yi 〈zi, Xi〉 = −yi‖Xi‖ 〈Q1, zi〉

‖zi − θ‖2 = ‖θ‖2 + ‖QT zi‖2 − 2
〈
Q>zi, Q

>θ
〉

so that the log-likelihood of the observation Yi is (up

to the additive constant C1
def
= −d lnσ− (d/2) ln(2π))

yi 7→ −
‖θ‖2

2σ2
+log

∫
Rd

(1+exp(−yi‖Xi‖ 〈Q1, zi〉))−1

×exp
(
−(2σ2)−1

(
‖QT zi‖2 − 2

〈
Q>zi, Q

>θ
〉))

dzi .

By a change of variable v = (v1, · · · , vq)← Q>zi, the
logarithm of the integral is equal to

log

∫
Rd

exp
(
−(2σ2)−1

(
‖v‖2 − 2

〈
v,Q>θ

〉))
1 + exp(−yi‖Xi‖v1)

dv

= log

∫
R

exp
(
−(2σ2)−1

(
v2
1 − 2v1 〈Q1, θ〉

))
1 + exp(−yi‖Xi‖v1)

dv1
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+

d∑
u=2

log

∫
R

exp

(
− 1

2σ2
{v2
u − 2vu 〈Qu, θ〉}

)
dvu .

The last (d− 1) integrals have a closed form. Observe
indeed that v2

u − 2vu 〈Qu, θ〉 = (vu − 〈Qu, θ〉)2 −
(〈Qu, θ〉)2 so that up to the additive constant C2

def
=

(d− 1){log(2π)/2 + log σ}
d∑

u=2

log

∫
R

exp

(
− 1

2σ2
{v2
u − 2vu 〈Qu, θ〉}

)
dvu

=

d∑
u=2

(〈Qu, θ〉)2

2σ2
=
‖θ‖2 − (〈Q1, θ〉)2

2σ2

=
‖θ‖2 − (〈Xi, θ〉)2/‖Xi‖2

2σ2
.

This concludes the proof; the constant (w.r.t. to θ) is
equal to C1 + C2. �

B.2 Proof of Lemma 5.1

The criterion F is equal to −L(θ)− log(2πσ2)/2,
where L(θ) is the normalized penalized log-
likelihood.

The likelihood is the product of probabili-
ties, taking values in (0, 1); therefore, its loga-
rithm is negative. The penalized log-likelihood is
upper bounded −pen(θ) = −nτ‖θ‖2. The nor-
malized penalized log-likelihood is upper bounded
−τ‖θ‖2. Therefore the criterion is lower bounded
by τ‖θ‖2 − ln(2πσ2)/2.

On the other hand, the minimum of the crite-
rion is smaller than the value of the criterion at
θ = 0. Let us show that this value is (ln 4)/n −
ln(2πσ2)/2. This will imply that the minimizers of
the criterion are in the set {θ ∈ Rd : τ‖θ‖2 ≤ ln 4}
and conclude the proof.

We have pen(0) = 0. Let us lower bound the
likelihood of an observation Yi = +1 at θ = 0. The
likelihood is equal to

1
√

2π
d
σd

∫
Rd

exp
(
−(2σ2)−1‖zi‖2

)
1 + exp(−〈Xi, zi〉)

dzi .

By using the same change of variable than in the
proof of Lemma B.1, it is equal to

1√
2πσ

∫
R

exp
(
−x2/(2σ2)

)
1 + exp(−‖Xi‖x)

dx(
1√
2πσ

∫
R

exp
(
−x2/(2σ2)

)
dx

)d−1

,

and is lower bounded by (note that the (d − 1)
identical integrals are equal to one)

1√
2πσ

∫
R+

exp
(
−x2/(2σ2)

)
1 + exp(−‖Xi‖x)

dx ,

which is in turn lower bounded by 1/4 since 1 +
exp(−‖Xi‖x) ≤ 2 for all x ≥ 0.

The proof for the case Yi = −1 is on the same
lines and is omitted.

This implies that the likelihood of the n vari-
ables is lower bounded by 1/4n; the normalized
log-likelihood is lower bounded by − ln 4; the
criterion is upper bounded by ln 4− ln(2πσ2)/2.

B.3 The optimization problem
seen as an EM

We established that for any θ ∈ Rd, ∇F (θ) =
n−1

∑n
i=1Gi(θ) where

Gi(θ)
def
= 2Uθ − Xi

σ2 ‖Xi‖

∫
R
z πθ,i(z)dz ,

and πθ,i(z) is the probability density proportional
to (20).

From the expressions of φ, ψ and S(Yi, z), we
obtain that T, defined by Proposition 2.1, is given

by T(s)
def
= U−1s/2 for any s ∈ Rd. This implies

that for any s ∈ Rd,

hi(s,B)
def
=

∫
R
S(Yi, z)πT(s),i(z) dz − s

=
Xi

σ2 ‖Xi‖

∫
R
z πBs,i(z) dz − s .

For any s ∈ Rd, let us find the matrix B(s)
satisfying ∇(F ◦ T)(s) = −n−1

∑n
i=1 B(s)hi(s)

(see (6)). We have ∇(F ◦ T) = ∇F (B·) =
B> (∇F )(B·) = B (∇F )(B·). This yields

∇(F ◦ T)(s) = B
1

n

n∑
i=1

Gi(Bs)

= B
1

n

n∑
i=1

(
2Uθ − Xi

σ2 ‖Xi‖

∫
R
z πBs,i(z)dz

)

= Bs−B 1

n

n∑
i=1

Xi

σ2 ‖Xi‖

∫
R
z πBs,i(z)dz
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= −B 1

n

n∑
i=1

hi(s) .

This yields B(s)
def
= B for any s ∈ Rd.

B.4 Proof of Lemma 5.2

Let i ∈ [n]? and θ ∈ Rd. Step 1. By using

− z2/(2σ2) + z 〈Xi, θ〉 /(σ2‖Xi‖)
= −(z − 〈Xi, θ〉 /‖Xi‖)2/(2σ2)

+ (〈Xi, θ〉)2/(2σ2‖Xi‖2) ,

we write

πθ,i(z) =
exp

(
− (z − 〈Xi, θ〉 /‖Xi‖)2

/(2σ2)
)

Zθ,i 1 + exp(−yi‖Xi‖z)

where Zθ,i is the normalizing constant. Second,
we use z πθ,i(z) = (z − ai)πθ,i(z) + ai πθ,i(z) with
ai ← 〈Xi, θ〉 /‖Xi‖ and since

∫
R πθ,i(z)dz = 1, we

obtain

Ii(θ) =
〈Xi, θ〉
‖Xi‖

+

∫
R

(
z − 〈Xi, θ〉

‖Xi‖

)
πθ,i(z) dz .

Finally, the integral in the RHS being of the form

σ2

∫
R

f ′(z)

Zθ,i 1 + exp(−yi‖Xi‖z)
dz

with

f(z)
def
= − exp

(
− (z − 〈Xi, θ〉 /‖Xi‖)2

/(2σ2)
)
,

we use an integration by parts. Upon noting that
the derivative of z 7→ 1/(1 + exp(−yi‖Xi‖z)) is

yi‖Xi‖
exp(−yi‖Xi‖z)

(1 + exp(−yi‖Xi‖z))2 ,

we write∫
R

f ′(z)

1 + exp(−yi‖Xi‖z)
dz

= −yi‖Xi‖
∫
f(z)

exp(−yi‖Xi‖z)
(1 + exp(−yi‖Xi‖z))2 dz .

Therefore, the conclusion of this first step is

Ii(θ) =

〈
Xi

‖Xi‖
, θ

〉
+ yi‖Xi‖σ2

∫
R

πθ,i(z)

1 + exp (yi‖Xi‖z)
dz .

Step 2. This step is classical in the MCMC
literature (see e.g. Choi and Hobert (2013) and
references therein). We prove that for any z ∈ R,

πθ,i(z) =

∫ +∞

0

π̄θ,i(z, ω)dω .

By (Polson et al, 2013, Theorem 1), it holds

1

1 + exp (−yi‖Xi‖z)
=

1

2
exp (yi‖Xi‖z/2)

×
∫ +∞

0

exp(−ω‖Xi‖2z2/2)p(ω; 1)dω ,

where p(ω; b)dω is a Polya-Gamma distribution
with parameter b. This implies that πθ,i(z) is equal
to

exp

(
yi‖Xi‖z

2
− (z − 〈Xi, θ〉 /‖Xi‖)2

2σ2

)
× 1

2Zθ,i

∫ +∞

0

exp(−ω‖Xi‖2z2/2)p(ω; 1)dω .

This concludes the proof.

B.5 The assumption A4 is verified.

Define the Markov kernel with density

Ps,i(z; z
′)

def
=

(∫ ∞
0

π2(ω|z; i)π1(z′|ω; s, i) dω

)
w.r.t. the Lebesgue measure on R; here,
π1(z′|ω; s, i) is the density of a Gaussian distribu-
tion with expectation ms,i(ω) and variance vi(ω)
given by

vi(ω)
def
=

σ2

1 + ωσ2‖Xi‖2
,

ms,i(ω)
def
= vi(ω)

(
1

σ2

〈
Xi

‖Xi‖
, Bs

〉
+

1

2
yi‖Xi‖

)
;

and π2(ω|z; i) is a Polya-Gamma distribution
with parameter (1, ‖Xi‖z). The Gibbs kernel
described by Lemma 5.2 and targeting the density
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distribution π̄Bs,i(z, ω)dzdω, produces a Markov
chain {(Zs,ir ,Ωs,ir ), r ≥ 0} such that the marginal
{Zs,ir , r ≥ 0} is a Markov chain with transition
kernel Ps,i(z; z′) dz′. We apply the results of
(Choi and Hobert, 2013, Proposition 3.1) with

y ∈ {0, 1} yi ∈ {−1, 1}
n 1
Ω(ω) ω
X ‖Xi‖
B σ2

b 〈Xi, Bs〉 /‖Xi‖
Table B1 [left] The notations of Choi and Hobert
(2013). [right] the notations in this paper.

This yields∫
A

Ps,i(z; z
′)dz′

≥ ε
∫
A

exp(−0.5(x−m?)
2/v2

?) dx (B3)

where

ε
def
= inf

s∈S,i∈[n]?

exp
(
− 1

4 −
{ms,i(1/2)}2 σ2‖Xi‖2

4 vi(1/2)

)
2
√

1 + σ2‖Xi‖2/2

and (m?, v?) satisfy for any x ∈ R,

inf
s∈S,i∈[n]?

exp(−0.5 (x−ms,i(1/2))2/vi(1/2))

≥ exp(−0.5(x−m?)
2/v2

?) .

Lemma B.2 Since S is bounded, then ε > 0 and
m?, v? exist in R× (0,+∞).

The minorization condition (B3) implies that
the kernel Ps,i(z, z

′)dz′ is uniformly ergodic, uni-
formly in s, i and z. By (Meyn and Tweedie, 1993,
Theorem 16.0.2.) and (Fort and Moulines, 2003,
Proposition 1), A 5-Item 2 and A 5-Item 3 are
satisfied.

Appendix C Detailed proofs

C.1 Proof of (17)

Let t ∈ [kout]?. The sequence given by γt,k+1
def
=∏k

j=0

(
1 + 2Cb

mt,j+1

)−1

γt,0 for any k ≥ 0, satisfies

γt,k+1

(
1 +

2Cb
mt,k+1

)
≤ γt,k .

A sufficient condition for the property Λt,k+1 ∈
(0, 1/2) to hold is aγ2

t,0 + āγt,0 − 1/2 < 0 where

ā
def
=

LẆ

vmin
,

a
def
= L2 2vmaxk

in
t

vminb

(
1 +

2Cvb√
b M̄t,k+1

)
.

The function x 7→ ax2 + āx − 1/2 possesses two
roots: one is positive and one is negative. The pos-
itive one is given by (−ā +

√
ā2 + 2a)/(2a); it is

equal to (17).

C.2 Proof of (18) and (19)

We write St,0 − h(Ŝt,0) = U + V where

U
def
=

1

b′t

∑
i∈Bt,0

(
δt,0,i − E

[
δt,0,i|Ŝt,0,Bt,0

])
,

V
def
=

1

b′t

∑
i∈Bt,0

E
[
δt,0,i|Ŝt,0,Bt,0

]
− h(Ŝt,0) .

We have E
[
‖U + V ‖2

]
= E

[
‖U‖2

]
+ E

[
‖V ‖2

]
by definition of the conditional expectation. Since
δt,0,i is an unbiased random approximation of

hi(Ŝt,0), we have E
[
δt,0,i|Ŝt,0,Bt,0

]
= hi(Ŝt,0).

In the case Bt,0 = {1, · · · , n}, then V = 0.
Therefore,

E
[
‖St,0 − h(Ŝt,0)‖2

]
=

1

n2
E

[
‖

n∑
i=1

{δt,0,i − E
[
δt,0,i|Ŝt,0

]
}‖2
]

=
1

n2

n∑
i=1

σ2
t,0,i ,

where we used that the variables {δt,0,i, i ∈ [n]?}
are independent conditionally to Ŝt,0, and with
variance σ2

t,0,i.
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In the case Bt,0 is a subset of [n]? of cardinality
b′t, then we write

E
[
‖U‖2

]
=

1

(b′t)
2
E
[
E
[
‖U‖2|Bt,0, Ŝt,0

]]
=

1

b′t
E

 1

b′t

∑
i∈Bt,0

σ2
t,0,i


and we conclude by Lemma 7.1. Again from
Lemma 7.1, we have

E
[
‖V ‖2

]
≤ 1

b′t n

n∑
i=1

‖hi(Ŝt,0)− h(Ŝt,0)‖2 ,

with an equality when Bt,0 is sampled with
replacement. This concludes the proof.

C.3 Proof of Lemma 7.1

Set, for ease of notations,

B def
= Bt,k, hB

def
=

1

b

∑
i∈B

hi .

C.3.1 Case with replacement

We write B = {I1, · · · , Ib} where the r.v. Ii’s are
independent, and uniformly distributed on [n]?.
• Then

E [fB] =
1

b

b∑
`=1

E [fI` ] = E [fI1 ] = n−1
n∑
i=1

fi(u) .

• Set f̄
def
= n−1

∑n
i=1 fi. We have, by using that

the r.v. {I1, · · · , Ib} are independent,

E
[
‖fB − f̄‖2

]
= E

[
‖1

b

b∑
`=1

(
fI` − f̄

)
‖2
]

=
1

b2

b∑
`=1

E
[
‖fI` − f̄‖2

]
=

1

b
E
[
‖fI1 − f̄‖2

]
=

1

bn

n∑
i=1

‖fi − f̄‖2 .

• Since the variance of the sum is the sum of
the variance for independent r.v.

E
[
‖hB(u)− hB(u′)− {h(u)− h(u′)}‖2

]

=
1

b2

b∑
`=1

E
[
‖hI`(u)− hI`(u

′)− h(u) + h(u′)‖2
]
.

Then, since I` is uniformly distributed on [n]?,

E
[
‖hI`(u)− hI`(u

′)− h(u) + h(u′)‖2
]

=
1

n

n∑
i=1

E
[
‖hi(u)− hi(u

′)‖2
]
− ‖h(u)− h(u′)‖2

≤ ‖u− u′‖2 1

n

n∑
i=1

L2
i − ‖h(u)− h(u′)‖2 .

(C4)

C.3.2 Case without replacement

Set B = {I1, · · · , Ib} and f̄
def
= n−1

∑n
i=1 fi. I1 is a

uniform random variable on [n]? so that E [fI1 ] =
f̄ .
• Conditionally to I1, I2 is a uniform random

variable on [n]? \ {I1}. Therefore

E [fI2 ] =
1

n− 1

(
n∑
j=1

fj − E [fI1 ]

)

=
n

n− 1
f̄ − 1

n− 1
f̄ = f̄ .

By induction, for any ` ≥ 2,

E [fI` ]

=
1

n− `+ 1

(
n∑
j=1

fj −
`−1∑
r=1

E [fIr ]

)

=
n

n− `+ 1
f̄ − `− 1

n− `+ 1
f̄ = f̄ .

As a conclusion, b−1
∑b

`=1 E [fI` ] = f̄ .

• Let u, u′ ∈ S; set φ(I`)
def
= hI`(u) − h(u) −

hI`(u
′)+h(u′). Then E [φ(I`)] = 0. First, we prove

by induction that E
[
‖φ(I`)‖2

]
= E

[
‖φ(I1)‖2

]
.

Upon noting that I1 is a uniform random variable
on [n]? and by using the induction assumption,

(n− `+ 1)E
[
‖φ(I`)‖2

]
=

(
n∑
i=1

‖φ(i)‖2 − E

[
`−1∑
r=1

‖φ(Ir)‖2
])

= nE
[
‖φ(I1)‖2

]
− (`− 1)E

[
‖φ(I1)‖2

]
,
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which concludes the induction. Second, let us
prove that for any ` ≥ 0,

E

[
‖
`+1∑
r=1

φ(Ir)‖2
]
≤ (`+ 1)E

[
‖φ(I1)‖2

]
. (C5)

Since
∑n

i=1 φ(i) = nE [φ(I1)] = 0,

E

[〈∑̀
p=1

φ(Ip), φ(I`+1)

〉]

= E

[〈∑̀
p=1

φ(Ip),E
[
φ(I`+1)

∣∣∣I1, · · · , I`]〉]

=
1

n− `
E

[〈∑̀
p=1

φ(Ip),

n∑
i=1

φ(i)−
∑̀
p=1

φ(Ip)

〉]

= − 1

n− `
E

[
‖
∑̀
p=1

φ(Ip)‖2
]
,

so that

E

[
‖
`+1∑
p=1

φ(Ip)‖2
]

=

(
1− 2

n− `

)
E

[
‖
∑̀
p=1

φ(Ip)‖2
]

+ E
[
‖φ(I`+1)‖2

]
≤ (`+ 1)E

[
‖φ(I1)‖2

]
.

The proof of the first bound follows from (C5) and
(C4) since here again, I1 is uniformly distributed
on [n]?.
• The proof of the second bound is similar

(change the definition of φ(I`)); it is omitted.
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Fort G, Risser L, Atchadé Y, et al (2018) Stochas-
tic fista algorithms: So fast ? In: 2018 IEEE
Statistical Signal Processing Workshop (SSP),
pp 796–800, https://doi.org/10.1109/SSP.2018.
8450740

Fort G, Moulines E, Wai HT (2020) A Stochastic
Path-Integrated Differential Estimator Expec-
tation Maximization Algorithm. In: Proceed-
ings of the 34th International Conference on
Neural Information Processing Systems. Curran
Associates Inc., Red Hook, NY, USA, NIPS’20

Fort G, Gach P, Moulines E (2021a) Fast
Incremental Expectation Maximization for
finite-sum optimization: nonasymptotic conver-
gence. Stat Comput 31(4):48. https://doi.org/
10.1007/s11222-021-10023-9

Fort G, Moulines E, Wai HT (2021b) Geom-
Spider-EM: Faster Variance Reduced Stochas-
tic Expectation Maximization for Noncon-
vex Finite-Sum Optimization. In: ICASSP
2021 - 2021 IEEE International Conference
on Acoustics, Speech and Signal Processing
(ICASSP), pp 3135–3139, https://doi.org/10.
1109/ICASSP39728.2021.9414271

Ghadimi S, Lan G (2013) Stochastic First- and
Zeroth-Order Methods for Nonconvex Stochas-
tic Programming. SIAM Journal on Optimiza-
tion 23(4):2341–2368. https://doi.org/10.1137/
120880811

Ghadimi S, Lan G, Zhang H (2016) Mini-batch
stochastic approximation methods for noncon-
vex stochastic composite optimization. Math
Program 155(1-2):267–305. https://doi.org/10.
1007/s10107-014-0846-1

Gower R, Goldfarb D, Richtarik P (2016) Stochas-
tic Block BFGS: Squeezing More Curvature
out of Data. In: Balcan MF, Weinberger KQ
(eds) Proceedings of The 33rd International
Conference on Machine Learning, Proceedings
of Machine Learning Research, vol 48. PMLR,
New York, New York, USA, pp 1869–1878

Hiriart-Urruty JB, Lemaréchal C (1996) Con-
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