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Abstract. Ensuring continued quality is challenging, especially when
the customer satisfaction is basically the provided service. It seems to
become easier with new technologies like Artificial Intelligence. But to
design an intelligent assistant, field data are necessary but not always
available. Synthetic data are largely used to replace real data. Made with
a Generative Adversarial Networks or a rendering engine, they aim to be
as efficient as real ones to train a Neural Network. When synthetic data
generation meet the challenge of object detection, its capacity to deal
with defect detection challenge is unknown. Here we demonstrate how
to generate these synthetic data to detect defects. Through iterations
we apply different methods from literature to generate synthetic data
for object detection. From how to extract a defect from the few data
we have, to how to organize the scene before data synthesis. Our study
suggests that defect detection may be performed by training an object
detector neural network with synthetic data and gives a protocol to do so
even if at this point, no field experiments have been conducted to verify
our detector performances under real conditions. This experiment is the
starting point to develop a mobile and automatic defect detector that
might be adapted to ensure new product quality.

Keywords: Database Generation · Synthetic Data · Defect Detection

1 Introduction

When customer satisfaction is the main objective of a product, constant im-
provement in quality control not only during its production but also all along
its life circle become essential. Our study focuses on ensuring cosmetic contin-
ued quality during the life of the product thought intermittent inspection of all
products. But these inspections are time consuming and limited by the product
uptime. The challenge here is then to develop an assistant for inspectors that
would detect and differentiate defects from normal wear. Our assistant must then
⋆ Supported by organization ENSAM
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be based on visual features like detector using Neural Network (NN) are. How-
ever data collection for deep learning is time-consuming. Therefore, our assistant
must train using generated data [1]. Our assistant should be able to detect each
defect whatever its shape is. Thus during our study we will see how to generate
synthetic data in order to train a NN.
This paper starts with a state of the art on object detection using synthetic data
in section 2. Section 3 aims to contextualize our project by highlighting its scien-
tific issues, section 4 presents the generation and customization process. Finally,
section 5 presents the first results on real data. To finish, we will conclude and
introduce our future development on this topic in section 6.
In the following, the term "SD" will be used to designate Synthetic Data.

2 Background in defect detection using synthetic data

To satisfy the increasing need of ensured quality, companies are including more
validation processes from random inspection to computer vision solution in order
to get a global idea of the quality of all pieces. For example computer vision can
be used to detect structure defect by comparing the actual piece with its digital
twin [2] which is a numerical representation of the part designed and modified
according to the part evolution. It can also be used to detect surface defect using
a NN trained with a set of real pictures of defects as in [3].

Our project requires to create an original dataset, but it can become time
consuming especially when dealing with new classes as “wearing a mask” [1]
or specific ones as chemical classification. In addition, deep learning requires a
large quantity of data that must be annotated which is most of the time manually
performed. Then SD appears to be a possible solution to these problems. So we
choose to generate our own dataset using previous work on SD generation.

First used in economic field in the form of de-identified data [4], SD are now
used to face NN challenges. In fact SD play an important role when data are
nonexistent or unavailable for privacy reasons. In his book [4], K. El Emam
highlights the main difficulty when dealing with SD which is “showing that the
results from the SD are similar to the results from the real data“. Through this
study, we will try to fit this definition with our SD.
Through studies we identify two ways to generate SD. The first is Generative
Adversarial Network (GAN), first introduced in 2014 by Goodfellow and al. [5].
GAN is already used for defect detection as in [6]. It can be considered as syn-
thetic data augmentation using one generative and one discriminant network.
Indeed generative part creates new images based on provided dataset when dis-
criminant one checks its plausibility. Then it needs a large amount of real data,
as seen in [6] where S. Jain and co. used 5400 images to train their GAN.
In our context, approximately fifty pictures of defects are available. Therefore a
GAN cannot be used.

Unlike the first method, the second one do not need real pictures of the target
but a numerical representation of it. Indeed in industry 4.0 it is easy to directly
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get our target digital twin or to build it using some pictures. Then it is possible
to use any rendering engine to generate data as in [8]. For instance, M. Johnson-
Roberson and al. used a video game (GTA V) to generate traffic dataset in [7],
and J. Cohen used a CAO software to do so in [8]. In our context we choose to
focus on this second methodology since 3D models of our targets are directly
available and defect generation can be done from images or mathematical mod-
els.
As highlighted in [9] and [16], SD generation strategy depends on features we
want to detect. Thus realism requirement seems to be determinant for synthetic
data effectiveness as emphasized in most studies about SD generation [10] [11].
Since our data aim to be used to train a NN, their realism ie. their ability to ap-
pear to people as real pictures instead of generated ones [12] will not be studied
here. Indeed, as highlighted in [13], if generated SD are supposed to be used for
training then plausibility of generated scene is more important than its global
realism. But when GAN are creating realistic data thanks to real ones, manual
generation of SD has to simulate it through environment randomization and 3D
model precision. That is why we will consider realism as the accurate, detailed,
unembellished depiction 3 of our real object.
Consequently, when identifying an object from its texture, it is necessary to get
an accurate capture of it. As seen in [11] it is possible to use real images to “cut
and paste” real object form pictures to synthetic images or to directly use a tex-
tured 3D scan [15]. Indeed some studies proved SD realism importance for NN
training, first regarding environment in [17] and [18], then concerning the tar-
geted object in [13] and [19]. Additionally, some studies worked on photorealism
in SD as in [10], [8] and [14] in which teams enhanced it by adding noise. Equally
J. Hodapp and al. [11] demonstrated that a good real/synthetic data distribu-
tion can improve NN performances: their best distribution is 5% of real data for
47,5% of SD and 47,5% of “mixed” data or “cut-and-paste” data in which SD are
generated with CAO software without any photorealism requirement, realism is
achieved with "cut-and-paste" dataset.

3 Scientific issues

We saw that defect detection with NN was becoming common. However the use
of SD in this field stays limited to GAN generated ones. Our designed detector is
supposed to take part into maintenance procedures. However in our case, taking
pictures of parts would be time-consuming not only to collect pictures but also
to perform pre-process procedures to de-identify and annotate data. Moreover
an important challenge is to differentiate real defects from regular attrition. A
defect can be defined as an unexpected difference of color on a homogeneous sur-
face. Here we are considering only 2 different surface defects: cracks and spots
which occur mainly on plastic surfaces. The purpose of our work is then to de-
termine how to generate an effective synthetic database. Since cracks and spots
are surface defects they can be projected on a plane. This association may then
3 definition from https://www.britannica.com/

https://www.britannica.com/
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be manipulated as an object, therefore we choose to generate SD using methods
from literature seen in section 2. Breaks could be added to the defect list but
they will not be studied here since detecting breaks cannot be compared with
object detection and should be done using 3D comparison as in [2].

4 Our synthetic data generator and training

We decided to generate SD as in [8] and [7] where both teams where using SD
to train an object detector, but to detect cracks and spots.
Our first step is to define a workflow to generate SD. We design our generation
process using previous work on SD generation results [11] [8], given in figure 1.
The scene is composed of our targeted defect and may include some other 3D
object as distractors. Then we decide to simulate a real environment by varying
lighting parameters (nature of sources, orientation and light color), background
and post-processing parameters.

Fig. 1. Adopted workflow for synthetic data generation based on 3D Model

Our scene design aims to meet realism requirements previously defined ie.
to get an accurate, detailed and unembellished depiction of the targeted object
in a realistic and plausible environment. In order to do so we decide to use a
game development platform ( https://unity.com) as in [7] with its Universal
Renderer Pipeline to get access to more post-processing parameters and high
definition materials. Our scene parameters can be divided into two groups: ex-
trinsic parameters and intrinsic ones. Extrinsic parameters are not modifying
the defect but are essential for the scene plausibility: architecture of the scene
and environment conditions, while intrinsic parameters are directly related to
the aspect of the defect: its shape. Regarding extrinsic parameters, to meet the
environment realism requirement, the targeted object is located in an empty
space surrounded by a High Dynamic Range Image (HDRI). A HDRI is either

https://unity.com
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a panoramic picture or a cubemap contaning a large amount of data like the
brightness, which can be used for the illumination of a virtual scene. The envi-
ronment variability is simulated by rotating this skybox. Lightning environment
is simulated by varying exposure of the skybox from 1 to 3 and by rotating an
extra light source and randomizing its intensity from 1 to 10. Finally random
noises are added as post-processing effect to simulate the user impact on the
quality of the picture with motion blur (intensity between 0 and 0.2) or un-
manageable environmental conditions like dust simulated with grain (intensity
between 0 and 1). But to ensure scene plausibility, some distractors must be
added. These 3D objects are used to prevent misclassification during detection
by adding current geometry in the training dataset. Since the detector would
be used during maintenance session, we pick around 20 distractors, mostly tools
like screw-driver. Finally, the base material used for the projection of defects can
be considered as an intrinsic and extrinsic parameter since its contrast with the
defect will influence the detection however the detection should not depend on
materials. That is why we decided to use a library of every material that could be
used for all inspected parts and to check manually the contrast between defects
and base materials.
Regarding intrinsic parameters, to meet defect realism, we decided to use "cut-
and-paste" method [11] using defect pictures from online databases 4 (figure 3a)
to get a mask (figure 3b) to inlay in our SD adding some random distortion
and material to synthetically vary the shape of defect. For cracks, we isolated
8 different basic shapes from which we created around 100 different shapes. For
spots, we got 10 different shapes from previous databases, and we created around
150 different shapes.
Then, data are generated according to the previous workflow, an example of
generated data is given in figure 2 (figure 1) in which all extrinsic parameters
are randomized and intrinsic parameters are set manually to ensure the defect
visibility (defect proportion, defect contrast with its material).

Every set of data is evaluated through performances of the NN. First, we
manually run our detector on the limited amount of field data in order to iden-
tify improvement axes. When no other axe of improvement can be highlighted
by this method we check our dataset plausibility by measuring the mean average
precision and the Intersection over Union (IoU) score of each NN trained with
our sets. Here the IoU loss we use, is presented in [20] as the "computing process
[that] will trigger the calculation of the four coordinate points of the bounding
box by executing IoU with the ground truth". In order to do so we create a test
set of real data to get around 70 real pictures. Finally the verified dataset is used
to train the final multiple class detector adding some multiple class generated
pictures. Then performances of the final detector are checked on every classes
thanks to the previous test-set before. The final test will be to check the perfor-
mances of our detector in real conditions ie. handled by the final operator in real
environment. Since our work does not aim to improve actual NN architecture,

4 http://defectsdatabase.npl.co.uk/defectsdb/defects_query.php and https:
//www.kaggle.com/yidazhang07/bridge-cracks-image

http://defectsdatabase.npl.co.uk/defectsdb/defects_query.php
https://www.kaggle.com/yidazhang07/bridge-cracks-image
https://www.kaggle.com/yidazhang07/bridge-cracks-image
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Fig. 2. Example of generated data

we set up supervised training for both object and defect detection reusing the
well known regression-based architecture: YOLO v4 5 [20] trained in Darknet
environment [21]. Studies do not agree on a fixed number of images required
for training, thus we decided to use at least 2,000 pictures for training (80% for
training and 20% for during training testing) as seen in training YOLO v4 on
custom dataset project6. In our case we decided to generate 1,000 pictures at
first per class and to increase the set at each iteration depending on deficiencies
of NN trained with the previous generation. To identify it easily we chose to
work on each class independently before mixing training to generate our final
detector. To speed up training process we decided to fine-tune our model using
weights pre-trained for object detection.

5 Results

Our evaluation process is divided into 3 steps: first we check our detector result
on a set of SD, then we use a limited amount of real pictures we retrieved to
identify axes of improvement. and finally, we run the detection on a video and
on the field experiment afterwards. This improvement process was more focused
on improving defect detection since the part detection gets an average acuracy
of 98% for 8 different pats.
Regarding defect, the first generation of SD shows defects on a big planer surface,
we can directly see on the result on real data that the NN doesn’t detect the
defect (figure 4a), but it detects a false positive defect. Our objective was then to
detect the defect and to reduce this false positive detection. In order to do so we
decided to add some distractors and to reduce the plane size in our scene, even
if our false positive detection are mainly related to the scene composition and
5 YOLO is a real-time object detector, previous work [1] [16] [14] used different version

of this NN to perform object detection
6 https://github.com/AlexeyAB/darknet

https://github.com/AlexeyAB/darknet
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(a) Original
defect

(b) Extracted
defect

Fig. 3. "Cut-and-paste" defect

(a) Detection results with the first
generation

(b) Detection results with the sec-
ond generation

Fig. 4. Results obtained after 3 iterations of our improvement process

to shadows. We choose distractors related to maintenance operations in order
to prevent false positive detection. Finally, our defects and parts detector get a
F1-score of 88% with a precision of 90% and a recall of 87% when testing its
performances on the synhtetic test set. The next step will be to run detection
on a on the field video, a capture of the resulting video is given in figure 5.

6 Conclusion and future work

Regarding application development, we defined and validated both SD genera-
tion workflow and a protocol to improve generated dataset especially through an
upgrade of environment plausibility. Indeed, performances of our surface defect
detector on SD enable us to validate our process according to K. El Emam’s
definition of SD [4]. Now, we must measure our detector performances with a
proper protocol, to qualitatively check our synthetic data efficiency and ensure
that our device become an effective assistance for inspection. This will imply
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Fig. 5. Defect and object detection on real armrest

to study our application impact on inspection preparation, inspection and its
results compilation as well as user’s impact on performances of the detector.
Furthermore some extra work can be done on the training stage, indeed recent
studies show good performances on detecting surface defects using unsupervised
learning [22]. Thus a comparaison between both training strategies using SD
must help to design an accurate surface defect detector.
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