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ABSTRACT
Since the commissioning phase of Sentinel-1A, several cal-
ibration studies have improved the geolocation and geomet-
ric modeling of the data. The implementation of the correc-
tions presented in these studies is left to the user. The issues
found might be confusing when working with bursts in the in-
terferometric wide swath mode, because the geometric shifts
present in the data are not usually the same at the burst bound-
aries. This might introduce small inconsistencies in a mosaic
product if not properly handled, which is especially inconve-
nient in high precision applications. This paper proposes a
method to account for this effect by resampling the bursts be-
fore stitching. The method is validated with experiments on
real Sentinel-1 data.

Index Terms— Sentinel-1, IW, Burst, Stitching, Mo-
saicking, Debursting, Geolocation, Correction, Intra-Pulse,
Atmospheric Path Delay, Bistatic

1. INTRODUCTION

The Sentinel-1 (S1) mission has been undoubtedly attracting
a lot of interest from the scientific community, which has been
spawning a growing number of applications. Some of these
applications, like interferometry, sometimes focus on large
scale phenomena such as the measurement of ground defor-
mation on the extent of a country. Other applications perform
more localized measurements, e.g. in the case where specific
sites need to be monitored. Depending on the application, a
certain degree of geometric precision may be expected in the
S1 image. Recent calibration studies have allowed the iden-
tification and modeling of geolocation errors for S1 [1, 2].
However, the correction of these effects is left to the user since
it is not activated by default in the S1 processor.

In this article, we will be addressing this issue. We will
focus on S1 data acquired in the Interferometric Wide (IW)
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swath mode, but the method also applies to Extra Wide (EW)
swath mode. The data is acquired in multiple swaths (3 for
IW) along the range, each one containing a set of bursts along
the azimuth. The added difficulty of the IW mode to the pro-
cessing is the need to mosaic the bursts into a continuous im-
age. Then, the problem arises when burst dependent shifts are
present in the data, which would cause geometric discontinu-
ities and inconsistencies at the burst boundaries in the mosaic.

Our contributions are:

• Propose a simple and generic method for the correction
of geometric errors in S1 bursts (IW mode) before the
debursting step. The correction is based on the geoloca-
tion of a set of points sampled from a digital elevation
model (DEM).

• Validate the precision of the method using experiments
on a real S1 dataset.

2. RELATED WORK

Many previous studies have presented the necessary steps for
the correct processing of S1 bursts in IW mode. For example,
the authors in [3] list some of the modifications needed to
add the support for S1 IW in the GAMMA software. One
aspect that is addressed is the combination of the data from
individual bursts and subswaths into consistent mosaics. The
suggested method is to cut the bursts in the overlap region and
then simply concatenate them. This is indeed the intuitive
way of dealing with the stitching of Sentinel-1 bursts, since
it is argued that the S1 mosaics are seamless radiometrically
and geometrically in range and azimuth. Other articles follow
the same logic to mosaic the burst interferograms, i.e. after
the secondary burst has been resampled to the primary burst
frame and the interferogram has been formed in the primary
frame [4, 5]. In any case, the stitching in the primary frame is
only dealt with as an operation of concatenating bursts while
carefully handling the overlaps.

On the other hand, other studies tackled the problem of
geolocation for Synthetic Aperture Radar (SAR) images, i.e.
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finding the image coordinate of a 3D point (referred to as
projection or backward geocoding) or vice versa (localization
or forward geocoding). For S1, it was shown [6] that a sim-
ple geolocation using the Range-Doppler (R-D) model with
no additional correction would yield biases of the order of
∼3m in range and ∼2m in azimuth for IW mode. To correct
these errors, many factors affecting the range and the azimuth
arising from the SAR acquisition and processing chain need
to be taken into account. The most important factor affect-
ing the range is the Atmospheric Path Delay (APD). Other
factors that help improve the accuracy of the geolocation are
bistatic correction, instrument timing correction, topography-
dependent Doppler centroid correction, intra-pulse motion
correction...

Some of the previously mentioned corrections need to be
applied at the burst level. This means that for the same target
located in the overlap area between two bursts (at the burst
boundary), the correction will be different in the upper burst
from the lower burst. Therefore, the actual (corrected) posi-
tion of a reflector in the overlap area is not the same between
different bursts. To illustrate this concept, let us consider the
intra-pulse motion correction [1, 2]

∆τ(fDC) =
fDC

Kr
. (1)

This correction can be modeled as a removal of a range
shift dependent on the Doppler centroid frequency as seen in
Equation 1, where ∆τ(fDC) is the two-way range time shift
present in the data in seconds, fDC is the Doppler centroid
(DC) in Hz and Kr is the chirp rate in Hz/second. Kr is
constant on the swath, while fDC varies linearly inside a
burst w.r.t. the azimuth time referenced to the middle of the
burst. For IW mode, the range shift present in the data can
therefore reach approximately -0.5 m at the start of the burst
and increase linearly with azimuth time to reach +0.5 m at the
end of the burst. Hence, a target with range rtarget located
in the overlap area between burst i and burst i+1 will have a
corrected actual range r′target,i ≈ rtarget − 0.5 m in burst i
and r′target,i+1 ≈ rtarget +0.5 m in burst i+1. Therefore, the
intra-pulse motion correction proves that there is a range shift
up to ∼1 m at the boundary of the bursts. Considering that
the range pixel spacing is ∼2.3 m, this shift is non-negligible
for high precision applications.

In [1], the authors acknowledge that these biases are con-
fusing and need to be addressed. Even though the corrections
are in the process of being integrated into the S1 processor,
they are not currently activated to avoid incorrect phase pat-
terns during interferogram formation with older data where
the corrections are not applied. Applying the corrections is
therefore a task that is left to the user. This article aims at
showing how these corrections can be applied and validating
the results with experiments.

3. METHOD

This section illustrates the method we propose to correct the
difference in the shifts from one burst to another. Since some
of the corrections are performed during the geolocation of a
3D point and cannot be performed based on the pixel posi-
tion alone, the correction procedure will be based on geolo-
cation. Our aim is to construct a mosaic of a set of S1 bursts
for one image at a specific date. For example, one S1 IW
product contains 3 swaths, each containing around 9 bursts.
The bursts that need to be stitched can come from different
swaths or the same swath. For simplicity, for the rest of the
paper, we assume that we are working on a set of consecutive
bursts within a swath as shown in Figure 1. The method can
be defined as follows:

• For a set of bursts in a swath, define the burst limits
(origin B(p)

i and size) from the metadata, then deduce
the mosaic limits.

• Using the metadata, deduce the mosaic geographic ex-
tent and download a Digital Elevation Model (DEM)
covering it.

• For a set of points {Q} lying on the surface of the DEM,
find the projected coordinates in the mosaic {Q(p)}.

• Use the burst cuts (red dashed lines in Figure 1) to find
the appropriate burst id "i" for each projected point.

• Apply the corrections on each point Q(p) to find Q̂
(p)

.
Some of the corrections might depend on the burst id
"i", on the geometry (incidence angle for ex.) and on
other specific variables denoted as θ. The correction
C(Q(p), i, θ) will simply be referred to as C.

• Use the set of points ({Q(p)}, {Q̂
(p)

}) to fit a warp func-
tion. For simplicity, we suggest to fit an affine resam-
pling matrix per burst A(p)

i such that

Q(p) − B(p)
i

A(p)
i−−→ Q̂

(p)
− B(p)

i .

• Read each burst from the TIFF file, resample with A(p)
i

and stitch into the mosaic using the cuts.

The previous method simplifies the estimation of the warp
function by using a limited set of DEM points and an affine
matrix. While a dense pixel-by-pixel warp function is the
ideal way to apply the corrections, the proposed method is
simpler and more computationally efficient.

In the case where we need to register a secondary image
onto the primary image mosaic, the approach can be adapted
with slight modifications as follows:

• Find the bursts in the secondary product that match the
bursts in the primary product, and define the secondary
mosaic limits from the limits of the bursts.
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Fig. 1: S1 IW mosaic consisting of many bursts. The mosaic
(dashed boundary) can be defined as the minimal continuous
image containing the valid parts of the bursts. Here only 3
bursts are shown in the mosaic. The bursts within the mosaic
contain some overlap, i.e. some targets are acquired twice by
consecutive bursts. The horizontal cuts (dashed red lines) are
defined in the overlap region to guide the stitching strategy.
O(p) is the mosaic origin. B(p)

i is the ith burst origin. Q is a
3D point located on the surface of the DEM. Q(p) is the R-D

projection of Q and Q̂
(p)

is the corrected position of the target
using the correction C. The notation (p) indicates the primary
image.

• For each point Q that was projected into burst "i" of the
primary image, project and correct it in the burst "i" of

the secondary image to get Q̂
(s)

.

• Use the set of points ({Q(p)}, {Q̂
(s)
}) to fit a warp func-

tion. For simplicity, we suggest to fit an affine resam-
pling matrix per burst A(s)

i such that

Q(p) − B(p)
i

A(s)
i−−→ Q̂

(s)
− B(s)

i .

• Read each burst from the secondary TIFF, resample
with A(s)

i and stitch into the primary mosaic using the
primary cuts.

4. EXPERIMENTS

We conducted our experiments on 31 Sentinel-1 images
around the eastern coast of Australia acquired from Septem-

ber 2019 over a span of 2 years as shown in Table 1. Even if
not all available S1 acquisitions were used, the interval was
sampled somewhat uniformly in time by 31 images.

(lon, lat) Rel. orbit Start date End date

(151.57, -33.08) 147 2019-09-07 2021-09-08

Table 1: The S1A dataset used in the experiments.

The first image in the time series was considered as the
primary, i.e. it defined the reference frame onto which all
other images would be aligned. We restricted the study to
the VV polarization and on all the bursts of the first swath.
SRTM30 was used to provide a DEM that covers the extent
of the image. The precise S1 orbit data was downloaded and
used with all products.

Then, the method defined in Section 3 was used to esti-
mate the burst resampling matrices for the primary image, as
well as the secondary images. The correction C used was the
composition of the APD correction, intra-pulse correction and
fine bistatic correction [6].

Afterwards, all the overlaps were resampled. Since there
are 9 bursts per swath, we got 8×2 overlaps per image. There-
fore, 31×8×2 overlaps were read from the TIFF files as crops
and resampled. In theory, each forward overlap (end of burst
"i") should be well aligned with the backward overlap (start
of burst "i+1") after resampling. The overlaps should also be
well aligned across the time series. To validate the method,
we checked the precision of the registration by re-estimating
a residual shift using the phase-correlation method [7] on the
amplitude of the overlap crops. The baseline against which
we compared our results is the case where C is the identity.
In that case, in the primary image, the resampling matrices
are equal to the identity and the overlaps were simply read
from the TIFF files without resampling. For the secondary
images, the overlaps were resampled, and the affine matrix
used accounts for the orbit difference but didn’t include the
finer corrections previously considered.

The results are shown in Tables 2 and 3. Table 2 shows
that before the correction, the end of the burst "i" is shifted
by approximately 0.57 m in range to the left of the start of the
burst "i+1". This observation is mainly due to the intra-pulse

Before correction After correction

az shift (m) 0.086 ± 0.35 0.15 ± 0.334
rg shift (m) -0.57 ± 0.16 -0.021 ± 0.15

Table 2: Measured shift between the overlaps of bursts "i"
and "i+1". The measurement was performed on 31 S1 images
on the first swath and on the 8 overlaps. Each measurement
is shown with and without the application of the proposed
method. The table shows the average value and the standard
deviation in meters.
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Before correction After correction

az shift (m) 0.057 ± 0.2 0.08 ± 0.2
rg shift (m) -0.074 ± 0.099 -0.063 ± 0.098

Table 3: Measured shift between the images in the time se-
ries. The measurement was performed on 30 (secondary) S1
images on the first swath and on the 8 overlaps (16 crops per
image) with respect to the primary image (the first date). Each
measurement is shown with and without the application of the
proposed method. The table shows the average value and the
standard deviation in meters.

effect. After the corrections, we can see that the alignment of
the two consecutive burst overlap areas has significantly im-
proved (approximately -0.021 m). As for the azimuth shift,
the average value of the shift is slightly higher after apply-
ing the corrections. This result is counter-intuitive, and we
attribute it to the remaining azimuth corrections that were not
taken into consideration. Indeed, similar experiments on a flat
region showed much improved azimuth accuracy after cor-
rection, indicating that the topography-dependent DC correc-
tion, which is missing from our processing, is key to achiev-
ing high-precision registration. For Table 3, two observations
can be made. The first is that even without using the fine pro-
jection corrections aggregated in C, the measured precision of
the registration on the time series is satisfactory. The second
observation is that the applied corrections do not improve the
precision of the registration. We should be careful while in-
terpreting this result since, in theory, the registration should
be less precise without the corrections. However, this shows
that the corrections included in C here affect the primary and
the secondary images in a similar way. For example, look-
ing back at Equation 1, we can see that if the Doppler cen-
troid reaches similar values within a primary and secondary
burst, the intra-pulse shift would be similar. Therefore, in-
stead of performing the match on Q, we perform it on a pixel
slightly shifted. Since the shift is approximately the same in
both bursts, the targets would still provide a good correspon-
dence for the registration estimation. However, we would not
recommend generalizing this result, since depending on the
corrections applied and on their implementation, the amount
of impact they have on a primary and secondary burst can
be very different. Furthermore, even though the bursts can be
well aligned in the time series without corrections, they would
not be well-aligned with respect to each other in the mosaic.

5. CONCLUSION

In this study, we have proposed a method to correct the ge-
ometric inconsistencies between bursts before forming a mo-
saic. The relative shift between the bursts at the boundaries
stems from effects that arise when processing IW burst data,
like the intra-pulse shift, which affects each burst differently.

To be able to account for these effects, it is suggested to use a
geolocation-based procedure, in which points on the surface
of a DEM are projected into the scene with and without cor-
rections. The warp function in the burst coordinates is then
approximated as an affine matrix, and each individual burst is
resampled before stitching. This procedure can be adapted to
secondary image alignment.

Experiments on a dataset of real S1 images showed sig-
nificant improvements in the burst alignment in the overlap
areas with the proposed method, especially in the range di-
rection. This can mainly be attributed to the compensation of
the intra-pulse shift. It was also argued that even though the
improvement of the registration in a time series of secondary
images is not evident, it is preferable to apply the proposed
method to ensure a good precision in general with any type of
correction and to get a consistent burst mosaic.

In the future, we wish to apply the method with more of
the well-known S1 geolocation corrections [6]. It would also
be interesting to validate our geolocation on sites containing
corner reflectors, like the calibration site in the Surat Basin,
Australia. Finally, designing a pixel-by-pixel resampling pro-
cedure and comparing the accuracy and computational effi-
ciency of both methods would also be relevant.
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