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From microscopic to macroscopic scale equations: mean field,

hydrodynamic and graph limits

Thierry Paul Emmanuel Trélat*

Abstract

We elaborate on various ways to pass to the limit a given family of finite particle systems,
either by mean field limit, deriving the Vlasov equation, or by hydrodynamic or graph limit,
obtaining the Euler equation. We provide convergence estimates. We also show how to pass
from Liouville to Vlasov or to Euler by taking adequate moments. Our results encompass and
generalize a number of known results of the literature. As a surprising consequence of our
analysis, we show that, under appropriate regularity assumptions, solutions of any quasilinear
PDE can be approximated by the solutions of finite particle systems.

Contents

1 Introduction
1.1 Setting . . . . o o o o e e
1.2 General notations . . . . . . . . e e e e e e e e e e e e e e

2 From microscopic to mesoscopic scale

(“from particle to Vlasov”, mean field limit)

2.1 Particle system . . . . . .. Lo

2.2 Lagrangian viewpoint: mean field limit and Vlasov equation . . . . . . . . ... ..
221 Mean field . . . . . ..o
2.2.2 Vlasov equation . . . . . . . . . e e e e e e e e
2.2.3 Relationship between the particle system and the Vlasov equation . . . . .

2.3  Eulerian viewpoint: Liouville equation . . . . . . . ... ... ... oL

2.4  Recovering Vlasov from Liouville by taking marginals . . . . ... ... ... ...
2.4.1 First way, with pg Dirac . . . . . . . .. .. o
2.4.2  Second way, with py “semi-Dirac” . .. .. ... .. .. 0oL
2.4.3 Further comments . . . .. .. ... L o

3 From mesoscopic to macroscopic scale

(“from Vlasov to Euler”, hydrodynamic limit)

3.1 Moment of order 1: Euler equation . . . . . .. .. ... .. ... .. .. ... ...
3.1.1 Opinion propagation model: linear Euler equation . . . .. ... ... ...
3.1.2  Open issue: how to obtain a closed equation? . . . . . ... ... ... ...
3.1.3 The v-monokinetic case: general nonlinear Euler equation . . . . . . .. ..

3.2 Moment of order 2 . . . . ...

3.3 Generalization: coupled equations of moments . . . . . . . ... ... L.

()

11
11
11
14
15
16
17
19
20

21
21
22
22
22
23
24

*Sorbonne Université, CNRS, Université Paris Cité, Laboratoire Jacques-Louis Lions (LJLL), F-75005 Paris,

France (thierry.paul@sorbonne-universite.fr, emmanuel.trelat@sorbonne-universite.fr).



4

1

From microscopic to macroscopic scale
(“from particle to Euler”, graph limit)
4.1 Convergence estimates for the graph limit . . . . . ... . ... ... ... .....
4.2  Additional remarks: from Liouville to Euler . . . . . . ... ... .. ... .....

Summary: relationships between various scales

Finite particle approximations of evolution equations

6.1 Setting . . . . . . L e

6.2 A general abstract result within semigroup theory . . . .. .. ... ... ... ..
6.2.1 The autonomous case . . . . . . . . .ot e e e e e
6.2.2 Extensions . . . . . . . . .. e e e e

6.3 Application to PDEs and explicit construction . . . . ... .. ... ... .....
6.3.1 The autonomous case . . . . . . . ... Lo
6.3.2 Extensions . . . . . . .. e

6.4 Particle approximation of PDEs without semigroup property . .. ... ... ...

Appendix

A.1 Some general facts on the Wasserstein distance . . . . . .. .. .. ... ... ...

A.2 Density of empirical measures in the set of probability measures. . . . . . ... ..

A.3 Convergence of empirical and semi-empirical measures . . . . . ... ... ... ..
A.3.1 Convergence of empirical measureson £ . . . . . . ... ... ...
A.3.2 Convergence of semi-empirical measures . . . . . .. ... ... ... .. ..

A.4 Symmetrization of measures and marginals . . . .. .. ... L.

A.5 Discrepancy between the empirical measure and the v-monokinetic measure . . . .

Proofs

B.1 Proof of Theorem 1. . . . . . . . . . . . . . . . e
B.2 Proof of Theorem 2. . . . . . . . . . . . e e e
B.3 Proof of Theorem 3. . . . . . . . . . . . . e
B.4 Proof of Corollary 4 . . . . . . . . e
B.5 Proof of Theorem 4 . . . . . . . . . . . e
B.6 Proof of Theorem 5. . . . . . . . . . . . . e

Introduction

1.1 Setting

25
26
28

29

32
32
35
35
37
38
38
44
45

52
52
54
56
56
56
58
60

Multi-agent collective models have regained an increasing interest over the last years, due in par-
ticular to their connection with mean field and graph limit equations. At the microscopic scale,
such models consist of considering particles or agents evolving according to the dynamics

N
G =3 S CNLEWLG0).  ie L. N,

(1)

for some (large) number of agents N € IN* where, for every i € {1,...,N}, &(t) € R? (for
some d € IN*) stands for various parameters describing the behavior of the i agent and Gﬁ\]( :

RxR!xRY— R%is a mapping modeling the interaction between the it" and j** agents.



Dynamics of the form (1) are used in a wide range of very different problems, ranging from
the study of flocking and swarming in biology, of modeling traffic flows, to dynamics evolution in
social sciences (see, e.g., [1, 3, 6, 13, 14, 15, 16, 27, 29], just to mention a few of a vast literature).

Among classes of multi-agent systems, we point out the so-called opinion systems that have
the striking property of exhibiting features nowadays grouped under the common denomination
of self-organization: their large-time asymptotic behavior shows consensus phenomena, namely an
alignment of all values &;(t) to a single one. These models correspond to Gf\j[ (t,&,¢5) = 04(§—&),
i.e., their dynamics is

) 1 Y
&i(t) = N Zaij (&) — &(1)) (2)
=

where (0;;)1<i,j<n s @ N-by-N matrix whose spectral properties may cause the above-mentioned
asymptotic behavior. We refer to the recent [4] for a large set of references concerning the two
systems (1) and (2), where also the case of time-dependent matrices o is treated.

The large N limit of systems (1), (2) has been extensively studied over the last years. In [33]
the author shows how to pass to the continuum limit in nonlocally coupled dynamical networks
by using the concept of graph limit. This concept has also been used recently in [21] to obtain
discrete-to-continuum convergence results with error estimates in the Wasserstein distance. We
also mention the recent articles [4, 7, 11]. In a nutshell, the graph limit allows one to pass to the
limit from the general system of agents (1) to an integro-differential equation by interpreting the
right-hand side of (1) as a Riemann sum. Then, obtaining the limit equation is seen as passing
to the limit in a Riemann sum and thus obtaining a continuous integral. This is what has been
done in [4, 7, 12] for the opinion propagation model G(t,z,2’,&,¢") = o(z,2') (' — &), leading to
the graph limit equation

duy(t, ) = /Q o(x,2')(y(t, 2') — y(t, 2)) da’

where for instance o(i,j) = 0;;. This example is particularly paradigmatic of what we develop in
the present paper.

Another important class of systems (1) concerns particles & = (p;,q;) € R? x R?, either
Hamiltonian in which case G takes the form

Gu(t.6.6) = gy, ) ®

for some potential V', or of Cucker-Smale type in which case we have

lai — 4;1)(pi — pj)

Ges(t,&,85) = (F( bi > (4)

for some influence function F'.

The main difference between general systems (1) the particular systems (3) and (4) is that for
the latter the mapping G;; does not depend on ¢ and j, that is on the “names” of the agents.
A consequence is that the associated evolution equation preserves the indistinguishability of the
particles, a feature often consider as fundamental for the large N limit of particle systems. One
of the objectives of the present article is to show how to extend the standard mean field methods
to the non-indistinguishable setting, simply by endowing to the index i the status of a parameter,
treated as a new state variable of zero dynamics.

The systematic study of large N limit of particle systems has a long and glorious history,
starting with Hartree (see [28]) in the late 20’s for quantum systems, and then Vlasov in the 40’s



(see [46]) who derived the eponymous kinetic equation (here, we present it in a form suitable for
our purposes), called Viasov equation,

O+ dive(Xlulpe) =0 with  ¥{) = [ G(&.€)du(e)). (5)

There are two classical ways for deriving (5). A first consists of using the concept of empirical
measure uf (§) = Zf\il 0(€ — &;(t)), which is a solution for (5), and then of taking the mean
field limit. A second consists of using marginals of the solution of the Liouville equation associated
to the particle system, namely the equation satisfied by the pushforward of probability measures
on R*M? under the flow generated by the particle system. In the latter case one shows that the
first marginal of this pushforward, which is a probability measure on R?¢, satisfies at the limit
N — 400 the Vlasov equation (5). The last step of this process, called the hydrodynamic limit,
starts from the observation that (5) preserves the stucture p:(£) = (g, p) = v(t,q)0(p — y(t,q))
leading to the so-called Fuler system of equations satisfied by the pair (v, y).

One of the main steps in the developments of the present article is to highlight that, after having
derived the Vlasov equation associated to (1) thanks to the trick consisting of parametrizing the
status of the index 4 as already mentioned, the associated Euler equation (not a system anymore
because the extra dynamical variables ¢ remain at rest and thus give no kinetic part in the Euler
system) coincides with the graph limit equation associated to (1) — a nontrivial fact, even at the
conceptual level as discussed in Section 4.2 of the paper.

This article is devoted to unifying and generalizing, to some extent, the classical ways to pass
to the limit in families of particle systems. The mean field limit, even for distinguishable particles,
leads to the Vlasov equation. The hydrodynamic limit leads to the Euler equation. The Liouville
equation is a lift of the particle system in a space of probability measures. We analyze in detail the
various relationships between particle system, Vlasov, Liouville and Euler, showing how to pass
from one to another and deriving, under appropriate assumptions, some convergence estimates.
While some of the results are classical (or straightforward extensions of known results), most of
them are new and we hope that the overall study may serve to unify different viewpoints.

The last part of our paper deals somehow with the inverse path: given a general partial dif-
ferential equation (PDE), is is possible to construct explicitly an agent system of the form (1)
such that the corresponding graph limit equation coincides with the given PDE we started with?
Surprisingly, this happens to be true in a very general setting and this is a consequence of the
analysis done in the paper.

The question of whether some classes of PDEs are a “natural” limit of particle systems is
classical in fluid mechanics and certainly dates back to Euler: it is classical that the Euler fluid
equation can be seen, at least formally, as the limit of evolving “particles of fluids”. This has been
formalized in the famous article [2] where Arnol’d interpreted the Euler equation as a geodesic
equation in the space of diffeomorphisms, leading to a number of subsequent studies; we refer
to [5] (see also the references therein) for a survey on how to “cook up” appropriate groups of
diffeomorphisms (and thus, of particle systems) to generate classes of fluid PDEs, like Euler,
Camassa-Holm, etc. We also refer to [25] for a recent survey on microscopic, mesoscopic and
macroscopic scales for fluid dynamics.

But it is much less classical to show that other, more general PDEs can as well be obtained
by passing to the limit in some particle systems. For transport equations, the topic has been

extensively studied in [17, 18, 19]. Recently, thanks to the concept of graph limit elaborated in
[33], it has been possible to show that heat-like equations can as well be obtained as limits of
particle systems (see also [4, 7, 11, 21]). In [22], the authors provide a rigorous derivation from the

kinetic Cucker-Smale model to the macroscopic pressureless Euler system by hydrodynamic limit,
using entropy methods and deriving error estimates.



Actually, during the Lecons Jacques-Louis Lions given in our laboratory in the fall 2021 by
Dejan Slepcev, we were intrigued by his way of deriving heat-like equations from unusual particle
systems, by taking not only the limit as the number N of agents tends to +oo, but also another
parameter £ tends to 0, at some precise scaling (see [21]). The role of ¢ is to smoothen the dynamics.
His striking exposition has been for us a great source of inspiration and has motivated the last
part of the present article.

In this last part, we provide for a large range of quasilinear PDEs a natural and constructive way
for associating an agent system to them. Shortly, as a particular case of our analysis, considering
a general PDE

Dyt 1) = 3 aaltyy(t, 200yt x) = Alt, 2, y(t 1)yt ), (6)
lel<p
we show that (6) is the graph limit of (for example) the particle system (1) with

_(@—al)?

ng(t7§7§/) = GE(ta i,j7£,€/) = 5/ Z aa(t7$7§)8xa’67

2e
1
la|<p (me)>

in the limit N > ¢~ — 400, with some appropriate scalings. We establish convergence estimates
in Wasserstein distance in general, and in L? norm under an additional (but general) semigroup
assumption.

Structure of the article. Section 2 is devoted to studying the passage from microscopic to
mesoscopic scale: in other words we show how to pass “from particle to Vlasov” by mean field limit.
In Theorem 1, we establish existence, uniqueness and stability properties for the Vlasov equation
(5) for distinguishable particles. We recall the classical Lagrangian and Eulerian viewpoints. For
the latter, we elaborate on the Liouville equation associated with the particle system. Theorems
2 and 3 are devoted to establish Wasserstein estimates quantifying the discrepancy, as N — o0,
between the first marginal of the solution of the Liouville equation and the solution of the Vlasov
equation; in other words, these results show how Vlasov can be recovered from Liouville by taking
marginals and passing to the limit (propagation of chaos).

Section 3 is devoted to studying the passage from mesoscopic to macroscopic scale: in other
words we show how to pass “from Vlasov to Euler” by hydrodynamic limit, mainly consisting of
taking the moment of order 1. Proposition 4 in that section is concerned with the well known
monokinetic approach, but we also investigate the moment of order 2, yielding some consensus
results.

Section 4 is devoted to studying the passage from microscopic to macroscopic scale: in other
words we show how to pass “from particle to Euler” by graph limit. Theorems 4 and 5 quantify
some convergence estimates in L* norm as N — +oco0. We also discuss how Euler can be recovered
from Liouville by taking adequate moments.

Section 5 provides a synthetic summarize of all relationships that we have unraveled. In par-
ticular, Figure 1 illustrates the various two-ways passages between particle (microscopic) systems,
the Liouville (probabilistic) equation, the Vlasov (mesoscopic, mean field) equation, and the Euler
(macroscopic, graph limit) equation. This section can even be read as a motivating preliminary
before going ahead.

Finally, as announced, as a surprising byproduct built on the previous developments, we show
in Section 6 that general quasilinear PDEs can be obtained by passing to the limit in explicit
particle systems, thanks to two asymptotic parameters.

In order to state all subsequent results, we recall in Section 1.2 hereafter some notations and
concepts that we use throughout, in particular the Wasserstein distance and another distance



obtained by disintegration of measures, and the concept of tagged partition that is classically used
in Riemann integration theory.

We gather in Appendix A a number of useful results on the Wasserstein distance, empirical and
(so-called semi-empirical measures. Appendix B is devoted to proving some of the main theorems.

1.2 General notations

Let d € IN* be arbitrary. We denote by || || the Euclidean norm in R%. Let (€2, dg) be a complete
metric space.

Holder and Lipschitz mappings. Let U be a subset of R%. Let p € IN*. Given any a € (0, 1],
we denote by €% (U,IR?) the set of all continuous mappings g € €°(U,R?) that are a-Holder
continuous, meaning that

_ ’
ol (g) = sup 19021 =)
z,a! €U H-T — X ||a
c#x!

< +00.

When U is compact, €%%(U,IR?) is a Banach space endowed with the norm
lgllgo.ev,mr) = max |lg(z)]| + Hola(g)-

When « = 1, we speak of a Lipschitz mapping and we denote Lip(g) = Hol;(g). We do not consider
exponents « > 1 since any g € €% (U, RP) with a > 1 must be constant if U has a nonempty
interior. When p = 1 and o = 1, we denote Lip(U) = ¢%1(U, R).

We define similarly €%<(U, R?) when U is a subset of §, replacing ||z — 2’| by da(x,z").

Probability Radon measures. Given any d € IN*, we denote by P(IR?) the set of nonnegative
probability Radon measures on R?. We also consider P,(IR?), P*¢(IR?), where the subscript ¢
means “with compact support” and the superscript ac means “absolutely continuous with respect
to the Lebesgue measure”, and for every p > 1 the set P,(R?) stands for the set of all u € P(R?)
that have a finite moment of order p, ie., [ga [|2]|P du(z) < 4o0o. Given any Borel mapping
¢ : RY — RP and given any p € 73(]Rd)7 the image (or pushforward) of p under ¢ is ¢ = pod=1.
Given any p € P.(R?), we define ||supp(p)||oc = max{||z| | z € supp(u)}.

We denote by €°(RY) (resp., €°°(IR?)) the set of continuous (resp., smooth) functions on
R? and by €2(R) (resp., €°(IR%)) the set of continuous (resp., smooth) functions of compact
support on R?. We recall that the topological dual (€°(IR%))" (resp., (4°(IR%))) is the set of all
Radon measures on R? (resp., with compact support). Endowed with the total variation norm
| |7y which is the dual norm, it is a Banach space.

We use the same notations for Radon measures on Q x R?. Denoting (x,8) € Q x R?, given
any p € P.(Q x R?) of marginal v € P.(Q) on Q, we define

[supp(p)llec = min  max{do(zo,2) + ]| | (z,§) € supp(u)}.
xoE€supp(v)

Wasserstein distance. Given any p > 1, the Wasserstein distance W), (11, pt2) of order p between
two probability measures p1, po € ’P(]Rd) is defined as the infimum of the Monge-Kantorovich cost
Jea |z — y||P dIL(z,y) over the set of probability measures II € P(RR*%) coupling p; with po, i.e.,
whose marginals on the two copies of R? are p; and po:

Wylpaopn) =int { [ o= ylr i) | WePEA, (m)01=m. )= f ()



where 7 : R** — R? and 7y : R?*? — RR? are the canonical projections defined by 71 (x,y) =
and my(z,y) = y for all (z,y) € R?*®. Then, Wy, is a distance on Pp(]Rd), which metrizes the weak
convergence in P,(IR?) in the following sense: given u € P,(R?) and given a sequence (j1,)ren
in P,(R%), we have W, (uux, 1) — 0 as k — +oo if and only if Jra fdpe = [Ra fdp for every
continuous bounded function f on R? and Jra |zl/? dpr(z) = [Ra |z]|” du(z) as B — 400 (see
[41, Chap. 5.2] or [45, Theorem 6.9]), if and only if [p4 fdur — [Ra fdp for every continuous
function f on R such that | f(z)| < C(1+ ||lzo — z||?) for every & € R, for some C' > 0 and some
zo € R? (see [14, Theorem 7.12]). It can be noted that, given any compact subset Q C R?, we
have

Wi (g, p2) < Wi, i) < diam () PWy (y, i) /7 (8)
for all probability measures p1 and ps of compact support contained in € (see [11, Chap. 5]).
For p = 1, the duality formula for the Kantorovich-Rubinstein distance (see, e.g., [45]) gives

the equivalent definition

W) =sup{ [~ ) | £ < Lo, Lin(s) <1}, )

valid for all yu1, pp € P1(RY).

There are many other distances (for instance, the bounded Lipschitz distance) but Wi is the
most useful in the study that we develop here, due in particular to the fact that, in the definition of
the mean field X'[u] that we are going to consider, the “potential” G may be linear in £ at infinity.

Disintegration. In this paper, we are going to consider measures on ) X R?, where (Q,dq)
is a complete metric space. Denoting by 7 : Q x R? — Q the canonical projection, given any
uw € P(Qx ]Rd), we will always denote by v the nonnegative probability Radon measure on 2
defined as the image (pushforward) of p under m,

v == por?, (10)

that is also the marginal of g on Q. Note that, since 7 is continuous, supp(r) = m(supp(u)). By
disintegration of p with respect to v, there exists a family (p,).ecq of probability Radon measures
on R? (uniquely defined v-almost everywhere) such that pu = [, o dv(z), ie.,

| @i = [ [ o du© )

for every Borel measurable function & : @ x R — [0, +00) (see, e.e., [10]). Moreover, we set ji, = 0
whenever x € Q \ supp(v).

When Q is a smooth manifold, if 4 € P (2 x RY) with a density f € L'(Q x R?), ie.,
d—“(r,f) = f(z,§), then v is absolutely continuous, of density %(m) = fle fx, &) dg, and for

dx dE
- ili ity e (g) = __ J@8)
v-almost every x € ) the probability measure i, has the density <= (&) = T T enae

Given any p', u? € P1(Q x ]Rd) having the same marginal v on (2, we define
LWt i) = [ WGk i) dol) (11)

Obviously, L1 is a distance on the subset denoted P¥ (2 x R?) of elements of P; (Q x R%) having
the same marginal v, and we have Wy (p!, u2) < LYWy (ut, pi2) for all puy, g € PY(Q x RY).!

'Indeed, [o, pa fdp' —p?) = [o [ra f(@,8) d(pg — p2)dv(z) < [oLip(f(x,-) Wi(uy, u2) dv(z) for every
f € Lip(Q x RY), and if Lip(f) < 1 then Lip(f(x,-)) < 1 for every = € Q. Then, take the supremum over all f.




Tagged partitions. Let v € P(Q). Given any N € IN*, we say that (AY, XV) is a tagged
partition of  associated with v if AN = (Qq,...,Qp) is a N-tuple of disjoint subsets Q; C Q such
that

and diam(;) < Ca vie{l,...,N}, (12)

N
Q:Um with () = N

1
N
for some constant Cq > 0 not depending on N, and X = (xq,...,zy) is a N-tuple of points
z; € Q; (we do not put any superscript N to ; and z; for readability). Here, diam(€2;) is the
supremum of all dq(z,2’) over all possible z,z" € ;.

Tagged partitions always exist, for any N € IN*, when (2 is a compact finite-dimensional smooth
manifold having a boundary or not and v is a Lebesgue measure on 2. A typical example is when

2 =[0,1]: in this case we can always choose {; = [a;,a;41) for some subdivision 0 = a; < az <
- < anyy1 = 1 satisfying (12); when dv(z) = dz, a natural choice is a; = J_V , and xz; = a; or
%, for every i € {1,..., N} (and then Cq = 1 in this case). When  is a compact domain

of R", a family of tagged partitions is obtained by considering a family of meshes, as done in
numerical analysis.

The concept of tagged partition is classically used in Riemann (and more generally, Henstock-
Kurzweil) integration theory. We refer to [24] for (much more) general results. A real-valued
function f on 2, of compact support, is said to be v-Riemann integrable if it is bounded, v-
measurable, and for any family (AY, X™)nen+ of tagged partitions, with AN = (Qq,...,Qy) and
XN = (.’171,...,3?]\7), we have

Z / f(@)] du(a) = o(1) (13)
and thus
1 N
[ 7= L) oy (14)

as N — 4o00. A function f of compact support on 2 is v-Riemann integrable if and only if f is
bounded and continuous v-almost everywhere on 2.

2 From microscopic to mesoscopic scale

(“from particle to Vlasov”, mean field limit)

2.1 Particle system

Let d € IN* be fixed. At the microscopic level, given any N € IN*, we consider a system of N
interacting particles &;(t) € R?, called the particle system, of dynamics

}:G (t, & (1), &), i=1,...,N (15)

where GN R x R?x R? — R? stands for the interaction between the particles ¢ and j. The usual
case, w1de1y treated in the existing literature, is when the interaction mapping is the same for all
pairs of particles and moreover does not depend on N, i.e., Gg (. We show here that there
is no difficulty to treat the more general situation where the interactions depend on the agents.
Above, in (15), Gf\; depends on 14, j, N.

Throughout the paper, we make the following assumptions (G1) and (Ga):



(G1) There exist a complete metric space (2, dq) and a continuous mapping

G RxOxOxRIxR? — R
(t7x’x/7£’€l) ’_> G(t7x7x/7§)€l)7

locally Lipschitz with respect to (&,¢") (uniformly with respect to (¢, z,2') on any compact),
and, for every N € IN*, there exist distinct points z1,...,zy in £ such that

Gt 7;,6,E)=GN(t,£¢) VteR V¢ eR?  Vije{l,...,N}L

Under Assumption (G1), the particle system (15) is equivalently written as

#i(t) =0

&i(t) = %ZG(t,xi,xj,&(t),fj(t)), i=1,...,N (16)

Jj=1

The variables x; € € are parameters, and a usual way to treat parameters in differential equations
is to treat them as state variables whose dynamics are zero, whence the dynamics #;(t) = 0 above.

(G2) Given any initial condition, the system (16) has a unique global solution on IR, i.e., there is
no blow-up in finite time.

Comments on Assumptions (G;) and (Gz). Assumption (Gq) is a kind a continuous inter-
polation. The continuity assumption already encodes the idea of the existence of a limit system
as N — 4o00. Indeed, if G were not required to be continuous, then completely different systems
(15) could be considered as N varies and then obviously no limit for large N could exist.

The “limit” mapping G is assumed to be locally Lipschitz, which ensures the application of the
Cauchy-Lipschitz theorem and thus the local existence and uniqueness of solutions of (16). Note
that Assumption (Gq) implies that the Lipschitz constants of the mappings Gfg are uniformly
bounded (with respect to 4,7, N) on any compact. Assumption (Gz) requires a bit more, by
assuming that the maximal domain of definition of the solutions of (16) is equal to the whole real
line. For example, this is true if G is globally Lipschitz with respect to (£,&’). But Assumption
(G2) is weaker and allows for superlinearities provided that there is no blow-up in finite time. This
is the case for many classes of Hamiltonian systems, or when the particle system (16) is stable in
the sense of Lyapunov. All in all, this non blow-up assumption implies that, given a compact set
of initial conditions and given any T > 0, the set of all corresponding states, solutions of (16), is
contained in a compact set on [0, 7.

In Assumption (G1), the complete metric space €2 used for the parameters x; is arbitrary. For
instance we can take @ = [0, 1], but we allow for more general sets, in view of deriving on €2 some
interesting classes of PDEs.

The choice of the possible values of the x; is not imposed in Assumption (G1). If one wishes
moreover to fix some precise points z;, such as the natural one x; = % when Q = [0, 1], often used
in numerical analysis, then there are compatibility conditions on the mappings G% .

Given any X = (x1,...,7y) € QN the system (16) can also be written in the form

2(t) = Y(t, X, E(t)) (17)

where Z(t) = (&(t),...,En(t)) and
Y(t7Xa'):(Yl(taXv')""7YN(t’Xa'))T (18)



is a time-dependent vector field defined on (R?)" depending on the parameter X, with

1 N

Yi(t, X, 2) = > Gtwi,x;,6,&)  Vie{l,...,N}

j=1

where E = (&1,...,&n). We denote by (®(¢, X, -))ier the flow of diffeomorphisms of R generated

by the time-dependent vector field Y (¢, X,-): this flow is parametrized by X € QV. We have

®(t, X,=2(0)) = E(t) where t — Z(t) = (&1(8), ..., En(¢)) is solution of (16), or equivalently, of (17),

with X = (z1,...,2x). We also denote ®; x = ®(t, X, -) the diffeomorphism of R*" depending on

(t,X), and ®; = ®(t, -, -) the diffeomorphism of QN x R™ depending on ¢ and letting X invariant.
Some examples covered by this general framework are in order.

Example 1. Consider the general linear Hegselmann and Krause first-order consensus system (see
[29]), modeling for instance the propagation of opinions (studied in [12]), of dynamics

N
) =+ oG &), i=1...N, (19)
j=1

with Jf}[ > 0 (interaction coefficients, not necessarily symmetric). Assumption (G1) requires that
there exists Q and a continuous function o on Q2 such that, for every N € IN*, there exist distinct

points x1,...,xy in Q such that o(x;, x;) = o). We have then G(t,x,2',£, ') = o(z,2') (' — &)

for all (t,z,2',€,€) € R x 92 x (RY)?, and Assumption (Gz) is satisfied.

Example 2. Consider the Cucker and Smale model (see [10]) where, setting d = 2r and § =
(¢,p)" € R" x R", the dynamics is written as

N
WO =pi0. 5 = 3 > alla®) ~ G ODEE -p®). i= 1.

for some potential function a on IR of class C*. Assumptions (G1) and (Gs) are satisfied with
G = (Gy, Gp) " where Gy(t,z,2',&,&") = p and Gp(t,z,2",€,¢) = a(|lqg — ¢||)(& —&).

Many variants of that model are covered by our framework, for instance the potential may
depend on i and j, and we could add other terms to the dynamics of p;, standing for instance for
self-propulsion and attraction-repulsion forces (see, e.g., [13]).

Example 3. Still with d = 2r and ¢ = (q¢,p)" € R" x R", given any N € IN*, consider the
Hamiltonian

N

N
1
HN(q1apla"'an7pN): E th(QZapl)+N E hi\;(qupz,qjapj)
i=1 ij=1

for some C functions hY and hf}f The corresponding Hamiltonian system of N particles, given
by ¢; = %, Di = *% fori=1,...,N, can be written as (16) with

GN(t.£.¢) = ( hl (g, p) + 055 020 (g, p, q’,p’)+84h£§(q,p,q’yp’)>
1] b b)

—hN (q,p) — 6i5 013y (q,p.q',p') — Bshly (¢, p. ¢, ')

where Oy denotes the partial derivative with respect to the k™-variable, and where bij=1ifi=j
and 0 otherwise.
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Assumptions (G1) and (Gz) require at least that the Hamiltonians hY¥ and hf\; be uniformly (wrt
1,7, N ) locally Lipschitz. Actually, most of classical Hamiltonian systems of N particles are written
as above with Hamiltonians not depending on i, j, N. Note anyway that the above Hamiltonian HN
involves sums of “single” and of “pairwise” Hamiltonians, but not of “triplewise” or more.

When N becomes larger and larger, we want to pass to the limit in some sense and replace the
set of particles with a nonnegative Radon measure. In this objective, two classical viewpoints are
the Lagrangian and the Eulerian one.

The Lagrangian viewpoint consists of keeping the trajectories of (16), taking the mean field
limit by embedding trajectories with an empirical measure on  x R? to solutions of the Viasov
equation (or continuity equation) in € X RR?. This is done in Section 2.2.

The Fulerian viewpoint consists of using the flow of diffeomorphisms of Y to propagate an
initial measure on QY x R*, thus obtaining the Liouville equation in QY x R . This is done in
Section 2.3.

Hereafter, we elaborate in detail on these procedures and we then show in Section 2.4 how to
recover the Vlasov equation from the Liouville equation by taking adequate marginals, obtaining
convergence estimates in Wasserstein distance.

2.2 Lagrangian viewpoint: mean field limit and Vlasov equation

Within the Lagrangian viewpoint, the N particles at time ¢ are embedded as Dirac masses to
the space of Radon measures, and their corresponding average, the empirical measure, converges
by the so-called mean field limit procedure, as N — +o00, to a probability Radon measure u(t)
on Q) x R? satisfying the Vlasov equation. When p(t) is absolutely continuous with respect to a
Lebesgue measure, its density d‘;—(;) = f(t,x,€) is the density of particles at time t¢.

In the existing literature, it is often said that, in order to pass to the mean field limit, it is
necessary that the particles be indistinguishable, and that the interaction mapping G must be
the same for all pairs of particles. Hereafter, we show that such an assumption is absolutely
unnecessary and that there is no difficulty of considering interactions depending on agents.

2.2.1 Mean field

Given any u € P.(Q x R?), we define v by (10) (the marginal of 1 on ), and we define the mean
field, also called interaction kernel, as the non-local time-dependent one-parameter (the parameter
is € Q) vector field on R? given by

Xplta§) = [ Gltaa £€)du(a'.€)
- (20)

_ / / Gtz 2,6, ) dpw () dv(@')  V(t2,8) € R x Q x R
Q JIR?

Example 4. In Ezample 1 (opinion model), the mean field is

Xt ,€) = / o(e,a)(€ — ) du(a’,€)  V(tx.6) € Rx Qx R

Qx R?

2.2.2 Vlasov equation

We consider the Viasov (or continuity) equation

[ Oupt o+ dive (X[ppe) = 0] (21)
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where the divergence? acts only with respect to €. It is a nonlocal transport equation because the
velocity field X[u] defined by (20) is nonlocal.

Remark 1. Given any solution ¢ — u(t) of the Vlasov equation (21), the total mass u(t)(Q x R?)
is constant with respect to t, i.e., u(t) is a probability measure for every t € R. Also, the marginal
v = 7.u(t) does not depend on t, because the Vlasov equation can be written as Oy u + Lypyp=0
with the Lie derivative acting with respect to the variable §, and we have m. Ly, = 0.

Disintegrating j; = pu(t) as pe = [, fie,« dv () with respect to its marginal v = .y on  (which
does not depend on ¢ by Remark 1), by uniqueness v-almost everywhere of the disintegration, (21)
is equivalent to

O pt,z + dive (X[pe] (¢, 2, ) pi,2) = 0 (22)
for v-almost every x € Q. Note that the time evolution of jit » = ¢, (¢, , )« ft0,» depends on the
whole po and not only on p 5, insofar X[u,] involves an integral over all possible z’ € €.
Theorem 1. [Existence, uniqueness and stability properties for the Viasov equation (21)]

(A) Given any po € P.(Q x R?Y), there exists a unique solution t — u(t) of the Viasov equation
(21) in €°(IR, P.(Q x RY)), such that u(0) = po, locally Lipschitz with respect to t for the
distance LLW1, and we have

Ht = :u(t) = Puo (t7 ) ')*ﬂ07

which means that i, = @u,(t,z, )0, for every t € R and v-almost every x € Q, and
where t — @, (t,x,-) is the unique solution of

6t§0uo (t, T,-) = X[:u(t)](tv €, ) © Pug (t,,)

such that ©,,(0,2,-) = idga for v-almost every = € Q. Moreover, if uy € P2(Q x RY) then
u(t) € P(Q x RY) for every t € R. Furthermore:

(A1) Any solution u(-) of (21) depend continuously on its initial condition p(0) € P.(2 x
RY) for the weak topology. Equivalently, given any pu(0) € P(Q x RY), given any
sequence of measures pi*(0) € P,(Qx R?), for k € IN*, if ¥ (0) converges weakly to 1(0)
(equivalently, W1(u*(0), #(0)) — 0) as k — +oo, then pk(t) converges weakly to u(t)
(equivalently, Wi (u*(t), u(t)) — 0) as k — +oo, uniformly on any compact interval of
times.

(Az) Setting

c(lu‘l(t)VﬂQ(t)) = exp <2/0 (”G(& ERERE ')\S(S)XS(S)”LOo

+ max Lip(G(Sv xz, CE/, *y ')lSm(s)XSz/(s))> dS) (23)

z,x’ €Esupp(v)

where S(s) = supp(u'(s)) Usupp(p(s)) and S,(s) = {£¢ € R* | (x,£) € S(s)} for any
x € supp(v) (note that S(s), Si(s) and supp(v) are compact and that supp(ui(s)) =

Buo (8, 5upp(1t(0))) fori=1,2), we have
LW (' (8), 5 (1)) < e(p (), p?(£)) LyWa (' (0), p?(0)) V£ =0 (24)

for all locally Lipschitz solutions p'(-) and p?(-) of (21) such that p*(0), u?(0) € P (2 x
ZRd) have the same marginal v on §).

2Recall that div(Xp) = Ly p (Lie derivative of the measure u) is the measure defined by (Lxp, f) = —(u, Lx f) =
— Jira XV fdp for every f € €> (RY).
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(B) Assuming that G is locally Lipschitz with respect to (x,2',£,£") (uniformly with respect to t
on any compact) and setting

COt0.0) =exp (2 [ 166w istpmscolens ds) (29)
where S(s) is defined as in (23), we have
Wi (p! (1), 1*(1)) < C(u' (8), 12 (t)) W (n' (0), *(0))  VE=0 (26)

for all locally Lipschitz solutions p(-) and p2(-) of (21) such that *(0), u2(0) € P.(Q x RY).

Theorem 1 is proved in Appendix B.1. The statement (B) of Theorem 1 is a slight extension,
with parameter z, of [10, Theorem 2.3] (see also [37, 38, 39]) where it is assumed that G is globally
Lipschitz, by using the more general Assumption (Gz) that there is no blow-up in finite time and
the fact that ®(¢) maps a compact set to a compact set. The statement (A) seems to be new.
Note that, in (As), the initial measures p1(0) and p2(0) are required to have the same marginal
(and thus, equivalently, p!(t) and p?(t) have the same marginal for any t). At the contrary, in
(A1) and in (B), the measures under consideration are ont assumed to have the same marginal.
In (Ay), the weak convergence p*(0) — 1(0) implies the weak convergence v¥ — v of marginals
but it is wrong in general that 1% (0) — 1,(0) for z € Q.

In the statement (B), the assumption that G is locally Lipschitz with respect to (z,2’,£,¢’) is
much stronger than Assumption (G1): in Example 1 (resp., Example 2) it requires o (resp., a) to
be locally Lipschitz. In general, requiring that G be locally Lipschitz with respect to (x,z’) is not
a natural assumption for the particle system (16). Note that, under this stronger assumption, the
unique solution () in (A) is locally Lipschitz with respect to ¢ for the Wasserstein distance W.

Particular case: the indistinguishable case. We speak of the “indistinguishable case” when-
ever G does not depend on (z,2"). This is the classical case that has been much studied in the
existing literature. The mean field is then

M) = [ GREdEO V(e e RxR!

where i € P(R?) is denoted with an upper bar, to avoid any confusion with measures pu €
P(Q x RY).

We have the following corollary of Theorem 1, already well known in the existing literature.

Corollary 1. Assume that G does not depend on (z,z'). Given any fig € Pc(Rd), there exists a
unique solutiont — [i(t) of the Viasov equation (21) (without dependence on x) in €°(IR, P.(x RY)),
locally Lipschitz with respect to t for the distance Wy, such that i(0) = fig, and we have

Jit) = Puq(t,-)«lio

where t — @, (t,-) is the unique solution of Oppu, (t,-) = X[u(t)](t,-)opu, (L, ) such that ¢, (0,-) =
idga. Moreover, if Jig € P*(R?) then fi(t) € P*(R?) for every t € R.
Furthermore, we have

Wi(a! (1), @ (t)) < C(a' (), 3°(1) Wi(i' (0), £*(0))  Vt>0 (27)

for all locally Lipschitz solutions ' (-) and () of (21) such that i'(0
S i (

,12(0) € P.(IRY). Here,
C(nt(t), i%(t)) defined by (25) coincides with c(i'(t), i%(t)) defined by .

)
23)
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Proof. Let ¥ be an arbitrary probability measure on 2. Given any i € P(]Rd), we define p €
P(Q x ]Rd) by 1 = 7 ® fi. This means that the marginal of u on €2 is 7 and that the disintegration
of i = [, iz () with respect to 7 is given by uz = i on supp(?) (and we can take p, = 0 if
x € Q\ supp(P)).

This embedding allows us to recover Corollary 1 as a consequence of Theorem 1. Indeed,
obviously, fi(+) is solution of the Vlasov equation (21) without dependence on z if and only if
() = 7 ® fa(-) is solution of the Vlasov equation (21) This gives the first part of the corollary.

To obtain (27), it suffices to note that Wi (!, i?) = Wi (v @ ', v ® ji?), by Lemma 11 in
Appendix A.1. Then, (27) follows from (24) or from (26) O

2.2.3 Relationship between the particle system and the Vlasov equation

The relationship between the particle system (16) and the Vlasov equation (21) is given by the
result below. Here and throughout, J¢ is the Dirac measure at &.

Let N € IN* be arbitrary. Given any X = (z1,...,zy) € QY and any Z = (&, ...,&y) € R,
we define the empirical measure ”FXE) € P(Q x RY) by

[I]
i M >

The disintegration of MéEX,E) with respect to its marginal v¥ = w*ufxg) =% Zf\il 0z, on § (that
is itself an empirical measure) gives the family of conditional measures defined by u2 = §,, if
r = x; and 0 otherwise.

Proposition 1. Let N € IN* be arbitrary. The mapping t — Z(t) = (&1(t),...,En(t)) € R,
with X = (z1,...,2x5) € QV, is a solution of the particle system (17) if and only if the mapping
t— qu =(1)) is a locally Lipschitz solution of the Vlasov equation (21).

By the way, we obviously have

E _ E
HOE) = Piafie 2o 70)= Bixz(0)

i.e., the propagation of an empirical measure under the flow of the Vlasov equation is the empirical
measure of the corresponding solution of the particle system.

.Indeed, we have X[qu’E(t))(t)](t, z,8) =+ Z;vzl G(t,z,z;,& &(t)) and then (17) is equivalent
to & (t) = X[ufxﬁ(t))(t)](t,xi,fi(t)) for i =1,..., N. Note, in passing, that X[ufxﬁ)](t,xi,fi) =
Yi(t,X,Z) fori=1,...,N.

Proof. The Vlasov equation (21) is written as Oy + Ly, p = 0 with the Lie derivative acting with

respect to the variable £. Hence, setting X (t) = (z1(t),...,xn(t)) and Z(t) = (&1(¢),...,En (1)),
the mapping ¢ — ,ufx(t)’g(t)) is a locally Lipschitz solution of the Vlasov equation (21) if and only

if, for any g € €°(Q x R?), we have <8t/i€3x75) + LX[NFX,E)]“(EX,E)vm =0, ie.,

1 (d 1 al
0=+ > 27 9(@i(t),&i(2)) — Deg(@i(t), &( ZG tai(t), z;(t), & (1), &(1))
i=1 ]:1
which gives immediately (16), and conversely. O
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This shows that there is no difficulty to consider the mean field limit of a system of interacting
particles in which the interactions depend on the agents, provided that there is a limit function G
satisfying Assumption (G1): one just has to define additional variables z;, for ¢ = 1,..., N, and
couple the dynamics of the &; to the inertial equation &; = 0. This idea originates from [12, Section
5.2]. Tt seems that, in spite of its simplicity, such a generalization has not been considered in the
literature.

Therefore, as in the classical situation where the interaction mapping G does not depend on
the agents, any solution of the system of particles (16) can be embedded to a solution of the Vlasov
equation (21) by considering an empirical measure.

As a consequence of the statements (A1) and (B) of Theorem 1 and of Proposition 1, we have
the following corollary.

Corollary 2. Let g € Po(Q x RY) and let t — pu(t) = oo (t, -, -)utio be the solution of the Viasov
equation (21) such that u(0) = po. Besides, for every N € IN*, let (X,Z0) € QN x R (we
do not put any superscript N to (X,E¢) to keep a better readability) be such that the empirical
measure '“FX,Eo) converges weakly (equivalently, in Wasserstein distance W1) to pp as N — +00
(see Appendiz A.2). For every N € IN*, let t — Z(t) be the solution of the particle system (17),
with parameter X, such that Z2(0) = Z¢ (we do not put any superscript N ).

Then, the empirical measure /‘(EX,E(t)) converges weakly (equivalently, in Wasserstein distance
W1) to pu(t) as N — 400, uniformly with respect to t on any compact interval.

If moreover G is locally Lipschitz with respect to (x,x’,§,&") (uniformly with respect to t on
any compact), then Wl(u(t),ufx’a(t))) < C(M(t))ufx,a(t))) Wi (/‘Ov“gﬂx,zo)) for every t > 0 (with C
defined by (25)).

Remark 2. Alternatively, we may also consider semi-empirical measures: taking

N
1
(h0)X" = 75 200 © 0.2
=1

the unique solution of the Vlasov equation (21), of initial condition (ug)3%,

measure

is the semi-empirical

N
1
()3 = N E O @ ft ;-
i=1

This is due to the fact that the marginal of (ug)3F on Q is the empirical measure v = v{ =

+ Zfil dz,, and (21) is equivalent to (22). In other words, the propagation of a semi-empirical
measure under the flow of the Vlasov equation is a semi-empirical measure.

This also means that, considering a solution pu(t) = @, (t, -, -)«po of the Vlasov equation (21),
the operation of taking the semi-empirical measure approximation commutes with the operation
of propagating under the Vlasov flow.

2.3 Eulerian viewpoint: Liouville equation

The Eulerian viewpoint consists of propagating, for any parameter X € QV_ an initial probability
measure in R*Y under the flow of diffeomorphisms ®(t, X,-) of R generated by the time-
dependent vector field Y (¢, X, -) defined by (18).

We consider the (N-body) Liouville equation associated with the time-dependent vector field Y
defined by (18), depending on the parameter X € Q. given by

0up+ diva(Yp) = 0] (29)
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This is a usual (local) transport equation on R, parametrized by X € QF, where the divergence
is considered with respect to E = (£1,...,&n), and we thus have the following standard result.
Here, it is understood that p(t) is a probability Radon measure on QY x R,

Proposition 2. Given any py € P(QY x ]RdN), there exists a unique solution t — p(t) of the
Liouville equation (29) in €°(R, P(QN x R™)), locally Lipschitz with respect to t for the distance
LWy, such that p(0) = po, given by

p(t) = @(t)«po,

i.e., p(t) is the image (pushforward) of po under the particle flow.

Let us make precise some notations and in particular the disintegration procedure. Given any
measure p € P(QV x ]RdN), denoting by 7@V : OV x R — QN the canonical projection, we
will always denote by 6 the probability Radon measure on Q¥ given by 6 = (7%V),p (image of p
under 7®V), that is the marginal of p on QV. By disintegration of p with respect to 6, there exists
a family (px)xecqn of probability Radon measures on R such that p = Jon px dO(X).

With these notations, p; = p(t) = ®(t).po is disintegrated as p; = [~ pe,x dO(X) with respect
to its marginal § = (7®V),p(t) on QV. The marginal 6 does not depend on t because (29) can be
written as O;p + Lyp = 0, with the Lie derivative acting with respect to the variable £, and we
have (7®V),Ly = 0. Moreover, we have

pr.x = (Pt x)xpo,x
for every t € R and for f-almost every X € Q.

Remark 3. If py = dx @ 0z, for some (X,Zg) € Q¥ x R™ then p(t) = dx ® d=() where t — Z(t)
is the solution of the particle system (17) with parameter X such that =(0) = Z¢. In other words,
the solutions of the particle system are naturally embedded as Dirac measures solutions of the
Liouville system.

Hence, in some sense, the Liouville equation contains all possible solutions of the particle system.
But it contains more: considering the particle system (17), instead of taking a deterministic initial
condition Z(0) = =g € R, one may want to take a distribution of initial conditions, for instance
one may want to consider all possible initial conditions that are distributed around = according
to a Gaussian law, in order to take into account noise or uncertainties in the initial conditions.
In such a way, the Liouville equation (29) has a probabilistic interpretation with respect to the
particle system (16).

If the probability measure p(t) on QN x R has a density f, then f(t, X,Z) represents the
density of particles having the positions X = (z1,...,2y) € QV and respective momenta = =
(&1,...,€N) € R*™. This is in contrast with the mean field procedure that consists of taking the
large N limit of the average over all particles but one. In the next section we show how to recover
Vlasov from Liouville by taking marginals.

2.4 Recovering Vlasov from Liouville by taking marginals

Compared with (t) that is a probability measure on  x IR?, here, p(t) is a probability measure
on QY x R . It is thus tempting to search for a relationship between su(t) and p(t) by taking
marginals of p(¢). This is what has been done in [31] or in [26] in the different context of quantum
mechanics. Adapted to the present situation, the method developed in [26], which provides an
explicit rate of convergence, consists of proving that the marginals of the solutions p(t) of (29)
are close, in Wasserstein topology, to solutions u(t) of the Vlasov equation (21), as established
hereafter.
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As we are going to see, this can be done by taking adequate initial conditions pg for the Liouville
equation (29). We have to perform a symmetrization under permutations for the initial condition
po and also for the corresponding solution p(t), not only with respect to = but also with respect
to the parameter variable X. This creates several difficulties. Note that the symmetrization is not
preserved by the flow, so we have to consider the symmetrization p(¢)® at any time t.

Given any p € P(QY x R™), we define the measure p* € P(QN x R¥), called the sym-
metrization under permutations of p, by

N i} _
/(QXRd)N fIX,E)do"(X,E) N! Z /QNX]RdN F(Xs,Z0) dp(X, E) (30)

" oeGy

for every f € €°(QN x ]Rd’N)7 where Xo = (2o(1), .. Tony) and 5 = (€5(1), - -+, &o(ny) for all
X € OV and E € R™, and where S is the group of permutations of N elements.

Now, given any n € {1,...,N}, we denote by p%., the n*-order marginal of p* (not to be
confused with the symmetrization under permutations of the marginal, which we do not use), which
is, by definition, the image of p* under the projection of Q¥ x R on the product Q" x R of
the n first copies of Q with the n first copies of R%.

In this section, we establish two ways for recovering Vlasov from Liouville by taking marginals.

Let po € P.(2 x ]Rd), disintegrated as pg = fQ o,z dv(z) with respect to its marginal v = m. o
on . We consider the unique solution ¢ — p(t) = ¢, (t,-,-)«po of the Vlasov equation (21) such
that ©(0) = po, given by Theorem 1. Recall that iy, = @u,(t, 2, )« pto,e for v-almost every x € Q.
When G is locally Lipschitz with respect to (z,2’,&,£), we set

Cu(t)) = exp (2 / 1G5, N stopsio o ds) (31)

where S(s) = supp(u(s)).

Hereafter, we propose two possible choices of pg € P.((Q2 x R*)Y), generating by Proposition
2 the solution p(t) = ®(t).po of the Liouville equation (29) from which we recover u(t) solution of
the Vlasov equation (21) by taking marginals.

2.4.1 First way, with py Dirac

Given any fixed N € IN*, let (X,Zg) € (supp(uo))Y c OV x R we do not put any superscript
N to (X,Eg) to keep a better readability, but typically we may want that the empirical measure
,qu z,) converges to fo in Wasserstein distance as N — 400 (see Appendix A.2 for such conditions).

Let t — E(t) be the solution of the particle system (17) such that Z(0) = 5. If ,uFX =,) converges to
1o then, by Corollary 2, the empirical measure ,qu’E(t)) converges to u(t) in Wasserstein distance
as N — 4o00. Note that (X,=(t)) € supp(u(t)) = @u, (t,supp(po))-

Defining py € P(QV x ]RdN) as the Dirac measure pg = 0x ® d=,, by Remark 3, the unique
solution of the Liouville equation (29) such that p(0) = py, is given by the Dirac measure

p(t) = @(t)xpo = 0x @ d=(1).-

It is then easy to see that p(t)%.; = M(EX,E(t)) (see the proof of the theorem below). Therefore, if

,ufJX =, converges weakly to i then p(t)%., converges weakly to pu(t) as N — 4o00. The convergence
is less obvious for the marginals of order n > 2. We have the following general result, for any given
N € IN*, independently of any sequence.

Theorem 2. With the above notations, we have the following statements.
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(A) If ,u(EXEO) converges weakly (equivalently, in Wasserstein distance W1) to ug as N — 400,

then, for every n € IN*, p(t)%.,, converges weakly (equivalently, in Wasserstein distance W)
to u(t)®™ as N — +oo, uniformly with respect to t on any compact interval.

(B) Assuming that G is locally Lipschitz with respect to (z,x’,&,&") (uniformly with respect to t
on any compact), for everyt > 0, we have

Wi (p(t) i 1(6)) < C (D) Wi (1 2y 110 (2)

with p(t)%., = qu’E(t)), where C(u(t)) is defined by (31), and, for everyn € {2,...,N},

Wi (PO (07 < 2 (€37 = 1) max (1, supp(p(t)) ) + 7 Cu(t) W (1 2yt ) -
(33)

Theorem 2 is proved in Appendix B.2.
As alluded above, to obtain an interesting convergence result from this theorem, let us assume

that W, (:“FX,EO)’/‘O) < % for some C; > 0 not depending on N. The latter requirement is

satisfied if the sequence (X,Zg) “adequately approximates” po on supp(ug) as N — +oo (see
Appendix A.2 for such results).

Then, noting that e — 1~ % when n < /N, it follows from (33) that p(t)%., converges
to u(t)®™ in Wassertein distance as N — 400, uniformly with respect to ¢ on compact intervals,
with a rate of convergence %2 This convergence result is thus relevant only when n < v/N: it
does not bring any meaningful information when n ~ N.

Note that, in Theorem 2, we do not assume that v be absolutely continuous with respect to a

Lebesgue measure on ().

Particular case: the indistinguishable case. We have the following corollary of Theorem 2.

Corollary 3. Assume that G does not depend on (z,2'). Let fig € Pe(RY) and let t — [i(t) be the
unique solution of the Vlasov equation (21) (without dependence on x) such that i(0) = o (see
Corollary 1). Besides, let pg = 0=, and let t — p(t) = d=() be the unique solution of the Liouville
equation (29) (without dependence on X ) such that p(0) = po. Then

W1 (p(t) 3.1, 1(1)) < C(a(1)) Wi (o) (34)

with p(t)%., = ug(t), where the empirical measure iL is defined by jif = % Zf\il d¢,, and where
C(f(t)) is defined by (31) (without dependence on z,x'), and, for everyn € {2,...,N},

Wi (B(t) v ™) < 2 (37 = 1) max (1, [supp((1) ) + 0 () Wi (3L, io) . (35)

Proof. Following the proof of Corollary 1 and choosing 7 = 0z for some arbitrary Z € €2, in the
indistinguishable case fi(-) is solution of the Vlasov equation (21) (without dependence on z) if and
only if yu(-) = dz ®i(+) is solution of the Vlasov equation (21). We now define X = (z,...,7) € QV,
and we take pyp = dx ® 0z, as initial condition for the Liouville equation in Theorem 2, so that
p(t) = 0x ® p(t) where p(t) = dz(). With these choices, we obviously have p(t)%.,, = 0z @ p(t)%. .
and then (34) and (35) straightforwardly follows from (32) and (33), by applying Lemma 11 in
Appendix A.1. O
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2.4.2 Second way, with pg “semi-Dirac”

In this section, we assume that, for every N € IN*, there exists a tagged partition (A, X) of Q
associated with v (satisfying (12), see Section 1.2; see also Appendix A.3), with X = (21,...,2xN) €
N (we do not write any superscript N in x;). We set dx = 0z, ® -+ - 05, and po,x = Hoz, @ &
1o,z - Defining pg € PN x ]RdN) as the “semi-Dirac” measure pg = dx ® po,x, we consider
the unique solution of the Liouville equation (29) such that p(0) = po, given by the “semi-Dirac”
measure

p(t) = (P1)xpo = 0x @ (Pt,x)xpo,x = x @ pr,x

because the marginal § = (7%%),.p; of p; = p(t) on QL is § = §x, and p; x = (P4 x)«po x for every
t e R.
As a preliminary remark, we claim that, at ¢ = 0, we have

N
s 1
(Po) N1 = 7 > 00, ® o2, = (110)” (36)
=1

(semi-empirical measure), which converges weakly to pg as N — +oo under slight assumptions
on ji9, by Lemma 20 in Appendix A.3.2; more generally, (pg)%., converges weakly to u$™ (in the
proof of the theorem hereafter, we give an explicit expression for (pg)%.,,, using (123) in Appendix
A.4). In the theorem below, we establish that this convergence is propagated in time.

Theorem 3. Assume that there exists a family of tagged partitions as settled above.

(A) Assume that x — po . is v-almost everywhere continuous for the Wasserstein distance Wi.
Then, for everyn € IN*, p(t)%.,, converges weakly to u(t)®™ (equivalently, Wy (p(t)%.,,» p(t)®") —
0) as N — o0, uniformly with respect to t on compact intervals.

(B) Assume that G is locally Lipschitz with respect to (x,x’,€,&") (uniformly with respect to t on
any compact). We also assume that x — o, is Lipschitz for the Wasserstein distance W1,
i.e., that there exists L > 0 such that W1 (po,a, to,y) < Lda(z,y) for v-almost all z,y € Q.
Then

W1 (p(t) (1) < (L4 1) Clu(r) (37)
where C(p(t)) is defined by (31), and, for everyn € {2,..., N},

2

W1 (o030 1(0)°") < (55— 1) (1 4+ 2supp(u(t) o) + 5 (L + D) Cu(r). (38)

Theorem 3 is proved in Appendix B.3.
2

As above, noting that e2¥ — 1 ~ % when n < v/N, it follows from Theorem 3 that p(t)%.,

converges to u(t)®™ in Wassertein distance as N — +o0, uniformly with respect to ¢ on compact

. . 2
intervals, with a rate of convergence .

Particular case: the indistinguishable case. We have the following corollary of Theorem 3.

Corollary 4. Assume that G does not depend on (x,x'). Let fig € P.(RY) and let t — [(t) be
the unique solution of the Viasov equation (21) (without dependence on x) such that @(0) = fig
(see Corollary 1). Besides, let py = ﬂ?N and let t — p(t) be the unique solution of the Liouville
equation (29) (without dependence on X ) such that p(0) = po. Then

Cla(t) +1

Wi (p(t) N, i(t)) < N

(39)
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where C(fi(t)) is defined by (31) (without dependence on x,x’), and, for everyn € {2,...,N},

W1 (0(0) v (0)°") < (55— 1) (3 + 2supp(a(t) o) + 1 CO(1). (40)

Corollary 4 is proved in Appendix B.4, using the proof of Corollary 1 with a choice of 7 different
from the once done in the proof of Corollary 3.

Remark 4. Corollary 4, applied to the Hamiltonian case

G(t,(gi,pi), (g5, p5)) = (VV(cii— Qj)>

improves the rate of convergence in W distance obtained in [26, Theorem 3.1] from ﬁ to % It
can also be applied to more general Hamiltonian systems, for example in the presence of a magnetic
field associated to a vector potential A : R — RY, where

Gt (ai>pi), (45, p5)) = (v (V(g — qj)pi (pi — A(Qi))2)> :

Corollary 4 also applies to Cucker-Smale systems, for which we have

G(t7 (Qi7pi)? <Qj’pj)) = <F(|QZ _ qjjr)(pl pj)) )

and to its generalizations introduced in [34]; this improves in the same way the case p = 1 treated
in [34, Remark 3.5 |].

2.4.3 Further comments

On the strategy. Given any pg € P.(Q X ]Rd), we have given two possible ways for getting
an approximation of p(t), which converges to u(t) as N — +oo. In the first way, po Dirac gives
(by taking the first marginal of the symmetrization) an approximation of p(t) that is an empirical
measure, while in the second way, pg semi-Dirac gives an approximation that is a semi-empirical
measure.

Higher-order Wasserstein estimates. All estimates that we have derived can be obtained as
well for the Wasserstein distance W), by using the inequality (8).

Extension of the support of the initial data. Theorems 2 and 3 can be extended to the
slightly more general case where pug € P1(2 x ]Rd), i.e., the probability measure pg is not of
compact support but has a finite first moment, provided that we add the following assumption:
the particle system (16) is stable in the sense of Lyapunov, meaning that, for every R > 0, there
exists Ro > 0 such that, taking any initial condition (X,Z) € QY x R such that |20 < Ro,
the unique solution t — E(t) of (16), of parameter X, such that =(0) = Zo, satisfies [|Z(t)|| < R
for every t € R. The proof is done by approximating the measures considered in the proofs by
measures of sufficiently large compact support. Due to the assumption on the particle flow, there
is no mass escaping to infinity. Moreover, interestingly, in this case the estimates (32) and (33) of
Theorem 2, and (37) and (38) of Theorem 3 are uniform with respect to t € R because C'(u(t))
and ||supp(u(t))]leo are uniformly bounded with respect to ¢.
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3 From mesoscopic to macroscopic scale

(“from Vlasov to Euler”, hydrodynamic limit)

Given any p € P(Q2 x ]Rd), disintegrated as p = [, gtz dv(x), the three macroscopic quantities
that are usually considered in the hydrodynamic limit procedure are the three first moments of the
measure p with respect to £, leading to define, for v-almost every = € Q:

e the total mass p(x) > 0 of u, by

pla) = [ dua(€) = pma()
Rd
(moment of order 0) which is here assumed to be equal to 1 for v-almost every = € ;
e the “speed” y(x) € R? by
(o) = [ €dua(©).
IRd

(moment of order 1) which is also the expectation of any random law of probability distri-
bution fi,;

e and the “temperature” T'(z) > 0 by

@@ + 5o T@) = 5 [ 1612 i
or equivalently by
POT@) = [ =@ diole).
(moment of order 2) which is a variance.

Consider the mean field X[1] defined by (20) for every u € P(Q x R%). Let u be a fixed locally
Lipschitz solution of the Vlasov equation (21). According to Remark 1, v(¢) = v does not depend
on t.

Following the hydrodynamic limit procedure recalled above (see also, e,g. [13, 22, 34]), for every
t € R and for v-almost every x € Q, we define p(¢,x), y(t,z) and T (¢, ), that are the three first
moments of p(t). It is not useful, here, to consider the quantity p(t, z), which does not depend on
t and is equal to 1 for v-almost every z € Q and 0 otherwise.

3.1 Moment of order 1: Euler equation

Given any solution u(-) of the Vlasov equation (21), we define

) = [ €dua(© (a)

for v-almost every x € Q, and y(¢,z) = 0 for every x € Q\supp(v). Integrating by parts, we obtain

0uy(t,3) = (1 Loy (€ = ) = [ X, dno(6)

which is a kind of “mean” mean field, since the mean field is now averaged under . Hence

outa) = [ [ Gl €€ dun(a’ ) dins(©) (42

It is remarkable that, for some classes of functions G, we obtain a “closed” equation in y:

21



3.1.1 Opinion propagation model: linear Euler equation

Proposition 3. In the opinion propagation model of Example 1, we have G(t,z,z',£,&) =

o(z,2')( — &) and

[0y(t,2) = (Ay(t) (@) | (43)

(Euler equation), where A is the bounded operator on L2(Q, R?) defined by

(Ay)(z) = /QU(%HC’)(y(x’) —y(@)dv(’)  Vye L}(Q R (44)

and v is the marginal of u(t) on Q (not depending on t).

Proof. Using the disintegration of the measure, we infer from (42) that

Duy(t, ) = / dpis(€) / o(z, ') / € dp o (€) dv(a)
R4 Q R
| | S —
=1 =y(t,z’)
- / € dpiy o (€) / o, 2') / iyt (€1) d(a)
R4 Q R4
—— ——
:y(t,m) =1
and the result follows. O

Remark 5. If u(0) = vazl 0z, ® Og,(0) = :“(EX,E(O)) as in Proposition 1, then u(t) = qu’E(t))

(empirical measure), whose marginal on Q is v = v¥ = Zf\il d, and whose disintegration with
respect to v is py , = O, if ¢ = x; for i € {1,..., N} and 0 otherwise. In this case, in the context

of Proposition 3, we have then y(t,z) = &;(¢) if # = x; for i € {1,..., N} and 0 otherwise, and the
differential equation (43) exactly coincides with the particle system (19).

3.1.2 Open issue: how to obtain a closed equation?

In Section 3.1.1, the operator A is linear. An open question is to characterize the functions G
so that, for any solution p of (21), the function y defined by (41) satisfies an “Euler equation”,
possibly nonlinear, dyy(t,-) = A(y(t,-)). We face here with the classical problem in kinetic theory
of considering the three first moments of a solution u of the Vlasov equation, and searching how to
close the moment system since a priori the equations depend on higher-order moments. Suitable
closure assumptions are not known so far, in general (see [13] for interesting comments, see also
Section 3.3 further). This is why it is usual to consider a monokinetic ansatz for p, as explained
in the following section.

3.1.3 The r-monokinetic case: general nonlinear Euler equation

Let us consider specific solutions p of the Vlasov equation (21), that are v-monokinetic, meaning
that p is delta-valued in the £ variable and has the marginal v on Q. Given any v € P(2) and any
measurable function y : Q — RY, we define the v-monokinetic measure py, on £ x R? by

fy =V ® dy()- (45)

Proposition 4. Let v € P.(Q). The mapping t — u(t) = oy € P.(Q x RY), of marginal v
on Q, is a (v-monokinetic) locally Lipschitz solution of the Viasov equation (21) with the general
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mean field (20) if and only if the mapping t — y(t,-) € L (Q, R, given by (41), with y(0,-) of
compact (essential) support, is a locally Lipschitz solution of the (nonlinear) Euler equation

[0y(t) = At (k)| (46)

where A : IR x L°(, R?) — L°(Q, R?) is the nonlinear operator (depending on v) defined by

(A(t,y))(z) = A G(t,z,2',y(x),y(2")) dv(z) (47)

for every t € R and for every y € L°(, RY) of compact (essential) support.

Proof. When py = puy, (20) gives X[u](t,z,€) = [, G(t,z,2',&,y(t,x")) dv(z). The computa-
tion is then straightforward, and we can note that (A(t,y))(z) = X[uy](t, =, y(x)).
Note also that (0) is of compact support if and only if y(0, -) is of compact (essential) support.

Under this assumption u(t) is of compact support and y(t, -) is of compact (essential) support. [

When i, is not of the form /‘Z(t,-)v t — y(t,-) fails in general to satisfy a “closed” equation (i.e.,
Ory(t,-) may not be expressible only in function of y(¢,-)). Instead, there may be a full hierarchy of
equations coupling all the moments of p; , (see further). Anyway, when convergence to consensus
holds, we expect that any solution p of (21) is asymptotically of the form Wy (t)"

Relationship between the particle system (16) and the Euler equation (46). If the
mapping ¢t — Z(t) = (&1(t),...,&n(t)) is a locally Lipschitz solution of (16), then the mapping

t — y(t), where y(t, z) is defined as the moment of order 1 (i.e., by (41)) of the empirical measure

u(t) = px =@y (whose marginal is vi = SN 82,), is a locally Lipschitz solution of (46) where

A is associated with v£. Note that, in this embedding from (16) into (46), we have y(t,z) = &(t)
if v =a; fori e {1,...,N} and 0 otherwise, and v is purely atomic.

Conversely, if v = v¥ = % Zfil ., and if the mapping ¢t — y(t) is a locally Lipschitz solution
of (46), then the mapping ¢ — Z(t) = (&1(¢),...,&n(t)), with &(t) = y(t,z;) fori € {1,...,N},is a
locally Lipschitz solution of (16). Note that, however, we may have y(¢,z) # O forx ¢ {x1,...,zN}.
This is a kind of projection.

This general equivalence works because, when v = v = L Ef\il 0z, and y(t,x;) = &(t), the
v-monokinetic measure /LZ( ) coincides with the empirical measure ,U,FXE( )" Indeed, we have

1 N 1 N 1 N
v E
M) = 3 D20 @ Oyey = 5 D0, ® Oy(ea) = 37 D 0y ® 0esty = x50
i=1 =1 i=1

3.2 Moment of order 2
We define

T(5) = 3 [ le=vt.olFduse)  Vreo

Note that T'(t,z) = 0 for v-almost every « € Q \ supp(r). We have

0T(ta) = = [ (€= u(t.0). X (@ €)) dpo(6).
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Proposition 5. In the opinion propagation model of Example 1, we have G(t,x,2',£,&") =
oz, 2')(€ — €) and

(0Tt 2) = —25(2)T (¢, )|

where S(xz) = [, o(x,2")dv(z’) for v-almost every x € Q. Hence t — T(t,z) = T(0,z)e25()
decreases exponentially to 0 as t — +oo for v-almost every x € Q such that S(x) > 0.

Proof. We use the disintegration of u, the fact that fRd (& —y(t, ) dpe, (&) = 0 by definition, and
the above expression of 0,T'(t,z). The computation is then straightforward. O

Remark 6. Note that, in [12], convergence to consensus is proved under the assumptions that
dv(z) = dz, that S(z) > § > 0 for almost every = € 2 and that the (infinite-dimensional) graph
associated with o be strongly connected. Proposition 5 slightly generalizes this result by relaxing
the assumption on S to the assumption that S(z) > 0 for v-almost every z € Q.

For general functions G, the question to know whether T is the solution of some “closed”
equation is open.

In the v-monokinetic case, i.e., assuming that p is of the form (45) and is a locally Lipschitz
solution of (21), we have T'(¢t,z) = 0. This is expected since T'(¢,x) is the variance and thus
measures the distance to the average y(t, ).

3.3 Generalization: coupled equations of moments
More generally, assuming d = 1 to simplify, let us set, formally,
G(tu &, IE/, 57 gl) = G(ta &, $/, y(t7 .’17), y(t7 (E/)) + Z 9ij (t7 €, xl)(é- - y(t7 x))l(é-/ - y(t7 (E/))]
i+j21

where y(t,z) = [ & dpus (&) is the moment of order 1 of p , (recall that the moment of order 0 is
Yo(t,x) = [ dp,2(€) = 1). Defining the central moment of order i by

yilt,z) = /}R (€ —y(t.2)) duea(€) VieN

(note that yo(t,2) =1 and y;(¢,2) = 0), we have

X[Ut](tvxag) = / G(t7x7xl7£a§/) dﬂt(m/agl)

OxR

= /Q G(t,z, 2 y(t,z),y(t,z')) dv(z")

+ Z (E—y(t,x))i/ gi; (t, @, 2" )y, (t, ") dv(z")

i+j>1 @

and thus, using (47),

Xpue] (2, €) = (At y(1))) (@) + ) (f—y(tw))i/ 95 (t, & )y; (t, ") dv (2')

i+j>1 @

It is interesting to see that, in the above formal expansion of X[u](x, &) using the centered mo-
ments, the first term is (A(¢, y(¢)))(x).
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Therefore, we have
ota) = [ Xiu)(o.) i (6)

= (Alt,y()) (@) + Y </ng'j(t,x,x')yj(t,x')dV(:r/)> yi(t, )

i+j21

(actually since y; = 0 the above sum can be taken over all pairs (4, j) such that i 4+ j > 2) and, for
every k € N\ {0, 1},

Oeyi(t,2) = (i, Lag-(§ = (€ = y(t2))) = (e, k(E = y(t,2) " Oy t, 2))

= k/]R(f —y(t, )T (X[ (0, €) — Bpy(t, x)) dpe 2 (€)
—k [ €=yl (Xw(x,&) -[ X{m]m')dut,x(g')) Qi o (€)
1 3 ([asttaaarante)) [ (€= vttt (6 - uta) = ) duns €

=k Z (/Q gii(t, 2" )y, (¢, 2") dV(x’)) (yk,lﬂ-(t,x) - yk,l(t,x)yi(t,x))

(actually since y; = 0 the pair (i = 0,j = 1) does not occur in the above sum). In full generality,
all equations of moments are coupled and we have no closed system.

For instance, in the opinion propagation model G(t,z,2’,&,&') = o(z,2’)(¢' — &) given by
Example 1, ie., when g;; = 0if i +j > 2 and go1 = —g10 = o, we recover the facts that the
equation in y is closed and that Oyys(t, ) = —25(z)y2(t, ).

How to close the hierarchy of equations satisfied by all the moments y;(t, z), for i € IN*, will
be the subject of future investigations.

Remark 7. In the opinion propagation model of Example 1, G(¢t,z,2',&, &) = o(x,2') (& — ), a
straightforward computation shows that

PO (ta) = ~S()eltr) Yk €N\ {0,1),

thus generalizing the case k = 2 studied in Proposition 5. Therefore, y (¢, z) = yx (0, 2)e~ ),

4 From microscopic to macroscopic scale

(“from particle to Euler”, graph limit)

We have seen in the previous section that the passage from micro to macro is very general and
that, instead of considering Riemann sums, one can observe that it results from the coincidence of
the empirical measure with the v-monokinetic measure.

Anyway, in this section we are going to explore the point of view of Riemann sums, in order to
derive error estimates mainly resulting from the discrepancy between an integral and a Riemann
sum, building on the concept of graph limit introduced in [33].

For second-order systems like the celebrated Cucker-Smale system, the authors of [27] con-
sidered the three scales (micro, meso and macroscopic). Recently, in [22], the authors provide
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a rigorous derivation from the kinetic Cucker-Smale model to the macroscopic pressureless Euler
system by hydrodynamic limit, using entropy methods and deriving error estimates.

By combining the various possibilities to derive the macroscopic quantities, we show how to
obtain explicit error estimates for the direct derivation of the graph limit (i.e., the macroscopic
model) from the microscopic model by first taking the mean field limit and obtaining the (kinetic)
Vlasov equation, and then by taking the hydrodynamic limit. The price to pay is that we obtain
estimates in weak topology (Wasserstein distance) instead of estimates in L? or L® norm as
provided by the graph limit methods, but the gain is to have an explicit O(1/N) rate of convergence.

We have seen in Section 3 that it is not always possible to pass from the mesoscopic to the
macroscopic scale, because the equation obtained for the moment of order 1 may not be closed.
However, we have seen in Proposition 3 that, for the opinion propagation model, the equation in
y is closed and is linear.

4.1 Convergence estimates for the graph limit

Throughout this section, we assume that € is compact. Let v € P(€2). We consider the general
nonlinear Euler equation (46), with the nonlinear operator A defined by (47).

We also assume that there exists a family (A", XV) yen+ of tagged partitions associated with
v (satisfying (12), see Section 1.2), with AY = (Qy,...,Qy) and XV = (z1,...,2x) (we do not
write any superscript N in Q; and x; for readability). We have the following two propositions.

Theorem 4. With the above assumptions and notations, let y° € L‘X’(Q,Rd). On the one part,
we consider the unique solution t — y(t,-) € L®(Q, R?) (well defined for every t € IR) of the
(nonlinear) Euler equation (46) such that y(0,-) = y°(-).

On the other part, for any N € IN*, we consider the unique solutiont — Z(t) = (£1(t),...,En () €
RN (well defined for every t € R) of the particle system (16) such that &;(0) = y°(z;) for every
i€{l,...,N}, and we set

N
Y=t (v) = Zfi(t)]lﬂi (2) V(t,z) € R x Q (48)

where L, is the characteristic function of ;, defined by 1q,(z) =1 if x € Q; and 0 otherwise.

o Assume that y° is bounded and continuous v-almost everywhere on 0 (thus, v-Riemann inte-
grable). Then, for everyt > 0, y(t,-) is bounded and continuous v-almost everywhere on Q, with
the same continuity set as y°, and

1y(t,-) = y=@) )l @,me) = o(1) (49)

as N — +oo, where the remainder term o(1) is uniform with respect tot on any compact interval.
In particular,

a t,x;) —&(t)]| = o(1). 50

e ote.) = 60 = o) (50)

o Assume that there exists o € (0, 1] such that y° € €%%(Q, RY) and G is locally a-Hélder contin-
uous with respect to (xz,x',&,£") (uniformly with respect to t on any compact). Then, for every
t>0, y(t,) € €9(Q, R with

Hol, (y(t,-)) < et ® (14 Hol, (y(0,-))) vt >0 (51)
and, for every N € IN*,
s 0\) ,2tL(t)
. . < >
z’e{T.a.b.},(N} ly(t, z;) — & ()] < - (1 + Hol, (y )) e vt > 0 (52)
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and actually,
COt
ly(t ) = vz Oll=(@.ms) < 27575 (14 Hola(y")) D 0 (53)
where Cq is given by (12). The constant L(t) in (52) and (53) is defined by
L(t) = Olgai(t Holo (G(s, -, -, ')|Q><Q><S(s)><S(s)) + TH}?“E}?) Lip(G(s, =, z ')\S(s)xS(s)) (54)

SEAS
0<s<t

where S(s) C R is the (compact) convex closure of all &(s) fori € {1,...,N} and all y(s,z) for
x € Q. The constant LY(t) in (51) is defined as L(t) but with S(s) replaced by SY(s) that is the
convex closure of all y(s,x) for x € Q, i.e., like S(s) but without the &;(s). We have LY(t) < L(t).

Theorem 4 is proved in Appendix B.5.
Remark 8. Theorem 4 can be extended to the case where € is not compact, under the following
additional assumptions:

e the family of tagged partitions is such that the points x; remain in a compact subset of €Q;

e the initial condition y° is of compact essential support;

e the set S(s) C Q x R? is defined as the compact closure of all (x;,&;(s)) for i € {1,...,N}
and all (z,y(s,z)) for x € supp(y(s,-)) (compact essential support).

The above assumptions imply that y(¢, -) is of compact essential support, for every ¢ > 0, and that
L(t) is well defined.

Theorem 5. Given any N € IN*, let 2 € R . We consider on the one part the unique solution
t e Z(t) = (E1(b),...,En (1) € R™ (well defined for every t € R) of the particle system (16)
such that Z(0) = Zo, and we define y=(;)(x) by (48). We consider on the other part the unique
solution t — yN (t,-) € L>®°(Q, RY) (well defined for every t € R) of the Euler equation (46) such
that yN (0,-) = y=, () (i-e., y™ (0,2) = &(0) if x € ;). Then

1™ (t,-) = y=0y ()l L~ (@, mey = 0(1) (55)
as N — 400, where the remainder term o(1) is uniform with respect to t on any compact interval.
If moreover G is locally a-Holder continuous with respect to (x,x',&,&") (uniformly with respect to
t on any compact), then, for every N € IN*,

COC
o™ (t,) = y=@) ()l oo (0, me) < 2]\%62%(” vt =0, (56)
where L(t) is defined by (54).
Theorem 5 is proved in Appendix B.6.
Note that, in particular, taking = x; in (56), we have

(O
N ) ] Q 2tL(t)
max t,w;) — &) <2—== R
ie{lﬁ.,N} Hy ( - ) ¢ ( )H Nae

which improves the estimates obtained in [4].
Remark 9. In Appendix A.5, we provide estimates on the discrepancy between empirical measures
and v-monokinetic measures. Lemma 24 of that appendix, combined with Theorem 4 and with

the proof of that proposition (given below), yields estimates on the discrepancy of the empirical
measure “FX,E(t)) with respect to the v-monokinetic measures NJZ(L') or /LZE(”(.).

Remark 10. The proofs of Propositions 4 and 5 that we provide in Appendices B.5 and B.6 are
direct, but actually one can also prove these propositions by applying Theorem 2 with u(t) =
,uZ(t_.) =V ® by(,.) (the v-monokinetic measure) and use Lemma 24 of Appendix A.5.
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4.2 Additional remarks: from Liouville to Euler

In Section 4.1 we considered the direct passage from the particle system (16) to the Euler (graph
limit) equation (46) through the system of ODEs defining the particle dynamics and in the previous
Sections 2 and 3 we also reached the same Euler equation via the Vlasov equation in the pure mean
field paradigm.

The Liouville equation (29) being the transport equation lifting the particle system (16), a
natural question is to wonder whether there exists a direct way to pass from Liouville to Euler.
Our objective in this section is to provide a quantity cooked up out of the solution p(-) of the
Liouville equation (29), converging to the solution of the Euler equation as N — +o0o. The
question may fill a gap in the general micro-meso-macroscopic landscapes.

Let us explain how this can be done. Considering a system of N particles, each of them
living in a phase space Q x R?, the meaning of the solution p(t) € P(Q x R?) of the Liouville
equation (29) is the following, when it has a density with respect to the Lebesgue measure: for any
X = (z1,...,2n) € QY and any E = (&,...,&v) € R™, 22 (X, E) is the joint probability that
the i*® particle has position and momentum (z;,&;), for every i € {1,...,N}. In Section 2.4 we
have shown that, for appropriate initial conditions p(0), we recover the mean field limit by taking
the limit N — 400 of the average over all particles but one and then by taking marginals.

The Liouville paradigm enlarges the moment setting to a probabilistic one: every agent has a
moment, but it hesitates randomly between several values that can be assigned to it. Of course the
monokinetic case through the Vlasov equation exhausts this random feature by assigning a single
moment. But it is quite remarkable, and one has to say still mysterious for us, that, for the opinion
propagation model outside monokineticity, the marginal of the full density, namely a probability
“average over all particles but one” leads through, and after the large N limit, its first moment to
the same limit as the fundamentally different “discrete to continuous” passage emblematic to the
graph limit.

It is therefore interesting to remove this “after the large IV limit” and pass directly from Liouville
to Euler and answer the aforementioned question: what is the solution to the graph limit equation
the large N limit of 7 Hereafter, we describe two ways to pass directly from the Liouville equation
(29) to the Euler equation (46).

First way. The first way, described below, is in our sense the most interesting because it does
not require to consider the Vlasov equation. Given any = = (&1,...,&n) € RN , we denote
Zs1 = (&2,...,&N) € RYY=Y . Given any p € P(QN x RYY), we define the measure Mi[p] €
PN x RV by

/ fal) = [ FXEa)6d(X.2)
QN xR4(N—-1) QN xR4N

for every f € €2°(QN x RN ~Y). The measure M [p] is a kind of moment-measure of p, standing
for the moment expectation of the first agent as a probability on the momenta of all other agents.
Then, similarly to the definition of marginals, we define the measure (M;[p])n.1 € P(Q) by

/f(wl)d(Ml[p])Nzl(xl):/ f@1) dMafp]) (X, Ex)
Q Q

N« RA(N—1)
for every f € €°(Q).

Lemma 1. In the contexts of Theorems 2 or 3, My[p(t)®]|n.1 converges weakly to y(t,-) as N —
400, uniformly with respect to t on compact intervals, with convergence estimates in Wasserstein
distance W1 under additional reqularity assumptions on G as in those theorems.

This lemma shows how to pass directly from Liouville to Euler at the limit N — 4o0.
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Second way. We have seen in Section 2.4 how to pass from Liouville to Vlasov, i.e., given any
solution p(-) of the Vlasov equation (21), choosing adequate initial solutions p(0) = po for the
Liouville equation (29), we have established that

Wil ) = s [ ol —ue) (.0

converges to 0 as N — 400, with convergence estimates under additional regularity assumptions
on G. Taking the particular test function f(z,£) = £, and defining the moment of order 1 of
Pt € P2 x RY) by

pr(t,x) = Pdiﬂ“ﬂ(lﬂ?vq)m (€)
for v-almost every x € Q (where the measures (p(t)%.,)» € P(R?) are the disintegration of p(t)%.,
with respect to its marginal on ), we thus infer that, in the conditions of Theorems 2 or 3,
x + plV(t,z) converges weakly as N — +oo to x — y(t,z) = Jre € dpe2(§), the moment of

order 1 of pu(t), with convergence estimates in Wasserstein distance under additional regularity
assumptions on G.

Lemma 2. In the contexts of Theorems 2 or 3, we have

N / &dpy ifx=uwx; forie{l,...,N},
Py (t,z) = QN x RN

0 otherwise,

(57)

and x — p{ (t,x) converges weakly to x — y(t,x) = [pa & dpeo(€) as N — +oo (with convergence
estimates in Wasserstein distance W1 ).

Proof. In Theorems 2 and 3, we have defined pyg = dx ® po,x with pg x = =, in the first case and
P0.X = Mo,z @ - ® oz, in the second case. In both cases, we have p(t) = dx ® py, x and thus,
applying Lemma 21 in Appendix A.4, p(t)%., = Zi\;1 8z, @ Pipr.x where p'(E) = &;. Therefore,
the marginal of p(t)%.,; on Q is the empirical measure v¥ = + Zf\;l 0z,, and its disintegration
with respect to v¥ is given by (p(t)%.1), = Piprx if = z; for i € {1,...,N} and 0 otherwise.
The lemma follows. 0

The formula (57) shows that, for the choices of p(0) done in Theorems 2 and 3, the quantity
oV (t,-), defined by (57) directly from the solution p(t) of the Liouville equation (29), converges
weakly to the solution y(t,-) of the Euler equation (46).

Note anyway that, in the context of Theorem 2, the inferred result is quite obvious, because,
there, we have p(t) = dx ® dz(;) and p(t)y.; = ,u?a(t) and thus (p(t)%.1)z = 0¢,¢) if © = ; for
i € {1,...,N} and 0 otherwise. Therefore p¥'(t,z) = &(t) if z = x; for i € {1,...,N} and 0
otherwise. The convergence results that we can recover here are then particular cases of those
obtained in Propositions 4 and 5.

5 Summary: relationships between various scales

In the previous sections, we have investigated the following three scales:

e the microscopic model, which is the particle system

N
gl(t): %ZG(tvmumjagz(t)ﬂgj(t))v Z:17,N, (58)
7j=1
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when extending this system by setting #;(t) = 0, in some sense we perform an extension of
the particle system to the phase space;

e the mesoscopic model, which is the (kinetic) Vlasov equation
Oy + dive (X[p]p) =0 (59)

where X[u](z,8) = [, ga G(t,z,2',6,&") du(a’, &) for every (z,£) € Q x R, obtained by

mean field limit;

e the macroscopic model, which is the Euler equation

Oy(t,x) = (At,y(1))(z) = AG(tyxax’yy(t»w)ay(ta 2')) dv (') (60)

where v € P(Q), obtained by graph limit.

Additionally, we have also considered the Liouville equation, having a probabilistic interpretation,
Op + dive(Yp) =0 (61)

where Y is a vector field in R representing the system of all particles.

Figure 1 illustrates the various relationships that we have investigated in the paper, and that
we comment hereafter.

—_

Particle to Liouville. Any solution Z(-) of (58) can also be embedded as a Dirac measure
p(+) = dx ® 0=y that is a solution of the Liouville equation (61).

Particle to Vlasov. By Proposition 1, any solution Z(-) of the particle system (58) can be
embedded to an empirical measure p(-) = “{JX,E(-)) =& Ef\il 0z; ® dg,() that is a solution of
the Vlasov equation (59). Conversely if an empirical measure pu(-) = ;LFX =(.)) is a solution of the

Vlasov equation (59) then =(-) must be a solution of (58).
In this context, the mean field limit consists of taking the limit N — 4-o0.

Particle to Euler. Any solution Z(+) of the particle system (58) can be embedded to a solution
of the (nonlinear) Euler equation (60) by setting v = v¥ = & Zf;l 0z, Y(t,x) = &) if . =
and 0 otherwise. Conversely, if v = v = L 5™ §, and if y(-,-) is a locally Lipschitz solution of
the Euler equation (60), then Z(-) = (&1(+), ..., &n ("), with &(-) = y(-, x;) for every i € {1,..., N},
is a locally Lipschitz solution of the particle system (58). Note that, however, y(t, ) may not be
zero for © ¢ {x1,...,zN}.

Alternatively, to pass from the microscopic to the macroscopic scale, by Propositions 4 and 5,
one can also take the graph limit of the particle system and thus obtain the Euler equation, with
estimates of convergence as N — 0.

Liouville to Vlasov. By Theorems 2 or 3, one can recover the solutions of the Vlasov equation
(59) from those of the Liouville equation (61), for some appropriate initial conditions p(0), by
taking marginals and taking the limit N — +o0.
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Figure 1: Relationships between particle (microscopic) system, Liouville (probabilistic) equation,
Vlasov (mesoscopic, mean field) equation, Euler (macroscopic, graph limit) equation.

Euler to Vlasov. By Section 3.1.3, given any v € P(2) and any solution y(-,-) of (60), the
v-monokinetic measure pu(-) = [y = V@0y(.,.) defined by (45) is a solution of the Vlasov equation
(59). This embedding from the macroscopic to the mesoscopic scale is completely general and is
valid for the general mean field X'[u] defined by (20) and for the general nonlinear operator A

defined by (47).

Vlasov to Euler. Here, and only here, we assume, first, that we are in the opinion propagation
model of Example 1, i.e., G(t,z,2',£,&") = o(x,2")(§ — £). Proposition 3 says that, given any
solution u(-) of the Vlasov equation (59), defining v = m,u(-) (marginal of p(-), which does not
depend on t), the moment y of order 1, defined by y(t,z) = [Rra & dps(£), is a solution of the
Euler equation (60) (which is linear in this case).

As discussed in Section 3.1.3, there is a second way, still not general, of passing from Vlasov
to Euler, by assuming that the solution u(-) of the Vlasov equation is v-monokinetic. In this case,
its first moment y is solution of the nonlinear Euler equation (46).

This projection from the mesoscopic to the macroscopic scale is not general because, in general,
y does not satisfy a closed equation.
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Liouville to Euler. Lemmas 2 or 1 in Section 4.2 show how to pass from Liouville to Euler,
for specific initial conditions p(0), by taking an adequate moment of p(t) and then passing to the
limit N — +o0.

All in all, above, all relationships are general (i.e., valid for a general interaction mapping G)
except the transition from the mesoscopic (kinetic, mean field) model to the macroscopic (Euler)
model, which is valid for the opinion propagation model but fails in general. The graph limit
procedure is of a different nature and rather relies on the usual limit in Riemann integration
theory, as explained in Section 4.

Anyway, what is interesting in the above arguments is that it may not be relevant to place the
mesoscopic level in-between the microscopic level and the macroscopic one.

6 Finite particle approximations of evolution equations

6.1 Setting

Considering the metric space (€2, dq) of Assumption (Gq), throughout this section, we assume
either that:

(01) 9 is the compact closure of a bounded open subset of R™ with a Lipschitz boundary, dg is
the induced Euclidean distance, and v is the restriction to 2 of the Lebesgue measure of R";

or that:

(O2) Qis a smooth compact Riemannian manifold of dimension n, dg is its Riemannian distance,
and v is the canonical Riemannian measure.

In the case (O1), €2 is usually called a Lipschitz compact domain of IR™ (of interior denoted by §2).
In the case (O3), for example Q may be the sphere or the torus of dimension n.

Without loss of generality, we assume that the volume || of 2 is equal to 1, so that v, hereafter,
is the probability Lebesgue measure on Q (with g—: = 1 in local coordinates).

Note that, under (Oq) or (O2), tagged partitions associated with v (satisfying (12), see Section
1.2) always exist for any N € IN*.

Let X be a Banach functional space containing €>°(€2, R?) as a dense subspace (for instance,
X = H*Q,R% for some k € Z; but L=(Q,RY) is not allowed). We consider the abstract
quasilinear evolution equation

Qey(t @) = At y(t @)y (t, ) | (62)

written for short as §(t) = A(t,y(t))y(t), where, for all t > 0 and ¢ € R, A(t,£) is a linear
operator on X, continuous from €>°(€2,R%) to the distributional space €>°(Q, R%)". The latter
(very general) assumption ensures that A(t,€) has a Schwartz kernel [A(t,€)] € €°( x Q, RY),
Le., A(t,E)y(x) = [o[AE &)](z, 2" )y(z") for every y € €°(9, R?) where the integral is understood
as ([A(t, 2)](z, ), y) with the distribution bracket.

Assuming that ¢ — y(t) € X is a solution of (62), since y(t), as an element of the functional
space X, is a function on €2, in the sequel we denote indifferently y(¢)(x) = y(t, z) for all t > 0 and
x e

Our objective is to prove that, under appropriate assumptions, solutions t — y(t) of (62) can
be approximated by the solutions of a family of finite particle systems.

Particle approximations are well known for some classes of PDEs, like fluid equations: for fluid
Euler or Navier-Stokes equations, one often speaks of “fluid particles”, in accordance with the
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classical Eulerian or Lagrangian viewpoints. In this section, we show that particle approximations
can be achieved for much more general PDEs and even for abstract evolution systems like (62).

The idea relies on Theorem 4 in Section 4.1, which shows that the solutions of Euler equations
(46), with A defined by (47) with a continuous interaction mapping G, can be approximated with
the solutions of the family of particle systems (16) (indexed by N) corresponding to G. A linear
PDE, with an unbounded operator, cannot be written as the Euler equation (46) because, with a
continuous mapping G, one cannot generate by (47) an unbounded operator A. This is why we
are going to introduce, in addition to the parameter N, another (small) parameter ¢, in order to
approximate unbounded operators A by a family of bounded operators A. to which we can then
apply the particle approximation result of Theorem 4.

Preliminaries and strategy. We have seen in Proposition 3 in Section 3.1.1 that, taking
G(t,z,2',£,&) = o(x,2") (£ — &) (opinion propagation model), we obtain the linear Euler equation
(43) with A defined by (44).

Actually, if G(t,z,2',£,&") = o(xz,2")¢, setting y(z') = [a & dper () as in Section 3 (moment
of order 1 of p), the mean field X[u](¢, z, ), defined by (20), does not depend on (t,€) and is given
by

Xpl(z) = /Q o(x, 2" )y(2") dv(2’) = (Ay)(x)

which thus defines the Hilbert-Schmidt operator A of kernel o with respect to v. Following Section
3, if t — p(t) is solution of the Vlasov equation (21) then its first-order moment t — y(t,-) is
solution of the linear Euler equation 0,y = Ay.

The above operator A is bounded, but replacing o with a general distributional Schwartz kernel
[A] and having in mind the Schwartz kernel theorem, one is led to consider a general linear operator
Ay(z) = [[A](z,2")y(2"). For instance if [A](z,2’) = J],, the distributional derivative of the Dirac
measure &, at x, then A = —0,.. The differential equation 9,y = Ay is then the transport equation

Let us use the above example as a paradigm to approximate arbitrary unbounded operators,
by designing a sufficiently smooth approximation o, of an arbitrary Schwartz kernel [A]. Following
this idea, we set

GE(t7 x? xl7£’£/) = J€(t7 :E7 x’?&) 5/ (63)

where € > 0 is a small parameter. Recalling that v is here the probability Lebesgue measure on
Q, given any ¢ € (0,1] we consider the Euler equation corresponding to (63), given by

Ue(t) = Ac(t, ye (t))ye (t) (64)

where
At E)y(x) = /Qas(t,a:,x',f)f(x') A VfeE™Q) Yoo eRxQxRL (65

In what follows we are going to design an adequate interaction function o. such that A. defined by
(65) converges to A defined by (75) as € — 0, in an appropriate sense. For instance, if o.(z,-) is
a smooth function (not depending on (t,£)) approximating the distributional derivative §, of the
Dirac measure at x, then A. — A = —0, and hence at the limit ¢ — 0 we recover the transport
equation Oy + 0y = 0.

Given any ¢ € (0, 1], let us now introduce the particle approximation of (64). Let (AY, X™V) yen-
be a family of tagged partitions associated with v (satisfying (12), see Section 1.2), with AN =
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QN .. 0QF) and XV = (2V,... 2Y). We consider the particle system corresponding to (63),
given for every N € IN* by

N
(1) = 1 oult 2 € 0)EN () (66)
=1

Denoting by ¢ = EN(t) = (£,(2), ...,y (t)) an arbitrary solution (well defined and smooth on
R) of (80), we set

N
yr (t,2) = Y=y () = Zﬁé\,}i(t)]lggv (z) V(7)€ RxQ. (67)

Note that y~ is € in ¢t and piecewise constant in z, and that y(t,z}V) = 52@(15) for every
ie{l,...,N}.

The particle system (66) is expected to provide a particle approximation of the evolution
equation (62), in the sense that it is expected that solutions y of (62) are limits of y» as N — +oc0
and € — 0.

However, since the particle system (66) does not have any (classical) limit as € — 0, in order
to derive convergence estimates we will have to let NV tend to 400 and € to 0 at some appropriate
scale. Our strategy will be in two steps:

1. For any ¢ fixed, by Theorem 4 in Section 4.1, we obtain a convergence estimate as N — 400
for the particle approximation (66) of the solutions y. of the “e-Euler” equation (64), with
constants keeping track of the dependence with respect to ¢, of the form, for any 7" > 0 fixed,

C
Iy () = 4 (D)l 1= @me) < e V[0, T]

for some constant C' not depending on (g, N), where L.(t) is related to the Lipschitz constant
of G (defined by (63)) and thus to that of o.. The dependence with respect to ¢ is thus
encoded in the definition of the function o, that approximates the Schwartz kernel of A.

2. Derive a convergence estimate of solutions y. of (64) to solutions y of (76): in what follows
we do this in two possible ways. A first way is to use semigroup theory and its generalizations
to the quasilinear case, in order to obtain estimates from the Duhamel formula; in this way,
we will obtain convergence estimates in L? norm. A second way, without any semigroup
assumption, is to perform a monokinetic lift of (64) to a Vlasov equation (see Proposition
4 in Section 3.1.3) and then to use stability properties for Vlasov equations; in this way, we
will obtain convergence estimates in Wasserstein distance Wj.

The convergence estimates of particle solutions of (66) to solutions of (76) are then obtained by
the triangular inequality. They depend on N and of ¢, but as already alluded the estimates blow
up when ¢ — 0 with N being fixed and thus the limits must be done with some appropriate scaling.

Structure of the section. In Section 6.2 we give a general particle approximation result for
the abstract evolution equation (62). To clarify the exposition we first treat the case where the
operator A does not depend on (¢, y), under the assumption that A generates a Cy semigroup. This
is already a very wide and interesting class. The main result is Theorem 6. We then show how to
extend it to the non-autonomous case and to the quasilinear case under appropriate assumptions
that generalize the concept of Cy semigroup.
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Although very general, these results are however abstract and not constructive. In Section 6.3,
we consider quasilinear PDEs, with classical differential operators, and thanks to convolution we
design explicit finite particle approximations. In this section, the main result is Theorem 7.

Finally, in Section 6.3.2, we extend our results to the case where A does not necessarily generate
a semigroup. The price to pay is that, instead of obtaining error estimates in L? norm, we derive
error estimates in Wasserstein distance W7.

6.2 A general abstract result within semigroup theory
6.2.1 The autonomous case

Semigroup assumption. We assume that the operator A on the Banach space X is defined on
a dense domain D(A) C X and generates a Cy semigroup (e*4);>0 in X. In particular, there exist
M > 1 and 8 > 0 such that

e Lix) < MePt vt > 0. (68)

Given y° € D(A), there exists a unique solution y € C°([0, +00), D(A)) N C((0,+00), X) of (78)
such that y(0) = y°, which is y(t) = e!4y° (see [20]). In what follows we are going to approximate
this solution y by finite particles.

Bounded operator approximation. We assume that there exists a family of bounded opera-
tors A on X, indexed by e € (0, 1], satisfying the following properties:

e Denoting by e*4< the usual exponential of a bounded operator, we have

e llucx) < M Wez0 Vee (0.1] (©9)

e For every T > 0, there exist a Banach subspace Z C X, dense in X, C4 > 0 and a continuous
function x : [0, 1] — [0, 400), satisfying x(0) = 0, such that

1(Ae = Ayl x < Cax(@)ly®)lz  vte[0,T]  Vee(0,1]. (70)

e For any ¢ € (0, 1], the (density of the) Schwartz kernel o, of A, (defined by (65)), is Lipschitz
continuous on 2 x €.

An example of bounded approximation operator A, satisfying (69), not explicit but fully general,
is given by the Yosida approximant

1/1, !
A, =JA where J. = - gld —A ,

which satisfies (69) (see [20, 36]. The assumption (70) entails two things: first, it requires that
y(t,-) be sufficiently regular; second, it refers to convergence estimates, which are often proved
by explicit approximation constructions (see also [30] for finite-dimensional approximations with
error estimates), as we will do hereafter. For instance when X = L2(€2, R%), the Banach space Z
may be a subspace of functions of X having a certain number of bounded derivatives. The third
assumption is related to the regularity of A.; for instance if A is a differential operator then it is
satisfied by iterating the Yosida approximation, taking A. = JJA for j large enough. Of course,
if A is unbounded then |lo¢ ||z 02y + Lip(o:) — +o00 as € — 0. All in all, the first assumption
(69) (which is classical in the Trotter-Kato theorem) is the most stringent; it is usually established
in practice by means of dissipativity properties, and this is also what we will do in the explicit
construction hereafter.
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Theorem 6. Let T > 0 be arbitrary. In addition to the above semigroup and bounded approz-
imation operator assumptions, we assume that y° = y(0) is Lipschitz continuous on 2 and that
y € LY([0,T],Z). For anye € (0,1] and any N € IN*, let t — ZX(t) = (£, (1), ..., N n (1)) be the
unique solution of (80) such that fé\g(O) =y (x]N) for everyi € {1,...,N}, and let y~ be defined
by (67). If there exists a continuous and dense embedding L°°(Q7]Rd) — X, i.e., if there exists
Co > 0 such that ||z||x < Cuol|2||z for any z € L®(Q, R), then

Iy = yllwoo.ry,x) < CaMeP (5)||:UHL1([0,T],Z)
+ Ncgcoo exp <2T|\05HL°° + 271y £ Lip(og)e”“%“m) (71)

for every N € IN* and every € € (0,1].

Proof. Given any € € (0,1], since A. is bounded, there exists a unique locally Lipschitz (in %)
solution of (64), i.e., of dyy. = A.ye, such that y.(0,-) = y(0,-) = y°(-), which is given by
ye(t) = e ey,

The proof, which is easy, is done in three steps: in the first, we establish that y. converges to
y; in the second, we apply Theorem 4 (see Section 4.1) to prove that y. is approximated by the
solutions of the particle system (66); we conclude by the triangular inequality.

First step: convergence of y. towards y. Given any ¢ € (0,1], writing that d:(y. — y) =
Acye — Ay = A (ye —y) + (Ac — A)y and integrating, we obtain (Duhamel formula)

yelt) — y(t) = / DA (A. — Ayy(s) ds,

and using the Jensen inequality (|| - || x is convex) and the estimates (69) and (70), we infer that

o) = < [ e (e = Ayt s
</0 M U9)||(As = A)y(s)|lx ds < CaMe” Xyl o.,2) (72)
for every ¢ € [0,T].
Second step: particle approximation. Given any ¢ € (0, 1], since y.(0) = y° € LOO(Q,]Rd)

and since 9yye(t,) = [, 0:(, 2" )ye(t,2") da’ and Ey(t) = % Z;\Izl oc(z, ) )EN(t), estimating
roughly and mtegratlng we get that

max ([EX () oo 9= () L@ mey) < €17 @ g0 oo g ey VEZ 0. (73)

Since 9 is Lipschitz continuous, it follows from the second item of Theorem 4 in Section 4.1 that,
for every t > 0, y.(t) is Lipschitz continuous on €, with Lip(y.(t)) < e**<®) (1 + Lip(y°)) and

2C; .
192 () — (Do) < (14 i) ¥t >0, (74)
where, using (73) and the particular form of the mapping G, defined by (63), L.(t) is defined by

Le(t) = Jloel| = + Lip(oz)e! 171> [y .
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Conclusion. We have ||y (t) — (¢, )| x < CoollyN (t) —ye(t)|| L. Using the triangular inequal-
ity, we infer from (72) and (74) that, for every ¢ € [0,T] and every ¢ € (0, 1],

2 .
ly(t) =y () x < CaMe? x(e)llyll L ory,2) + 0ol + Lip(y”))e*" <)

and (71) follows, using (73). O

Comments on Theorem 6. To illustrate and understand the convergence estimate (71), let us
assume that x(¢) ~ ¢ and that ||o.| =~ + Lip(c.) ~ % for some k € N* (this will be the case in
the explicit construction hereafter). Then, ignoring constants, the right-hand side of (71) is of the

order of
1 1 1
€+ N exp P exp =% .

In order to pass to the limit as N — +o0o and € — 0, it is appropriate to choose parameters such
that this term tends to 0 An optimization argument shows that the best choice for ¢ in function

of N is .
1 3
N (lnlnN>

as N — +o00, and in this case the estimate (71) gives

Cst

lnlnN)k (1+o(1)).

lyl, — Yllgo(o,m,22(0,mey) < Cst <
Such estimates are reminiscent of those found in [9] concerning the linear Boltzmann and the
(hydrodynamic limit) heat equation.

The above double exponential (or double logarithm) is a general estimate that can be improved
under additional assumptions. Indeed, the estimate (73) is very rough and can be improved for
example if the norm of e!4< as a bounded linear operator on L>(f) is uniformly bounded with
respect to € on compact intervals of time.

6.2.2 Extensions

Non-autonomous case. In the previous section, we have considered a linear autonomous oper-
ator A. Theorem 6 can be straightforwardly extended to the case where the operator A(t) depends
on t, under the assumption that the family of operators (A(t))ogigr satisfies the requirements
of [36, Chapter 5, Section 5.3, Theorem 3.1] (see also [20, Chapter VI, Section 9.a]), which are
standard assumptions in order to extend classical results for semigroups to the instationary case.
In particular, it is required that there exists 5 € R such that A(t) — 8id is m-dissipative for every
te0,17.

In the proof, the semigroups e!4 and e'4< are replaced with the respective (so-called) evolution
systems U (¢, s) and Uc(t, s), defined by 0;U(t,s) = A(t)U(t,s) for 0 < s <t < T, U(s,s) =id and
U(t,r)U(r,s) = U(t,s) (same for U:). Moreover, we have |[U(t,s)||1(r2(0,r?) < MeB(t=5) . The
assumption that [|U:(, s)| L(r2(0,me)) < MePt=5) for any ¢ € (0,1], is the instrumental fact in
the proof of the estimate (72) inferred from the Duhamel formula.

Quasilinear case. Finally, Theorem 6 can be extended to the general case of the quasilinear
evolution equation (62), by assuming that the family of operators A(t,y), for 0 < ¢t < T and y € X,
satisfies the requirements of [36, Chapter 6, Section 6.4, Theorems 4.3 or 4.5]. As previously, then,
we deal with evolution systems U (¢, s,y) and U.(t, s,y.), we still have the Duhamel formula and
the instrumental assumption [|Ue(t, s,y )|l £(22(0,me)) < MeBt=2),
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6.3 Application to PDEs and explicit construction

In local coordinates x on 2, we denote D = 97* --- 95~ where 0; is the partial derivative with
respect to the it variable of 2 (which we do not denote by x; because the notation is already used
for the tagged partitions), where & = (e, ..., ;) € IN" and we set |a] = > | ;.

Let p € IN* be arbitrary. For every a € IN" such that |a| < p, let aq € L®(R x Q x R?) be a
function of (¢,z,¢). Throughout the section, we assume that X = L2(Q, R%) and that

At =D an(t, & D* V() eRxRY, (75)

la|<p

i.e., we consider the quasilinear partial differential equation

aty(tv -75) = Z Ao (ta T, y(t’ x))Day(t, :E) = A(tv y(t’ x))y(t’ m) (76)

la|<p

with some prescribed conditions at the boundary of 2 when there is a boundary. As an application
of Theorem 6, our objective is to prove that, under appropriate assumptions, the solutions of (76)
can be approximated by the solutions of a family of finite particle systems, of which we design an
explicit construction.

6.3.1 The autonomous case

In this section, we assume that the coefficients a, in (75) do not depend on (¢, &), i.e., an € L>(Q)
for every @ € IN™ such that || < p. The operator A defined by (75) is then a classical differential
operator, given by

A= > anD* (77)

la|<p

and (76) is then the linear autonomous PDE

Oy = Ay = Z aq D™y. (78)

lal<p

For every k € [1,400], we denote by WP*(Q) the Sobolev space of functions f on € whose
partial (distributional) derivatives up to order p are identified with functions of L*(), endowed
with the norm

I fllwek ) = m

D“ .
max D% fll )

For k = 2, we denote HP(2) = WP2(Q).

Semigroup assumption. We assume that the operator A on LZ(Q,]Rd) is defined on a do-
main D(A) ¢ H?(Q,R?), dense in L2(Q,R?), which may encode some Dirichlet or Neumann
like boundary conditions, maybe of higher order, and that there exists 8 > 0 such that A — id
generates a Cy semigroup of contractions in L? (Q,]Rd). Hence we have M = 1 in the inequality
(68) and, by the Lumer-Phillips theorem, A — 8id is m-dissipative (see [20]), which means that it
is dissipative (i.e., (A — Bid)f, f)r2(n) < 0 for every f € D(A)) and that Ran((8 +1)id — A) =
((B+1)id — A)D(A) = L2(Q).
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Particle approximation. Let n € €°(IR") be a nonnegative symmetric smooth function on
IR™, of compact support contained in the closed unit ball B(0, 1), such that f]R" n(z)dx = 1. Here,
symmetric means that 7(z) = n(—z) for every x € R". We set C;) = [. [|=[n(z) dz. For example,
we can take

(o) = { e/ il <1,
" 0 otherwise,

where ¢ is a normalization constant. Given any € € (0, 1], we denote by 1. € €>°(IR") the (mollifier)
function given by
1
ne(x) = —n (£> Vr e R"
en " \e¢
and we define the function o, (not depending on (¢,&)) on Q x Q by

o.(z,2') = Z Ne(x — 2)an(2)(Dne)(z —2')dz Va,2’ € Q x Q. (79)
lal<p
We have 0. € (2 x ) (it is smooth up to the boundary). The mapping G, is defined by (63);
it does not depend on (¢,§).

Given any ¢ € (0, 1], we consider the family of particle systems (66), indexed by N, associated
with the family (AN, XV)yen+ of tagged partitions. Here, for any N € IN*, the particle system
(66) is autonomous and is written as

) 1 &
Nt) = NZ%@ZN,%% M) (80)

Theorem 7. We assume that the coefficients ao of A, in (77), are Lipschitz continuous on €2,
i.e., are in W1H>°(Q).

Let T > 0. We assume that y € L*([0,T], WPt120(Q, R)) is a solution of d;y = Ay such that
y(0,-) € Lip(Q, R%).

For any e € (0,1] and any N € IN*, let t — EN (t) = (€0, (¢), . .. ,§2’N(t)) be the unique solution
of (80) such that £N;(0) = y(0,2)) for every i € {1,...,N}, and let yY be defined by (67).

Then, there exists C' > 0 such that

1 C C
€0([0,T],L2(Q,R%)) < C (6 + N exp <€n+p+1 exp (€n+p)>> VN € IN* Ve S (O, 1],
(81)
except in case (O1) when n =1, in which case the first term € in the parenthesis at the right-hand
side of (81) must be replaced with \/e.

lyY —y

As discussed after Theorem 6, in order to ensure convergence as N — +o0o0 and € — 0, the best

1
1nlan) "tP as N — 400, and in this case the estimate (81)

choice for € in function of N is ey ~ (
gives

1
c o\
ly2 — Yllwo(o,11,22(2,R4)) < <1nlnN) (I1+0(1)).

The rest of the section is devoted to proving Theorem 7. We are going to apply the item ?7 of
Theorem 6 with X = L2(Q,R%), Z = WPtL2(Q,R?), Co, = 1 (because [ = 1), M = 1.

Recall that the operator A. is defined by (65), i.e., Acy(z) = [, 0c(x,2’)f(2") dz’ for every
f e €>(N) and every x € Q, where, in the present case, o, is defined by (79), and we have

CL . CL
and Llp(O'E) < m

loelle < %
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for some constant C';, > 0 depending on 7 and on the Lipschitz constants of the coefficients a, but
not depending on €.

We have to prove that the assumptions (69) and (70) are satisfied, and we are going to compute
C4 and x(¢). To do that, we first express A. using an unusual convolution that we introduce next.

Definition and properties of a convolution operator. Given any k € [1,+00) and any
f € L¥(), let us define and give some properties of the smooth approximation 7. xq f € €°°(Q)
of f for any € € (0,1].

In the case (O4), i.e., when Q is a smooth compact Riemannian manifold of dimension n, using
a smooth partition of unity over an atlas of  we can always write f =Y " f; for some m € IN*
and for some functions f; € L¥(Q) whose essential support is sufficiently small, contained in a
chart of the atlas. In each chart, we are locally in IR™ and we can then define n. x f; with the
standard convolution for € > 0 sufficiently small. At the global level, this defines the function
Ne *q | € €= ().

In the case (Oa2), i.e., when  is the compact closure of a bounded open subset of R™ with
a Lipschitz boundary, we have to be careful with the boundary. Given any f € L?(Q2), for any
e € (0,1], we define the function 7. xq f on Q by

nsa f@) = [0 -a)p@)as reo

but we stress that this is not a usual convolution and thus the usual properties of the convolution
cannot be used directly. This is why, hereafter, we relate this unusual convolution with the usual
one, by extending functions on  to R"™ by 0 outside of Q. Given any f € L%(f2), we denote by
f the extension of f to R™ by 0. For any e € (0,1], the consider the function 7. « f € € (R")
defined by the usual convolution

-+ D@ = [ o)) d' = [ o= a)fe)ds Ve e R

Q

whose support satisfies supp(7. * f) C Q+ B(0,¢). We have
ne*a f = (0% fio,

i.e., 1. *o f is the restriction of 1. x f to Q. Hence 7. *q f € €°°(Q): it is smooth up to the
boundary of the compact domain Q2. We also have 7. xq f = (f x7.)|o. Finally, as a consequence
of the properties of the usual convolution, we have 1. xq f — f in L?(Q2) as ¢ — 0.

More generally, for every a = (aq,...,a,) € IN", the respective functions D*(n. xq f),
D(ne) *q f and 1. xq D f (provided that D*f € L*(2) in the latter case) are smooth on Q and
are the restrictions to €2 of the respective smooth functions D*(n. x f), D¥(n:) * f and n. x D f
on R™.? In particular, the function A(n. xq f) is the restriction to Q of A(n. * f).

With these definitions, in both cases (O1) and (Os), for every a = (v, ..., a,) € N we have
D(nexq f) = (D) xq f = n- q D f for every f € L*(Q) (such that D*f € L?(2) for the last
equality) and D%(n. xq f) — D®f in L*(Q) as e — 0 if D*f € L?(£2). We also have

oo(z,2') = (na *xo Y aa(-)(Dn.)(- —x'))(m) Vo, 2’ € Q.

la|<p

3There is a small subtlety for defining the latter one, removed by noting that Daf = bz} a.e. if Df € L2(Q).
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Expressing A. with the convolution operator 7.xq.

Lemma 3. Given any € € (0,1] and any f € €<(9), we have®

Acf =m0 Alne xo f) = (e (Al x f)l0))

Proof. For x € Q fixed, we have, using that D*n. xq f = D*(n. *q f),

() = [

Q

oo, f@) ' = (v Y aoDnvn 1)) = (150 Al =0 ) o),

lal<p

thus giving the lemma. O

Uniform stability property (69). Thanks to Lemma 3, we can now establish (69).
Lemma 4. For all f,g € L*(Q), we have (n- *a g, f)r2(0) = (9,1 *a f)2(0)-

Proof. By definition, we have 1. xq g = (1 * §)|o, but since f=0o0nR"\Q, we have (1. *xq
9, )2 = (M * 7, f)Lz(]Rn). Now, using the fact that 7. is symmetric, i.e., that n.(z) = n.(—2)
for any z € R", and that this property ensures that the usual convolution by 7. is symmetric
in L2(IR"™), we infer that (n. xq 9, ez = (9,1 * f}Lz(Rn). But the latter term is equal to
(9,m: *xa f)r2(0). The lemma is proved. O

Lemma 5. Like the operator A — (id, the operator A. — Bid is m-dissipative on L*(1, Rd), for
any € € (0,1]. As a consequence, we have

HBtAE ||L(L2(Q,le)) < eﬂt and HetA||L(L2(Q7Rd)) < eﬁt Vi 2 0 Ve € (0, 1}
Therefore, (69) is satisfied (with M =1).

Proof. Given any f € €°°(Q2), applying Lemma 4 to g = (A — Bid)(n. *q f), we have

(Ac = Bid)f, f)r2() = (N %o (A= Bid)(n- %o f), f)r2) = (A = Bid)(n-*a [),1: *a f)r2(@) <0

because A — (id is dissipative. Since A. is bounded, we have D(A.) = L?(2), and thus its adjoint
A? is bounded and D(AZ) = L%*(Q). Therefore, obviously, A* — Bid is also dissipative. The
conclusion now follows from the Lumer-Phillips theorem (see [20, Chapter II, Corollary 3.17] or
[36, Chapter 1, Theorem 4.3]). O

Remark 11. Lemma 5 is the key step where we use the particular form A, f = 7. xq A(n: *q f),
in order to ensure dissipativity. It would not work if we had chosen A.f = A(n. xq f). Note
that, as mentioned in Section 6.2, (69) is always satisfied when choosing the Yosida approximant

A, = % (%id — A)_l A. The interest of the above construction is that it is completely explicit.

4The function A(ne xq f) is the restriction to Q of the function A(ne x f) and, denoting by ge = A(ne * f)]lg the
extension to R™ by 0 of the function A(ne xq f), the function ne xq A(ne xq f) is the restriction to Q of the function

MNe * ge-
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A first convergence property of A..
Lemma 6. Given any f € €°°(2), we have A.f — Af in L*(Q) as e — 0.

Proof. By the triangular inequality, using the expression of A, given by Lemma 3,

IAcf — Afllz2) < lIme %o (A(ne xa f) = Af)ll2) + 7 %o Af — Afll2()-

The second term at the right-hand side of that inequality converges to 0 as € — 0, because Af €
L?(€2). To handle the first term, we use the Young inequality ||gxh|-rn) < Bp.gll9ll e @) |Bl Lo (mm
with ¢ = 1., h = 7. where 1. = A(n: *xq f) — Af, and with r =2, p = 1 and ¢ = 2, obtaining

[me *xarellL2) = (0= * 7o) ol L2mny < (176 *TellL2mn) < 21 @) I7ellz2@mny = @)

because [|7:]|r1(o) = 1, and we conclude that A.f — Af in L*(2) by noticing that r. — 0 in
L?(Q) because

775 *Qf Z aqD 775 *Qf Z Aalle *Q Daf — Z aaDaf Af

le|<p le|<p lel<p
in L?(Q) as ¢ — 0. O

In terms of Schwartz kernels, the kernel of A, is obtained by convoluting to the left and “to the
right” (in some sense) the Schwartz kernel of A with 7., and that, for every « €  fixed, the function
'+ o.(x,z’) converges in the distributional sense to the distribution Zlalgp(—l)“"'aaéy) as
€ — 0 (where 5 is a distributional derivative of the Dirac &, at x), which is the Schwartz kernel
[A](z,-) of A.

The convergence property stated in Lemma 6 is not enough to get (70). We need to refine
the analysis and establish some error estimates. We start by refining our analysis of the unusual
convolution operator introduced previously.

Convergence estimates for the convolution operator 7.xq. Set C, = max|y|<p ||aa|lw.~ @)
We introduce the following notation: in the case (Oz), for any € € (0, 1] we define the compact
subset 2. of 2 by

Q.={ze€Q | do(z,00) 2} =R"\ (R"\ Q+ B(0,¢2)).
There exists a constant Cyq > 0 such that
‘Q\QE| < Choe™ VEE(O,l].

In the case (O7) we simply set Q. =  and Cyq = 0.

We will also need to use extension operators in the case (Os): according to [42, Chap. VI,
Sec. 3, Theorem 5] (see also [13, Chap. 12]), there exist Cr > 0 and a linear continuous operator
E mapping functions on §2 to functions on IR", such that the restriction of Ef to § coincides
with f and || Ef|lwinxmn) < Cpllflwirq) for every f € Wi*(Q) and for every j € N and every
k € [1,400] (Stein extension). In the case (O1), accordingly, we set Cg = 1.

Lemma 7. Given any ¢ € (0, 1], we have
[ne *a f = flle=(@) <2 fll=@)  Vf€LT(),

ne xq f(z) = f(@)] < CpCye| fllwrm)  VeeQ.  VfeWh™(Q).
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Proof. The first inequality is obviously obtained by using that ||5.+f|| L ®n) < || 1l Le(Rn) because

el 2 (mrmy = 1.
Let o € €. be arbitrary. Since supp(n.) C B(0,¢) and thus supp(n.(z — -)) C B(z,&) C , we
have [, n.(z — ') da’ = [, 1:(x —2’)dx’ = 1, hence f(x) = [, ne(x —2') f(x) dz’ and

e+ £@) = @) < [ e =) = @I’ < [ o= )EF) - Ef )] do

where Ef is the Stein extension of f, defined above (actually the latter inequality is even an
equality because 1. (z — ') = 0 for any 2’ € R" \ ©, since z € §.). It follows from the mean value
theorem that

Bf(a') ~ Ef@)] < |Eflwiw@nllz 2/ < Colflwr=oylz — 2]

Hence

1 z—2a
e f(z) = f(@)] < Cellfllwi~@) /}Rn ol ( . > |z —2'||da’ = CrChel fllwr.= (@)

by using the change of variable 2’ = z — es.

Note that, in the above argument, we have used a W1 extension of f (and not the extension
by 0, which is not in W>°(IR™)) in order to use the mean value theorem, because, in the case
(02), © may not be convex. O

Convergence properties (70) of A.. We are now in a position to establish (70).

Lemma 8. Given any ¢ € (0, 1], we have

[(Ae = A) fllz= @) < 4Callfllwr=@) — Vf € WP™(Q), (82)
(Az — A)f ()] < WOEC,Catl|flwriim Yo €Qe  Vfe WrHhe@)  (83)

As a consequence,
[(Ac = A)fll 12y < 20Cay/CHC2E2 +4Co02" | flwrir ey VF €WPFE™(Q),  (84)

and therefore (70) is satisfied with C4 = 2pC, and x(g) = \/0%072]62 + 4Cqe™.

Note that, in the case (O3), we have Cyn = 0 and then the above estimate is in £. Actually,
in both cases (O1) and (O2) the estimate is in € as € — 0 except in the case (O;) when moreover
n =1, in which case the estimate is in /.

Proof. For any a € IN" such that |a] < p, noting that D*(n. xq f — f) = ne xq D*f — D f, we
infer from Lemma 7 applied to D*f that

DM *xa f — f)llee) < 2/ fllwr. @)
[D%(ne % f = )(@)] = |ne xo (D f)(2) = D f(2)] < Celhe|fllwitiat=(@) Vo € Qe
and thus, using that A =3, . aoD* and that [|aa |z (@) < Ca, we obtain
|A(Me % f = fllL=@) < 20Callfllwe ()
|A(ne*a f — f)(@)] < pCrC,Cocl|fllwrti. ) Yz € Q..
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Besides, we infer from Lemma 7 applied to A(7: xq f), using that |laq w1 ) < Ca, that
[me xa A(ne xa [) — A(ne *xa [)llL=(@) < 2[AMe *xa f)llL=@)
< 2pC4l|ne *a fllwee @) < 20Cal| fllwe. )
and
e %o A(Me xa f)(x) — A(ne xa ) (@) < CpChel|Ane xa f)llwr=(q)
< pCEC,Cat|n: xa fllwrt=@) < PCECHCo| fllwrire) Vo € Qe

where we have used that ||n.xg|| e mn) < ||g]| Lo (rn) for any g € L>(IR™) (note that ||n.|| L1 (rn) =
1). Finally, by the triangular inequality, we have

[(Ae = A)f ()] < |me %o A(e *a [)(x) = A(ne xa f)(@)| + [A(e %o | — f)(@)]

and the estimates (82) and (83) follow.
To establish (84), we write

(A = ) ey = [ (A = D f@P Ao+ [ (A= Af@) da
QE Q\QE
Using (83), the first term is estimated by

/ (Ae = AV F@)[ di < 4P CECEC2E) Iypsr

=

and using (82), the second term is estimated by
/Q\Q (Ae = A) f (@) dz < [(Ae = A) Il () 12\ Q| < 16p°CE| 70, () Con "

and the conclusion follows. O

6.3.2 Extensions
As explained in Section 6.2.2, Theorem 7 can be straightforwardly extended to non-autonomous

linear and quasilinear PDEs, under appropriate assumptions.

Non-autonomous linear PDEs. Theorem 7 is first extended to the case where the coefficients
a. depend on t, i.e.,

(Ay)(@) = Y aalt,x) (Dy)(x) Yy e E(QRY) V(o) e RxQ,

lal<p

by assuming that the norms of the coefficients a,(t,-) in W1>°(Q) are uniformly bounded with
respect to t on any compact interval, and by assuming that the family of operators (A(¢))o<i<r
satisfies the requirements of [36, Chapter 5, Section 5.3, Theorem 3.1].
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Quasilinear PDEs. For the general quasilinear PDE (76), i.e., the case where the coefficients
o depend on (t,z,€) € R x Q x R?, G, is defined by G (t,z,2',&, &) = o.(t, z, 2, )& with

ritaa ) = [ 0= ¥ ault 2D ) o),

la|<p

Theorem 7 is also be extended to that case, by assuming that the norms of the coefficients a, (¢, -, €)
in WhH>°(Q) are bounded, uniformly with respect to (¢,£) on any compact, and by assuming that
the family of operators A(¢,£), for 0 <t < T and £ € R, satisfies the requirements of [36, Chapter
6, Section 6.4, Theorem 4.3].

6.4 Particle approximation of PDEs without semigroup property

In this section, we provide another type of particle approximation of a general class of non linear
PDEs non necessitating the semigroup property of the preceding section. The strategy and the
proofs are different from those of Section 6. We restrict the study to the 1D case and we take
=0, 1]. Let us consider the quasilinear PDE

P
Oy(t,x) =y a;(y(x), @) Diy(t,z), y(0,2) = y°(x), z € [0, 1]. (85)
j=0
with a; Lipschitz continuous, | =0, ..., L.

In order to avoid boundary conditions issues, we suppose a;(-,0) = a;(-,1) = =1,...,L.
Therefore (85) can be alternatively seen as a PDE on R by taking a;(-,z) = O §Z ( 1),l =
1,...,L.

We will show in this section that (85) is the graph limit, as N — oo,e — 0, of the system of
particles

N p _(z—a")?
1€ 2e
N; i, J, fmf] G 1? x af 5 Z ) W (86)

More precisely, let us associate as previously to (86) the system

Sil‘i(t)zo
N
Z (t 20,25, &), &(1),  i=1,...,N

we have the following result (we take for simplicity x; = ﬁ, i1=1,...,N).

Theorem 8. Let T > 0 and y° be such that there exists a unique solution y(t,x) =: y*(z), 0 <
t<T, x €0,1] to (85), L differentiable with DLy Lipschitz for all0 <t < T.
Let ®F be the flow generated by the system (87) and p(t) = (PF).po with po = sz\;1 Oy D0y0(z,)-

Finally, set
i = [ €l waldo).
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Then, for each 0 <t < T, € small enough and N € IN,
- _ B (L+1)d 3
Wl(yé,N,yt) <ef (L+1)dLuo(t)2t/2 (EzBuo (t) + ETKMO (t))

( sup Llp( _o a5 (y* (x),2) D} y“(m)))t
€

z,€,5<t

+ N (88)
where the constants Ly, (t), L, (t), L, (t) are defined in (112).
Proof. Out of the particle system (86), we define the Vlasov equation
ji(.€) = Ve ([ Gulara' &€ (e’ dE ) (59)

and the associated flow ¢!, defined for any solution u' to (89) by

p' = oL, o

The limit as € — 0 of (89) is the equation,
P
i@, &) = Ve - [G(2,€, D,) / &, dep(w, ), G(z,6,D,) =Y a;(&, @)D, (90)
§=0

posed on monkinetic measures and associated to the flow ¢! the same way as for (89).
Thanks to Lemma 23, Theorem 8 is an immediate corollary of the following Vlasov type equiv-
alent result.

Theorem 9. Let ®5 be the flow genemted by (87), let ut the solution to (90) with the monokinetic
initial condition pg(w, &) := 6(& — y°(z)) where y° satisfies the same hypothesis as in Theorem §

and let again po(X,Z) = H 8w — 5)0(& — ' (%))

ote that under the ypot esis on U, 18 unique for a <t <1, with a first moment
N h der th h h to, pt i ) 1o <t < T, with
J & put(x,de")] L-differentiable and Lipschitz continuous.

Then, for all0 <t < T,

1
_ —(L+1)d 3
s —(L+1)d 2 _ € _

(@)oo i) < o a0 (28, 0+ S )

¢ sup Lip ([1G(6, D)€ (.8 )
i 91)
+ I (

where the constants Ly, (t), Ly, (t), L, (t) are defined in (112).

Indeed, taking ug(x,&) = 5(& — y°(z)) we know that u'(x,€&) = 6(€ — y(z)) solves (90) if
and only if y* solves (85). Therefore (88) is a consequence of (91), and Theorem 8 follows by
J & ut(-,d¢")] = y*. Theorem 8 is proved. O

Proof of Theorem 9. Let us consider the flow qbfm associated to the linear equation

0.6 = Ve (000.6.D.) [ €0, 2.9).
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Let as before u% = (po)%,;- By the Lipschitz hypothesis on [ &'p*(x,d¢’), i.e. on [ G(x,&, Dy)& p* (2, d€']
we know that

¢ sup Lip (f[G(2.£, D)€ n* (2,d€")])t

Wi (p', (@)t ) = Wi((8h, )wttos (0, )p) < € =65< Wi (s o)

t sup Lip ([[G(%,£,D4)€ 1®(x,dE")])
e @éie<t

< Lip (o) (92)

N

Therefore, by the triangle inequality and the fact that (see (94) below) (¢}, )« 1z = (¢t )<(po) N =
((( Zo)®N)*P0)N;1 , we get

t sup Lip (fIG(@,,Da)¢ n (2,d8")))

e ©.&sst

Wi(((2F)po)vias 1) < Wi (((27)po)wins (((0,,) 5™ )wpo)vin) + N :
(93)
It remains to estimate Wi (((®5).p™)n:1, (((¢L,)5N)wpo)ni)-
Let us consider the following optimal coupling of pg with itself

(X, E; Y, V) = po(X,E)d(x =) (Y, V).

Let us define
P, ZY,V) = (9] x.2) @ (@) N ) (X, 5 Y, V)
where the subscripts (x =),(y,) denote the variables on which the flows act.
Obviously, 7 is a coupling between (®5).po and ((¢!, )¥N).po.
We define

Dy (t) = % /((X —Y)? + (E- V)7l (dX,dZ,dY,dV).

Set Z = (X,E),Z' = (Y, V) and, for any p € P(R*),
1
pu(2.2') = 57 D plo(2),0(2"))
gEXN

where the action of o on 7,7’ is defined by (0(2)); = Z,u), (0(Z'))i = Z(;(i). Obviously, by
invariance of the Lebesgue measure by permutations,

Jopn T ZNEE = (@)oo (D) = 5 3 (#)o(o(2)) = (@)oo (2),
T oexy
and, the same way,
/]dezv ﬂz(Z, Z/)dNZ = ((( Lo)®N)*P0)s

Hence, 7t couples ((®5).p0)s and (((¢%, )®Y).po)s. Therefore, defining, for each n =1,..., N,

Ho
t ! Iy t ! / ! /
(T (215 ey Zny 215 vy 20) —/mN )ws(zl,...,zN,zh...,zN)dan...dszan...dzN,
R —n

we check that (7%),, couples (((®£)+00)s)n:n = ((95)4p0) 3. and ((((¢L,)%N)xp0)s) Nin- Moreover,
one easily check that

((((60)%™)p0)s)vin = ((D40) )4 (p0)s) i = ((87,0)%™)x ((p0)s) i = (( fto)®")*(po)?vm(vg4)
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so that, coming back to Dy we have, by invariance by permutations of the cost function,
1
Dy(t) = ¥ /((X —Y)2 + (E-V)Hrt(dX,dE,dY,dV).

- %/«X —Y)? + (E - V)*)r,(dX, d=,dY,dV).

1 n
/ﬁ S (@ = 90)? + (€ — 92 (T n(ds - o, €y - dEn, dys - dyn, vy ... dvy).
=1

We conclude, since (7}), couples ((97)«p"™)3., and ((¢1,0)®")«(p"™)3, that

W (). v ((640)°"): (57 i) < W ((@F)20™ i (60) )™ v)
< [ 3ot - 0)? + (6~ v)P)dlnt)s =D (t) - (95)

We have now to estimate Dy (t). Let us first recall that, by definition,
N LN N

=3V N > Gelwj, i, &, &) (XY, V) |+ Vo, (G (i, vi)7 (X,E,Y,V))
i=1 j=1 i=1

where, see (90), Gt (yi, vi) = [[G(yi, vi, Dy, ) n(ys, d€')].
Therefore, since V=(Z — V)2 =2(E — V) = —Vy(Z — V)2, we get, after integration by part,

Dy(t)
2 (& 1 &
= 5 [ 2 (@ —v) (55 D0 Celeywi§.6) = G (yivi) | #'(dX, d=, dY.dV)
i=1 j=1
2 (& 1 &
= N Z (51 - Uz) (N Z(Ge(xja ‘riagj?gi) Gs(yj7yi7vj7vi))

+(Gs(yja Yis Uja Ui) - G,u,t (yi7 vi))) ﬂ—t(dX7 dE7 d}/a dV)

_’_7

N
((61 - vi) : (% Z(Ge(xja ‘rlaé-j?gz) - Gs(ijyivvj7vi)) ﬂ—t(dXv dEu d}/? dV096)

N N
Z (& —vi) - (% ZGe(ijyia 'Ujv'Ui) - Guf (yzavz))) Wt(dX» d=,dY,dV)r (97)

The (absolute value of the) r.h.s. of (96) can be easily estimated by

2(1+ sup SUp  Lip(G)(y,,y.01,0)) Dv (8) 1= 2(1+ e~ EHD2L, ()2 D (1) (98)
(X,E,Y,V)esupp(mt) 1<4,j <N

Indeed, using 2u-v < u?+v? and the Lipschitz property og G, we have, for (X,=Z,Y, V) € supp(r?),

N 1 N

(& — ;) - (N Z(Ga(fcj7$i7§j7fi) = Ge(y;, i, vj,vi))

=1 j=1

< (14 sup sup  Lip(G) (a1, ,60,0)° (1 X = Y)? +(E=V)?).
(X.2Y.V)Esupp(rt) 1<i,5<N

48



It remains to estimate the second term (97). By the same trick, its absolute value is bounded by
2

Gs(yjayiavjavi) - Gut(yivvi) 71—}t\l(d*)(a d‘/v de dE)

2|~

<
I
—

N
2D (¢) +%/Z
=1

2

Ge(),Yi,v5,05) — Gue(yisvi) | ((0")EN)up™(dY, dV)

2|

N
- 2DN(t)+%/Z

Jj=1
What is left now is to estimate, uniformly on ¢ =0,..., N,
2
1 .
/ N > Gelyi i, viv5) — Gy, vi, Dyi)/vlut(ymdv/) ((¢")EN)up™(dY,dV)
J
2
1 .
< / N ZGE(yiayjayivvj) - /Gs(yivylvviavl)ﬂt(dylvdvl) ((¢t)®N)*pln(dY, dv) (99)
J
2 .
+ / /Ga(yiay/avia’U/)/’[/t(dy/’dvl) - G(yhvivDyi)/’U//’[/t(yhdv/) <(¢t>®N)*pzn(dK dMDO)

We get first that, by (86)and (90), and the fact that the a; identically vanish at « =0, 1,

<e  sup  |aj(&2)| Lip (DLut).

’/Ga(yiay/avia’U/)/’[/t(dy/’dv/) _G(yhvivDyi)/’U/Mt(yhdvl) 1o Lo

so that the second term (100) satisfies

2

L/L/ca@mycvmwnf«@cdu)—czﬁwmv» (698N pin(dY, dV)

<& sup  a;(& )| Lip (Dyu'))® = 2By, (t). (101)

1=0,...,Lz,&

The first term (99) gives rise to

2

1 / / n
/ N ZGE(yivyjarUi?vj) - /GE(yi7y/7vivv ):u’t(dy 7dv,) ((¢t)®N)*p (d}/’ dV)
J

o—Ld e—(L+1)d e-(L+/2 e~(L4dd )
< SOt + Dy (6) + B2, () + o (F, (1)
c—(L+1)d o (L+1)d
< S (Cun (1) + Dy (0) + F2, (8) + (FL (6)*) = Ko (1), (102)

where the constants C, (t), Dy, (t), F (), Fi2, (t) are given below by (108), (109), (110) and (111)
respectively.
Indeed, for each j =1,..., N, let us denote

V(yav) = /GE(ijy*vvjvv*)ﬂt(y*vv*)dy*dv* - Gs(yjayvvjvv)'
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Note that, since [ p!(y,v)dydv =1,

[ vt 00ty e)dodo =0, (103)

One has
2

N
/ ‘ [ 6y vt vy - NZ er vy 03 0)| (8)E),pi" (dY, V)

2

- / %Z Vg v)| ((6)5N).p ™ (dY, V)
k=1
- X / (g v )0 (g1, o) (65 ) p™ (dY, V)
k:l 1,.
= ]\;kﬂzl / (s v )v (s 01) ((()FN)p™) .o (dyis Ay, dvy, dog)
+ = > / v(yr o) (((09)EN)ip™) .y (dyies dvg)
k 1,..N
- Ni D o o (60 oy s ) (104)
k#l=1,.
> / (s 002 (8L )+ (6 s (g, o). (105)

,,,,,

The integral in (105) is

Il
— e —

[ o) o) = [ vl 0026 (o)

V(Yk, V) (D )« 0 (dyi, dvg) (106)
V(Yrs 0k) 2 (D) (15 — p10) (dyi, dvy)  (107)
The first term (106) can be estimated by

'/y(yk,vk)z(%o)*uo(dymdvk)

(y,v)Esupp(pt)

.y / V(s o)t [y do)| < ( sup w(y,0)))?
P

< 4||GEH%°"(supp(,u.t)X2) < 4(7T€)_L|| Z aj (1‘, 6)5/(‘% - x/)l||2L°°(supp(/L")X2) = ‘S_LCIJ«O (t> (108)
=0

The second term (107) can be estimated thanks to (92):

| / (02 (B ) (4 — o) (A o)

t sup Lip (f[G(z,€,Dz)¢ n® (z,dE")])

x,€,s<t

p
< (Wg)i(LJrl)H Z(lj(x,g)f’(l' - x,)l||%°°(supp(ut)X2) Llp (N’O) N

o~ (L+1)
= —n Puw (t) (109)
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Let us now turn back to the integral in (104). We note first that, by Lemma 22, W1 (") .0, (™) 3.1)®?) <

)

+E,in where E,in is given by (126). Therefore

| / (e 06 (0, 0) () P2)s (0 2 (i, e, o, dvog)| < | / y(y,0) (81, ) o i (dy, dv)
+ / (o) (s 00) (B B2 (07 iz — () 2) (g dor, )|

We have, by (103), the fact that (¢f ).uo = p! and (92),

Ho

| [ vl 0)@h)onf o) = | [ vl 0060 (F — o)y o)

sup Li G(z,6,D5)€E 1 (x,de’
(Mtspgt p ([[G(2,6,D2)¢" ( 5)])>t (L1)/2

. . (&
< Lip (¢ supp(uty) Lip (10) ~ = —x Fu® (110

and the same way

|/V(ykavk)l/(yl»”l)(( 1) 22 (0™ )2 = (1)) (dyn, dyr, dur, dor)|

e(mzli})@Lip (J1G(z,&, D)€" 1 (w,d€ )]))t (L1)/2

< Lip (V2 [gupp(ut) <2) ~ o — ~ F2 (t). (111)

Collecting the estimates (108), (109), (110) and (111) gives (102).
Therefore, by (98) and (101) and (102), we get that Dy () satisfies

o~ (L+1)d

Div(t) < 21+~ EF2L, (1) Dy (6) + (2B (1) + Ko (1),

By the Gronwall Lemma we get, for € small enough,

I . ~(Lt1)d _
DN(t) < e (L+1)dL;.L0 (t)2t <€QB,LL0 (t) + ETK#O (t))

where (we recall that L, (s) is defined in (98))

L#o(t) = sup L#o(s)a B/io(t) = Ssup BHO(S) and Kﬂa(t) = Ssup Kﬂo(s)' (112)
0<s<t 0<s<t 0<s<t

Specializing (95) to n = 1 and using (93), we get finally
_ —(L+1)d 2
—(L41)d 2 _ € _
W) oo l) < ¢ 7V O (28,0 + S 1)

( sup_ Lip(I[G(z,&Dw)E’MS(LdE')]))t
e \@:&s<t

N
Theorem 9 is proved. O

Acknowledgment. We are indebted to Nicolas Fournier for a useful discussion.
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A Appendix

A.1 Some general facts on the Wasserstein distance

Let p € N*. Given any p € P(IRP), the measure p® € P(RP), called the symmetrization under
permutations of p, is defined by

/fdu

where 0-2 = (24(1), ..., To(n)) for every x € R” and &, is the group of permutations of p elements.

X |t maua) v ewEm)

' cc6,

Lemma 9. Given any pi, us € P(RP), we have

Wi (pi, u3) < Wipa, p2)-

Proof. We use the definition (9) of W;. Given any f € Lip(IRP) such that Lip(f) < 1, the mapping
x +— f(o - ) is Lipzchitz on RP, with the same Lipschitz constant Lip(f), and thus

fd(ps —p3) = Z / flo-a)d(py — p2)( Z Wi, p2) = Wipa, p2)
L p eSS, . €S,
and taking the supremum over all f, the result follows. O

Given any p € P(RP) and any n € {1,...,p}, the n''-order marginal j,., € P(R") of p is the
image of u under the canonical projection m, : RF = R" x RP™" — R".

Lemma 10. Given any p1, s € P(IRP) and any n € {1,...,p}, we have

Wl((ﬂl>p:m (NZ)p:n) < Wl(#hl&)-

Proof. Given any g € Lip(IR") such that Lip(g) < 1, we have Lip(g o m,) < 1 and thus

/ngd((m)p:n — (12)pn) = /]Rpgom d(pr — p2) < Wipa, p2)

and taking the supremum over all g, the first result follows. O

Lemma 11. Given any u1, us € P(IR?), given any q € IN* and any ' € P(IR?), we have

Wipa, p2) = Wilp @ i, po @ p') = Wiy @ pa, pf' @ pa).

Proof. Let us prove the first equality, the second being obviously similar. By Lemma 10, we
already have Wi (p1,p2) < Wi(p ® ', pe ® p'). Let us prove the converse inequality. The
distance Wy (py ® g/, o ® p1/) is the supremum of [, [ro f(2,2") d(p1 — po)(z) di' (') over all
f € Lip(R? x RY) such that Lip(f) < 1. But, for every ' € R?, we have Lip(f(-,z')) < 1
and hence f]Rp fz,2")d(p — pe)(x) < Wi(pr, pe), and the inequality follows by integrating with
respect to 2/, since ' is a probability measure. O

Lemma 12. Given any i, p2 € P.(IRP), we have

Wi (g1, p2) < [lsupp(r)loo + [[supp(p2)foo-

Proof. By (7), since Wy (p1, p2) is the infimum of [p., [|#—y|| dII(z, y) over all probability measures

T on R* coupling iy and po, we have Wi (u1, p2) < Jwe lzlldpa(z) + [ro Iyl dp2(y), and the
result follows. O
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Lemma 13. Given any 1, 12 € P(IRP) and given any n € IN*, we have

Wi (s, p2)™ < Wa(p$™, us™) < nWi(p, po).

Proof. We use the definition (9) of Wj. In particular, using the Fubini theorem, we have

H/}R fid(py — p2) = /]R fr@- @ fudpd™ —pg™) < Wi(ui", us™)
i=17/R? "

for all f; € Lip(IRP) such that Lip(f;) < 1, for i = 1,...,n, and taking suprema we get that
Wi (s pa2)™ < Wi (p$™, p$™), which is the left-hand side inequality of the lemma.

To establish the right-hand side inequality, we now use the fact that, by (7), Wy (u$"™, uS™) is
the infimum of f]R2P" X —Y||dII(X,Y) over all probability measures IT on IR*”" coupling p™ and

pS™ (i.e., of marginals p$" and _u;@” on the two respective copies of R”"). Setting X = (z1,. ")
and Y = (y',...,y") with 2’,y* € R? for every i € {1,...,n}, we have | X =Y || < >, |lz* — ¢/
(here, we recall that || || is the Euclidean norm, either in R”" or in R?). For every i € {1,...,n},

we define the projection 7 : R**™ — R by 7/(X,Y) = (2%, ") and we set I = (7%),II. We also
define the projections 7% : R?’™ — R? and 74 : R*™ — R? by 7} (X,Y) = 2% and 74(X,Y) = y'.
By definition of II, we have (7} @ -+ 7)1l = (u1)®" and (73 @ - - 78) I = (u2)®", and thus, for
every i € {1,...,n}, we have (7}),Il = p; and (7}).Il = po, which implies that the probability
measure (7%),II on R?? is coupling 1 with py. Now, since the integral

[ et =y = [ et =gty

does not depend on i, taking the sum over i = 1,...,n and then taking the infimum gives the
result. O

Lemma 14. Let piq, 2, 8 € P(IR?) and let € > 0 be such that 1 = (1 +¢€)pe —ef. Then

Wi (p1, p2) = W (p2, B) -

Proof. Given any f € €°(R”), we have [, fd(pu1 — p2) =€ [, f d(p2 — (), and taking (in two
steps) the supremum over all f such that Lip(f) < 1, the result follows. O

Lemma 15. Fori=1,2, let Yi(t,-) be a continuous time-varying locally Lipschitz vector field on
IR?, generating a flow (D(t,to,-))icr (assumed to be well defined for everyt € IR) for any ty € IR,
that is, 0;®(t,to, x) = Y(t, ®' (¢, t0,2)) and ®(ty,to,z) =z for all t,to € R and v € RP.

Given any to € IR and any p'(to), u?(to) € P.(IRP), setting u'(t) = ®i(t,to, )’ (to) fori=1,2,
we have

e(t—t0) L([to,]) _ 1

WA (! (0, 122(0)) < e~ oD (0 10), 2(10)) + M (o, )

Yt >t

where, setting S(t) = Conv(supp(ut(t)) Usupp(p?(t))),
L([to, t]) = esssup{[|0. Y (s, )| | to <s<t, z€S(s), i=1,2}

is the mazimal Lipschitz constant of the vector fields Y(s,-) restricted to S(s), for i = 1,2 and
0<s<t, and

M ([to,t]) = max{||[Y'(s,2) — Y?(s,2)| | to <s<t, v€S(s)}
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Note that if Y* = Y2 then M(:) = 0. Note also that, when ¢y = 0, in this paper we denote
@(t,2) = ®1(1,0,), L(t) = L([0,1]) and M(t) = M([0,1]).

Proof. The proof is a variant of that of [39, Prop. 4]. By definition, we have 9,0, ®!(t,to,x) =
.Y (t, ®(t, to, x)).0,P(t, tg, x) for i = 1,2, for almost every = € RP. Therefore, on S(¢), we have
Lip(®%(t, to, ) < e(t—to) L([to,t])

Taking an arbitrary II,, € P(IR*") coupling ' (to) with u?(to), the probability measure II, =
(®L(t,to, ) ® ®2(t, to, -))«I1y, couples pu'(t) with pu?(t). Therefore, using the definition (7) of W7,

Wi @) < [ e =yl i) = |

) ||(I)1(t,t0,1’) - (I)Q(tathy)” dHto(xvy)
R2P

< [ 19 ta,0) = @ o) M )+ [ 10 t09) = ()| )

The first term at the right-hand side of the inequality is less than et Lot [, ||z —y|| dIT;, (2,y)
and thus than e(t=t) LoD 7 (11 (tg), 42 (to)) by taking the infimum over IT;,. For the second term,
we observe that, for every y € S(t),
0|1 (t, 0, y) — @2(t b0, y)|| < [YH(t, D't t0,y)) — Y (¢, D2(t, t0, )
+ YL @t Lo, y)) = Y (8, B2(1 to, )|
< L([to, )12 (¢, to, y) — *(t, to, y)|| + M([to, ])

and thus, by the Gronwall lemma,

t ’ e(t—to)L([to:t]) _ 1
19 (,t0,y) = ®*(t.to,9)| < | M([to, s])el "oV ds < M([to, 1))
to L([to, t])
Therefore, the second term is less than M ([t, t])%, and the lemma follows. O

A.2 Density of empirical measures in the set of probability measures

Let p € IN*. Given any N € IN* and any Y = (y1,...,yn) € (RP)Y, we define the empirical
measure p¥ € P(RP) by
| X
E _
Py =N E—l Oy

The points y; are not required to be distinct, so that the empirical measure p can equivalently
be defined as a convex combination with rational coefficients of Dirac masses. Note that

N

1 p
A= ;ﬂy» vf € €U(RY),

By the Riesz-Markov-Kakutani theorem, P(IR) is identified with a subspace of %,(IRP)’, the
topological dual %y(IR?)" of the Banach space %o(IR?) of continuous functions on IR” vanishing at
infinity endowed with the sup norm. Then, P(IRP) inherits of the weak star topology of €,(IRP)’,
and we say that a sequence (ux)ren+ of P(IR?) converges weakly to p € P(RP) if [, fdur —
f]Rp fdu for any f € %(RP). Since we deal with probability measures, this is equivalent to
Jre fdpe = [go fdp for any f € €, (RP) (narrow convergence), where %3(IR?) is the Banach
space of bounded functions on RP.
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Lemma 16. The set {uf | N € IN*, Y € (RP)N} is weakly dense in P(IRP). In other words,
any probability measure on IRP is the weak limit of a sequence of empirical measures.

Proof. This is a well known consequence of the Krein-Milman theorem (see, e.g., [32, Lemma 7).
Let us anyway recall a proof. The set P(IR?) is convex and weak star compact, and its extreme
points are Dirac masses. The Krein-Milman theorem implies that any g € P(IRP) is the limit
of a finite convex combination ), A\;d,, of Dirac masses. By density of rationals, without loss of
generality we can moreover assume that A\; € Q. The statement follows. O

Recall that the Wasserstein distance W metrizes the weak convergence in P; (IRP) (which also
entails the convergence of first moments). We have then the following variant of the above lemma
(see [15, Theorem 6.18]).

Lemma 17. The set {uf | N € IN', Y € (RP)N} is dense in P1(IRP) for the Wasserstein
distance W1. In other words, any probability measure on IRP having a finite first moment is the
limit of a sequence of empirical measures for the Wasserstein distance W7 .

Proof. Tt suffices to consider R > 0 sufficiently large such that f]Rp\B(O R) |lz]| du(z) < e, for e > 0

small enough, so that the argument can be performed in the compact set B(0, R), and the statement
readily follows (see also [41, Chap. 5]). O

There exist a number of results in the literature quantifying the convergence of empirical
measures pf towards p € P(RP) and providing rates of convergence, most in a probabilistic
context, like [23] where Y consists of N random variables having the same distribution as p. In
the result hereafter, Y is deterministic and the rate of convergence is the one obtained by Riemann
integration.

Lemma 18. Let u € P.(IRP) and let N € IN*. We assume that there exists a tagged partition of
supp(u) associated with p (see (12)), i.e., a partition of supp(p) = UN| F; such that all subsets F;
are pi-measurable, pairwise disjoint, p(F;) = &, and there exists C > 0 such that diam(F;) < $.
Then, given any Y = (y1,...,yn) € (IRP)N such that y; € F; for everyi € {1,...,N}, we have

C

The assumption made on p implies that the mass of u is quite well uniformly distributed; for
instance it is satisfied if p is absolutely continuous with respect to the Lebesgue measure, with a
density that is bounded. This result is quite obvious and has nothing to see with much deeper and
general results like those of [23].

Proof. For every ¢ € {1,...,N}, we have fF (yi) duly) = f(yi)u(F;) = + f(y;) and thus, for
every f € Lip(RP) such that Lip(f) <1,

N

N
[ rata-af) Dul) - 5 10| =X [ 1) - 1) auty)
b i=1 i=171%
N N c
g d 1 d da g —
Z/If fyi)ldu(y) < ;/llly yill duly ;u fam(F;) < &
and the conclusion follows by taking the supremum over all f. O
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A.3 Convergence of empirical and semi-empirical measures

Let (Q,dq) be a complete metric space and let v € P(Q). We assume that, for any N € IN¥,
there exists a tagged partition (A, X) of Q associated with v (satisfying (12), see Section 1.2), with
A=(Q,...,0y5) and X = (z1,...,zx5). We do not put any superscript N to (A, X) nor to €;,
z; to keep a better readability. We define the empirical measure v¥ € P(2) by

X
1/)}”; = NZ&C
i=1

A.3.1 Convergence of empirical measures on 2

Lemma 19. o Let [ be a bounded and v-almost everywhere continuous (i.e., v-Riemann inte-
grable) function on Q, of compact support. Then

E 1 a
Kﬁawwm—éfw—N;ymwwm (113)

as N — +o0o. As a consequence, 1/)]% converges weakly to v as N — 4o00; equivalently,

Wi (vE,v) =o(1) as N — +oo if moreover 2 is compact.

o Given any o € (0,1] and any N € IN*, we have

/Qfdz/ i

for every f € €2%(Q). As a consequence of (114) for a =1, we have

< B o1, ) (114)

(115)

Proof. In the first item, (113) follows from the theorem of convergence of Riemann sums, as already
recalled in (14). Interpreted in terms of the empirical measure u)b;, this means that 1/)]”; converges
weakly to v as N — 4o00. In accordance with the Portmanteau theorem (see, e.g., [8, Chapter 1,
Section 2, Theorem 2.1]), since Wy metrizes the weak convergence, we have Wy (v¥,v) = o(1) as
N — 400 if moreover € is compact.

Writing [, fdv =S~ Jo, [ dv and using that v(;) = 5 and that diam(Q;) < €2 (see (12)),
we have

1 N
dv — — i
] N;ﬂx

N

< /u el ) < Hoa ()3 [ dof )" dvte)

Q;

v(Q;)diam(Q;)* < Yo Hol, (f)

< Holy( Ve

Mz

=1

which gives (114). Taking o = 1, (115) follows by the definition (9) of Wj. O

A.3.2 Convergence of semi-empirical measures

Let p € P(Q x RY), disintegrated as u = Jo e dv(x) with respect to its marginal v = m,u on
Q and (pg)zeq is a family of probability measures on R®. We define the semi-empirical measure
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p3F € P(Q x RY) by
N
1
SE E
1% = E 5wi®ﬂzi:/ﬂwdy xZ).
X Ni:1 o X( )

Its marginal on (2 is the empirical measure v%. In other words, the disintegration of u}q(E with

respect to v/¥ is the family of probability measures given by p1,, when z = z; for some i € {1,..., N}
and 0 otherwise.

Lemma 20. o We assume that x — i, is v-almost everywhere continuous for the Wasserstein
distance Wi. Let [ be a bounded and p-almost everywhere continuous (i.e., u-Riemann
integrable) function on Q X IR?, of compact support, Lipschitz with respect to & € R® with a
Lipschitz constant that is uniform with respect to x € Q. Then

[ g u$P) =ol) (116)
Qx R4
as N — +00. As a consequence, pu3F converges weakly to p. If moreover u € Py(€2 x Bd)

then W1 (3P, 1) = o(1) as N — +oo0.

o We assume that x — . is Lipschitz for the Wasserstein distance W1, i.e., that there exists
L > 0 such that W1 (fta, pty) < Ldo(z,y) for v-almost all x,y € Q. Then, given any N € IN",

[ sa— | <« L i) (17)
Qx R*

for every f € €5(Q x Rd) N Lip(2 x Rd). As a consequence,

Co(L+ 1)'

Wi (B35 ) < =%

(118)

Proof. Let f: QxR? — R be a bounded and p-almost everywhere continuous function, of compact
support, Lipschitz with respect to & € R?. The function F defined by F(z) = Jra f(,8) dpg (€)
is bounded on €2, and

F(z) - F(y)| < /

R4

0.~ J0 1) + | [ 10l = )00
(119)

< / F(@.€) — ()] dpia(€) + Wi (st 1) Li (£ (5, )
Rd

for all z,y € Q. Now:

e First, if moreover y — Lip(f(y,-)) is bounded on Q and if « — p, is v-almost everywhere
continuous for the Wasserstein distance Wi, then we infer from (119) that F' is v-almost
everywhere continuous. Therefore

1 N
) = 2y = — ) —
/medfd(ﬂ—ux )= QFd(V_VX) _/QFdV_ N;F(xz) =o(1)

as N — 400 by convergence of Riemann sums (f and thus F being fixed), which gives (116).
The statement on W is because W7 metrizes the weak convergence in P;(Q x ]Rd).
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e Second, if f € Lip(Q x ]Rd) and if z +— p, is L-Lipschitz for the Wasserstein distance W;
then we infer from (119) that
|F'(2) = F(y)| < Lip(f) da(z,y) + Wit py) Lip(f) < Lip(f)(1 + L) da(z, y)
and thus, using Lemma 19, that [, Fd(v —v%) < CQ Lip(F), whence (117) and (118).
O

Remark 12. In the first item of Lemma 20, the boundedness assumption on f can be slightly
weakened to: z — f(z,0) bounded and p € P1(Q x RY). Indeed, writing |f(z,£)| < |f(z,0)] +
Lip(f(x,-))|¢|, we infer that F' is bounded. The rest of the proof is the same.

A.4 Symmetrization of measures and marginals

Let N € IN* and let p € P(QY x R™). The symmetrization p* of p is defined by (30), i.e., with
more compact notations, by

L1
P= D 0P (120)

oceGN

where the measure o.p is defined by (o.p, f) = (p,0*f) and (¢*f)(X,2) = f(X,,Es), with
Xo = (To(1), -+ Tony) and Eg = (§51), - -+, o)) Here, (1, ) is the duality bracket.

First marginal of the symmetrization. For every i € {1,..., N}, we denote by p* the pro-
jection of OV x R onto the product Q x R? of the i copy of Q with the i*® copy of RY, i.e.,
in coordinates, p'(X,Z) = (x,&).

Let us compute the first marginal p%., = plp® of the symmetrization p* of p.

Lemma 21. We have
1 .
= D PP
i=1
where plp is the image of p under the projection p'. In other words, py., is the average of the
marginals of p on the copies of Q x IR®.
Proof. Given any f € €>°(Q x R?), we have
s 1 s s 1y* 1 1
<pN:1,f>:<p*p,f>:<p,(p)f>:ﬁ > owp, (0") == Z
€GN [SSHN;

o

Nl Z /QNX]RdN ,E0) dp(X, E) N' Z /QNX]RdN (To(1):E0(1)) dp(X, E)

ceSN ceGn

When designing a permutation o € &y, we have N choices for o(1), among {1,..., N}, and the
rest is a permutation of N — 1 elements. Since card(Gy_1) = (N — 1), we get that

1 - 1 o .
)=y 3 [ (@2 = 53 [ fop (X2 an(x.2)

whence the result. O
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A technical lemma. Given any n € {1,..., N}, the n*"-order marginal of p is, by definition,
the image of p under the projection of Qv x R on the product Q" x R™ of the n first copies
of Q with the n first copies of R?.

Lemma 22. Let X = (z1,...,2x5) € QY and let v1,...,7n5 € P(Rd). Settingl' =v1 ® -+ Q@ Yn,
we define p € P(QN x RN by

P=0xOl' =0, ® Ry dM Q- QYN.

The symmetrization of p (defined by (30) or by (120)) is given by

!
TN

S

p D Grry ® @0, ) ®Vo(1) @ @ Vo) (121)

€GN
The first marginal p%., € P(Q x R?) of p* is

N
L1
PN1= N ;% ® i (122)

and, for everyn € {2,..., N}, its n'-order marginal p%., € P(Q" x R™) is

p?\/':n = (1 + En) (p?\f:l)@m - 5n6n (123)
where NN )
"(N —n)! n2
= e [O,e?N - 1} (124)
and L )
_ —nNn): ) . n dn
where the sum in (125) is taken over all n-tuples (i1,...,in) € {1,..., N}" for which at least two
elements are equal. We have
s s n 2 s ®n
Wi (Pvens (3™ ) < (5 = 1) W1 ()™ Ba)  ¥me (L. oNL (120)

Proof. The formula (121) straightforwardly follows from (120), and the formula (122) follows from
Lemma 22 because pip = 0, ® ;.

Let us now compute the ntP-order marginal P Of p, for every n € {2,...,N}. Let IV be
the set of all n-tuples (iy,...,i,) consisting of distinct integers chosen in {1,...,N}. We have
card(IY) = (NNf'n), Denot?ng by &'y ' the set of all 0 € Sy such that (o(1),...,0(n)) =
(i1, .-,1n), we have card(Sy ") = (N — n)!. Now, since

Z gy @+ ®0uy ) = Z Opsy ® @ 0p;, @ Z Oz p(niny @+ @ Oy,
ceG N (7;1,“.,7;]\[)6171:] 0'663\} ----- in

we infer that v |
—n).
p]SVn = T a1 Z 61?1'1 ®®5wb‘” QY @ - D Vi, - (127)

(15 yin ) ELY
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Now, writing I = {1,...,N}™\ ({1,...,N}"\ IY'), we write the sum in (127) as a sum over
{1,...,N}" minus a sum over {1,..., N}"\ IN (where at least two of the indices are equal). For
the first sum, we have

N Rn
> %n®~~®@m®vn®~~®%n—(EZ@@®%> = N" (p3y)®". (128)
=1

(il)“'77;77,)6{1,“*71\7}"

We infer from (127) and (128) that

L NN =), e (N—n)!
PN = N (P 1)® TN g
where
6: Z (gmil®...®51‘in(81}/ZI1®..'®P)/1-n
(i1,..in)€{1,..., N} \IN
is a nonnegative Radon measure of total mass |3| = card({1,..., N}"\IY) = N"— % Besides,
we have
N™(N —n)! N7 1 2
s I CNN-1) (N IR
N! (N—=1)--(N=n+1) [ (01-4)

where we have used the inequality
n—1 . n—1 . n—1
i i 1 , (n—1)n n?
1 1-=]=- n{l—-—|>-— = >
ng ( N) ; n( N) N ;’ N oN

Therefore, defining &,, by (124) and

_ 1 (A[__n)! dn
Bn—-g;“7vr4*ﬂéfﬁwni )7

we obtain p%.,, = (1+,) (p.1)"" — €nfBn, which is (123). Tt follows from Lemma 14 in Appendix
A.1 that W1 ((p%.1)%™ Pivon) = EnWi((pi.1)®"™, Bn). We thus obtain (126). O

Let us finish this section by the following useful lemma.

Lemma 23. Let p, 1/ € P([0,1] x R?) and let y,y' their moment of order 1 as defined by “(41),
supposed finite. Then

Wi(y,y') < Wi(u, p').

A.5 Discrepancy between the empirical measure and the v-monokinetic
measure

Recall that:

e given any X = (z1,...,zy) € QN and any = = (£y,...,¢n) € R™, the empirical measure
qu =y on 2 X R? is defined by (28);

e given any v € P(Q2) and any measurable function y : Q — R?, the v-monokinetic measure
py on € X R is defined by (45).

Lemma 24. Let v € P(Q) and let (A, X) be a tagged partition associated with v (see (12)).
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(i) Let y € €%1(Q, RY). Taking E = (&1,...,&n) with & = y(x;) for every i € {1,...,N}, we
have

C
(o) < S s
for every f € €°(2 x Rd)'

(i) Let 2 = (&1,...,€6N) € R?. Defining the piecewise continuous function y= by

N
= Zgingi (x) Vo € )

so that y=(x;) = &; for everyi € {1,...,N}, we have

Caq

(e = ez £)] < G mass, Lin(£(, )

N 1<6iKN
for every f € €>°(Q x R?).
Proof. Let us prove (i). We have

(s, f /fﬂsy ) dv(z Z/fxy ) dv(x)
and N
<M€X,E)af> = %Z xu Z/ f Ti Y xz ) dv(x )

hence

[ }j/ F (e, y(@)) — Fla ()| dv(e)

N

<Lm@Hf@w@m§:/dM%wMW@

i=17 %

and the estimate of (i) follows because [, do(z,z;)dv(z) < v(€;)diam(Q;) < €9 (using (12)).
The estimate of (ii) is proved similarly: we have

N
<%w=;éﬂmmm>

and thus
‘<uy_ u(X,_) f / |f(x, &) — f(xi, &) dv(z ZLlp / do(z, x;) dv(zx)
and the estimate of (ii) follows. O

Remark 13. Actually, we see from the proof that, in the estimates stated in the above lemma, it
suffices that all functions of which we consider the Lipschitz constant, be Lipschitz on each subset
;. In particular, they may be discontinuous at the boundary of €2;.

With that remark, we recover (ii) as a consequence of (i).
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B Proofs

B.1 Proof of Theorem 1

We follow and extend [40, Appendix A.1: proof of Theorem 2.3]. The proof of the existence of the
solution u(t) is done first, by constructing a sequence of piecewise constant measures converging
to the solution.

In the case (B) where G is locally Lipschitz with respect to (z,2’,,£’), there is no difference
with [10] (so we do not repeat the complete argument), and the statement (B) and in particular
the estimate (26) (as well as existence and uniqueness of solutions) is obtained by using that, for
all pt, 2 € Po(Q x RY), for every (t,2,¢) € R x Q x R? fixed,

Xt 2, &) — X[p?](t 2, €)]| = ‘

/ G(t,x,x',s,s’>duf(x',g')u2<x’,5'>>H
OxR42

< max Lip(G(tv Z, -, 57 )\S) WI(ILL17 /1‘2)
(z,8)es
where S = supp(p!) U supp(p?) (compact set).

In the case (A), we assume that G is locally Lipschitz only with respect to (£,£’) and thus
the classical Wasserstein distance W7 cannot be used as above. The main difference then comes
from the following observation: given any two probability measures u', u? € P.(Q x RY) having
the same marginal v € P.(2) on ), we have, by disintegration,

X)) = Al ) = [ [ Gt €€l (€) - i €) dvta)
and thus

X[ )(E 2, €) = X[p2)(t 2, )| < LW (', p®) - max - Lip(G(t,2",€,)s,,) (129)
o/ €anpp(v)

where S = supp(u!)Usupp(p?) (note that S and supp(v) are compact), S, = supp(uk,)Usupp(u2,)
(compact for any =’ € supp(v)) and LWy (p', p?) = [, Wi(py, p2) dv(z) is defined by (11). The
proof of [10, (A.4) and (A.5)] is then similar, replacing W; with L1W;. Note that, along the
construction done in [10] of the solution p(t), for v-almost every = €  fixed, we need to consider the
vector field X'[u;] (defined by (20)) only on supp(u(t)) = ¢pu, (t, supp(po)), and there, X[p](t, z, )
is L(t)-Lipschitz and | X[u](¢, z, €)]] < L(¢)(1 + ||£]]), where

L(t) = max {||G(s,z,2".§, )| | 0<s<t, (2,6),(2',€) € supp(u(s))}
+ max {Lip(G(s,z,2,-,-)s,xs,/) | 0<s<t, z,2" €supp(v)}.

At this step, we have obtained the existence of a solution.

Let us now establish (24) (which also entails uniqueness), that is, let us establish the item (As).
Since we are going to apply Lemma 15 with tg # 0, for any tp € R and any pg, € P.(Q X ]Rd)7 we
denote by t — ¢, (t,t0,,-) the unique solution of 9y, (t,t0,,) = X[u(t)](t,z) 0wy, (t to, ;")
such that ¢, (to,to,,) = idga for v-almost every = € Q, where u(t) = @, (t,t0, -, ")« /ity -

With this more general notation, in view of establishing (24), let us consider two locally Lips-
chitz solutions p'(-) and p2(-) of (21) such that u'(t), u?(to) € Pe(Q2xR?) have the same marginal
v € Pe(2) on Q. Since yif , = Pui, (t,to, @, -)wpil, , for v-almost every x € Q, it follows from Lemma

15 (applied with the vector fields X [ui](t,z,-), for = fixed) that
elt—to)L(lto.t)) _ 1

L([to, t])

Wy (N’%,z’ /”L?,x) < e(titO)L([tmt])Wl (/”L%O,z’ /”L?O,m) + M([t()? t]) vt > to
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where, setting S(t) = supp(u! ()) U supp(42(t)) (compact) and S,(t) = supp(uL (£)) Usupp(42 ()
(compact) for any x € supp(v),

L([to, t]) = max {[|G(s, z,2", & )| | to <s<t, (2,6),(2,&) € S(s)}
+ max {Lip(G(s, z, ', -, NSa(s)xS, () | to<s<t, z,a' € supp(v) }

and

M(fto,1]) = max {[|X[u,] (s, 2,€) — X[2](s,2,€)| | to<s<t, (2,6) €S(s)} .
Since p! and p2 have the same marginal v on €, it follows from (129) that

M([to, t]) < L([to,1]) max L, Wi, 13).

0\\

Therefore

Wi (i 17 ) < e (il ) + (e(t’t‘””“"’t” - 1) max Ly Wi (g, 1)-

Integrating with respect to x € €2 for the measure v, we obtain

LYW (p'(t), 12 (t)) < et Bl Ly (! (to)vﬂz(to)H(e(tfto)L([to’t]) - ) max L, Wi (us, 112).

to<s<t

Then, setting h(t) = LLW1(u'(t), u2(t)) and taking t = to + ¢ with € > 0, we get

X

h(to +¢) = hlto) _ esLltototel) 1 <
g 3

o)+, e 4G
and hence, taking the limit ¢ — 0, we infer that h'(tg) < 2L({t0})h(to). Since tg is arbitrary, this
implies that h(t) < h(0)e? Jo L{shds h(0)e2E®) where L(t) = L([0,t]). This gives (24).

It remains to establish the item (A;). Let T > 0 be fixed, and let p*(-) € €°([0, T}, P.(2 x R%))
be a sequence of solutions of the Vlasov equation, such that p = u*(0) converges weakly to
po = p(0) as k — +oc0. Our objective is to prove that u*(t) converges weakly to p(t), uniformly
with respect to ¢ € [0, 7.

Let us denote by %,(€ x ]Rd) the Banach space of continuous functions on Q x R? vanishing
at infinity, and by M'(Q x R?) = (% (2 x RY))’ the Banach space of Radon measures on Q x R?,
endowed with the total variation norm | ||7v (which is the dual norm). Of course, we have
P.(Q x RY) € M (Q x RY).

Since p*(t) is a probability measure for every t € [0,T], we have ||u*(t)||rv = 1 < +oo, and
thus the sequence (u*())gen+ is bounded in L>([0,T], M*(Q x R?)) (for the strong topology).

Second, recall the general fact, well known in Bochner integral theory, that (L'([0,T], E)’ =
L*>([0,T], E’) (isometric isomorphism) for any Banach space F such that E’ is separable. Applying
this fact to the Banach space E = %,(Q x R?), observing that E' = M'(Q x RY) is separable
(because the set of rational convex combinations of Dirac measures over points with rational
coordinates is dense in it), we have (L'([0,T], %o(Q x R%)))" = L>°([0, T], M*(Q x RY)).

Therefore, the sequence (p*(-))gen+ is bounded in (L1([0,T], €,(Q x R)))’ for the strong (dual
norm) topology. By the Banach-Alaoglu theorem, let fi(-) € L ([0, 7], M'(Q x R?)) be any limit
point of that sequence: there exists a subsequence of (u*(-))ren+ converging to fi(-) for the weak
star topology.
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Now, for every k € IN*, p*(-) is solution of the Vlasov equation d;u* + LX[Mk]'U/k = 0, which we
write in the (time) integrated weaker form, by integrating against any f € €2([0,7] x Q x RY), as

T T
/ / f(m,ﬁ)duf(a:,g)dt:/ / Ft . &) dpg (x,€) dt
0 JaxR? o Jaxmre
T t
! / ki 1 ¢t k
+/O /o/ﬂxmd (Vef(t,2,8),G(s,z,2",&,&")) dus (2, &) dpg(z, ) dt.

Passing to the limit, we obtain

T T
] steoduea= [ [ peeodud
0 JOxmd 0 JaoxRrd
T
Vv G / ! dfis /’ ’ dis , d
+/O /(; /S;X]Rd< ff(thag)? (S,x,x,€7§)> ,LL(.Z' é‘) u(x f) t

for any f € €°([0,T] x Q x R?), and thus d,/i + Lypfi = 0, with f1(0) = p(0). By uniqueness
(already proved earlier), we infer that i = p. Since all limit points coincide, this shows that the
sequence of (u”(+))ren+ converges to u(-) for the weak star topology. This finishes the proof of the
theorem.

B.2 Proof of Theorem 2

We have p(t) = dx ® 6z By (122) in Lemma 22 of Appendix A.4 (applied with ; = ¢, 1)), we
have
| XN
PNa = > 0e, @ 0,0) = Mk 2(0):
i=1
the empirical measure, which gives the preliminary remark to Theorem 2. The statement (A) for
n = 1 then follows from the item (A;) of Theorem 1, and the estimate (32) follows from the item
(B) of Theorem 1. This is the case n = 1 of the argument below.
The n*M-order marginal p(t)%., is given by (123) in Appendix A.4 with +; = d¢,(t). By the
triangular inequality, we have

Wi (p(t) s 1(6)°") < W (pu)ﬁv:n, (ufx,m)))@") e ((M?X,E(m)@” ,u<t>®") (130)

For the first term of the right-hand side of (130), since ufjx,a(t)) = p(t)%.1, we infer from (126) in
Lemma 22 of Appendix A.4 that

2

W1 (05 (i) ) = W3 (0 (050" < (57 = 1) 12 (G050 15

for every n € {1,...,N}, and it follows from (125) (with v; = d¢,)) and from Lemma 12 in
Appendix A.1 that

Wi (03" . Ba) =W ((ufx,m)))@" ,ﬂn) < 2max(1, |2(t) o),

hence o
n 2 _
W1 (o0 (Fczien) ) <2 (65— 1) max(t 1200 (131)
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For the second term of the right-hand side of (130), as a consequence of Lemma 13 in Appendix
A.1 and of Theorem 1, we have

Wi ((fo,s(g))w 7N(t)®n> <nt (N(EX,E(t))vﬂ(t))
<nC (.20 1) W1 (5 20 1(0)) - (132)

The real number C’(,uFX’E(t))7 w(t)) defined by (25) in Theorem 1, coincides with the real number
C(u(t)) defined by (31), because Z(t) € supp(u(t)). Also, [|2(t)]lco < ||supp(pt(t))|loo- Therefore,
(33) follows from (130), (131) and (132). Note that, for n = 1, the first term of the right-hand side
of (130) is equal to 0, which gives (32).

The statement (A) for any n € IN* also follows, by replacing the right inequality in (132) with
the application of the item (A) of Theorem 1.

B.3 Proof of Theorem 3

First of all, since pg = dx ® po,x, With 6x = 0z, ® - ® dz, and po x = foz, @+ @ fo,zy, it
follows from (122) in Lemma 22 of Appendix A.4 (applied with v; = po..,) that (po)%.; = (10)3F
(semi-empirical measure), which gives (36) (and the weak convergence to p is obtained by Lemma
20 of Appendix A.3.2), which is the preliminary remark to the theorem.

We are going to prove the theorem by using approximation of probability measures by empirical
measures, and then use Theorem 2, as follows. Since (10)3F = + Zfil 0z; ® 10,2;, by Lemma 17
in Appendix A.2, for every i € {1,..., N} the measure jg,, € P1(R?) is the limit, in Wasserstein
distance W7, of a sequence of empirical measures:

K

1

Kkgrloo Wy (71 7#0711‘) =0 where Vi K Zl 555].,
j=

where (65,...,¢5) € RYX with &5 € supp(po,s,), for all K € N*, j € {1,...,K} and
i € {1,...,N}. Therefore, on the one hand,

N K

. 1 SE _
il W | g 2 20 @ e ()R | =0, (133)

i.e., (uo)*)g(E is the limit, in Wasserstein distance W7, of a sequence of empirical measures. On the
other hand, setting

N 1 1
R Ry 1 E 20 ETC D DR P T
- j=1 (1sendn ) E{L, KN ’

1 . -
= %N Z o= with =X = (5{%1, e ,§JI§7.7-N)
J=(j1,--dn)E{L,... . K}V

which is an empirical measure on R*", and setting P = dx ® TK, we have pé( v =TI and

Jm Wipgx,pox) =0 and o lim Wa(pg, po) = 0. (134)
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Propagating pi under the flow ®(¢) of the particle system (17), since we handle Dirac masses, the
unique solution of the Liouville equation (29) such that p(0) = pi is given by pX () = ®(t).p =
§x @ 'K (t) with

K
1
() = ® ) and (1) = pEi) = e Zéffj(t)

where, for every j € {1,...,K}, t — (¢£ Y (), "'751[6& (t)) is the unique solution of the particle

system (17) such that £/<(0 ) ¢ff fori=1,...,N. By (122) in Lemma 22 of Appendix A.4, we
have

pK ()., = v Z% ® v K ZZ 8 ® Sexc (1 (135)
1=1

=1 j=1

which is an empirical measure on  x R%. Now, by the triangular inequality,
Let us estimate the first term of the right-hand side of (136). First, it follows from Lemmas 9

and 10 that
W1 (p(t) 3.1, 25 ) 3a1) < Walp(t), p5 (1) = Wi(px (t), pX (£))

where the equality at the right-hand side above straightforwardly follows from the fact that p(t)
and p(t) have the same marginal §x. Now, applying Lemma 15 in Appendix A.1, we have

Wilpx (t), pX (1)) < "™ Wi(po x, b x)

where L(t) is the maximal Lipschitz constant of the vector field Y (s, X, -) restricted to supp(p(s))
for 0 < s <t (note, indeed, that supp(pf) C supp(pg)). Hence we have

Wi (p(t)av1s 25 () 3) < €0 Wi(po, pf). (137)

Let us now estimate the second term of the right-hand side of (136). In the case where G is
locally Lipschitz with respect to (z, 2, &,£’), since p¥ (t)%., is the empirical measure given by (135)
and thus is solution of the Vlasov equation, it follows from the item (B) of Theorem 1 that

Wy (0 ()3 1(1)) < CCu0) W ()10 (138)

where C(u(t)) is defined by (31) (same argument as at the end of the proof of Theorem 2). In the
case where G is continuous with respect to (x,2’, £, £’) and locally Lipschitz with respect to (&,£’),
we will hereafter replace the estimate (138) with the fact that W, ((p?)j\m ,uo) — 0 implies, by
the item (A1) of Theorem 1, that Wy (p™ (t)%.1, 1(t)) — 0 as K — +oo.

Finally, when G is locally Lipschitz with respect to (z,a’,&,&’), we infer from (136), (137) and
(138) that

Wi (p(t) 3,15 (1) < €O Wi (po, pi) + Cu(t) Wi ((P?)jv-l 7uo)
< O Wi(po. o) + D) Wi ((0) 3y - (20)%7) + () Wi ((120) 57 10)

where we have used, again, the triangular inequality. Now, taking the limit K — 4o0, the first
at the right-hand side of the above inequality disappears by (134); the second term disappears by
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(133) (indeed, by (135), (pg)j\m is exactly the empirical measure appearing in (133)). We thus
obtain (37) by applying the second item of Lemma 20 of Appendix A.3.2 to the third term.

When G is continuous with respect to (z,2’,¢,¢’) and locally Lipschitz with respect to (&,&'),
the above argument is adapted by saying that Wj ((uo)“;(E , uo) — 0 as N — +o0o (which follows
from the first item of Lemma 20 of Appendix A.3.2) implies that Wy (p (£)%.,, #(t)) — 0, which
gives the statement (A) of the theorem for n = 1.

Let us now establish (38). The n*"-order marginal p% (t)%:., is given by (123) in Appendix A.4
with 7; = 4% (¢). By the triangular inequality, we have

Wy (0 1) < W1 (0 0 (O3) + W1 (0 (O (0(0)3:)7")

+ Wi (O (") . (139)

Let us estimate the three terms at the right-hand side of the inequality (139). For the first term,
we infer from Lemmas 9, 10 and 15 in Appendix A.1 that

Wl (p(t)?anpK(t)?Vn) < W1 (p(t)ﬂ pK(t)) < etL(t) Wl (p(]vp(I)()' (140)

Since p(£)%.,, = (1+€,) (p(t)%.1)%" — €nBn, using (126) in Lemma 22 of Appendix A.4 and then
Lemma 12 in Appendix A.1, the second term is estimated by

Wi (05 (O3 (03 ™") < 2aWi ((0(03) ™" )

< (o3 — 1) (max (1, |Z(1) o) + supp(pe(t) o)~ (141)

where we have also used that supp(p(t)%.;) C supp(u(t)). Finally, for the third term, it follows
from Lemma 13 that

Wi (03" s 1O ) < Wi (p(t)ivr, (1)) (142)

Therefore, from (139), (140), (141) and (142), we obtain

Wl (p(t)sNrwu(t)@n)
< O Wi (o, o) + (€37 = 1) (max (1, 12@)]loe) + Isupp(a(5)lloc) + Wi (p(E)1, 5(0))

Taking the limit K — +o0, the first term at the right-hand side of the above inequality disappears.
Using that max (1, [|2(t)]|co) < 14 ||supp(i(t))||oo, and using the estimate (37) obtained for n = 1,
the estimate (38) follows.

Finally, the statement (A) for any n is obtained by a reasoning that is similar to the case n = 1,
by adapting the above argument.

B.4 Proof of Corollary 4

Following the proof of Corollary 1, in the indistinguishable case fi(-) is solution of the Vlasov
equation (21) (without dependence on z) if and only if u(-) = 7 ® i(-) is solution of the Vlasov
equation (21). Here, ¥ is an arbitrary probability measure on 2 that is absolutely continuous with
respect to a Lebesgue measure. We have then pg 5, = fip for every ¢ € {1,..., N}. Therefore, the
initial condition py that is considered in Theorem 3 is pg = dx ® ﬂ%@N . Note that pg differs from
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re ﬂng which would have been the embedding considered previously. We thus have something
additional to prove here.

With this pg, we have (po)%., = (0x) 3., ® fg" for every n € {1,..., N}. Note moreover that
(6x)hn =~ Zf\;l 8z, = v¥ (see Lemma 22 in Appendix A.4). Besides, we have p(t) = dx ® p(t)
where p(t) = ®(t). 3" is the unique solution of the Liouville equation (29) (without dependence on
X) such that p(0) = a$N. Since p(t)%., = p(t)n.n because the flow preserves indistinguishability,
we infer that p(t)%., = (0x )., © P(t) Nen-

We now apply the item (B) of Theorem 3, with L = 0 because po , = fio does not depend on
x. Since p(t)®" = v®" @ u(t)®", the estimate (37) gives

C(u(t))

i (143)

Wi (Vg @ p(t)na, 7 ® A(t)) <

and the estimate (38) gives, for every n € {2,..., N},

W2 (0 8 © (00, 7" @ (0)°7) < (35— 1) (14 2supp(a(t) o) + 1 CG(D).  (144)

It remains to prove that (143) implies (39) and that (144) implies (40).
Using Lemma 11 in Appendix A.1, the triangular inequality, and then Lemma 11 again, we
have

Wi (p(t) v, filt)) = Wi (Vg @ p(t) v, vy @ (t))
Wi (vy @ p(t)na, 7 @ fit)) + Wi (2 @ u(t), v§ @ fi(t))
= Wi(v¥ ® p(t) N1, 7 ® fit)) + Wi (7, v%)

N

and then, using (39) and Lemma 19 in Appendix A.3, we infer (143).
Now, similarly, using Lemma 11 in Appendix A.1, the triangular inequality, then Lemma 11
again, and then (144), we have

Wi (p(t) Nens 1(1)2™) = Wi ((6x) Nn © P(E) Nen,s (5X)N @ p()%")
S Wi((0x) N @ P() Nins 75" @ (1))
+ WL (%" @ p(t)®™, (6x) v @ B(1)%™)
= Wi((0x)Nin @ ()N, 7" @ @(1)™) + Wi (FZ", (3x)N.n)
)

2

< (3% 1) (1t 2lsupp (1) o) + 3 C(D) + WA (7", (xR

Tl,2
Now, to obtain (40), it suffices to prove that Wy (v®™, (6x)%.,) < 2(e2¥ — 1). Using the same
argument as in the proof of Lemma 22 in Appendix A .4, just ignoring the terms +;, since (dx)%.; =
n n2 .
v¥, we have (using (123)) (0x)%m =1 +ey) (u§)® — en0n where g, € [0,e2¥ — 1] is defined by
(124) and 3, = ; 2 85, ® + ® 0, € P(R™) where the sum is taken over all n-tuples

(i1,...,1n) € {1,. N 1™ for which at least two elements are equal. Then, using the estimate
(126) of Lemma 22 (Appendix A.4) and then Lemma 12 in Appendix A.1, we get

W (0 ) V)% < Wi (V)% 5,) <2 (5 —1).

This finishes the proof.
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B.5 Proof of Theorem 4

We start by proving the second item. Hence, we assume that G is locally a-Hoélder continuous
with respect to (x,2',&,¢") (uniformly with respect to t on any compact).

Lemma 25. Let x,2' € Q be arbitrary. We have
ly(t, @) = y(t,a")|| < O (0 (x) =y ()] + da(e,2')*)  VE=0. (145)

Proof of Lemma 25. By definition, we have 0;y(t, z) fQ (t, z, 2", y(t, z),y(t,2")) dv(z") for ev-
ery z € {2, hence

Oy(t,x)—0py(t,a') = / G(t,z, 2", y(t, x),y(t,2")) dv(z")— / G(t, o' 2" y(t,x),y(t,2")) dv(z")
Q Q
G(t, ', 2" y(t,x),y(t,a")) dv(z") — | Gt o' 2", y(t, z),y(t,z")) dv(z") (146)
Q Q

and using (54) we obtain
10¢(y(t, ) — y(t,2)]| < LY(t) (da(x, ") + |yt z) — y(t, 2')])
and (145) follows by integration (noting that s — LY(s) is nondecreasing). O

By assumption, [|y°(x) — y%(2')|| < Hol, (y°)da(x,2")* for all z,2" € Q, hence, using (145) in
Lemma 25 we infer that y(t,-) is a-Holder continuous and (51) follows.
Let us establish (52). We set r;(t) = y(t,z;) — &(t), for i = 1,..., N. By definition, we have

1 N

t T, x]v t xi)vy(tvxj)) - G(ta L, xﬂ?fz(t)vgj(t))) + Ez(t) (147)
]:1

where

G(t, zi, 5, y(t, 21), y(t, 7)) (148)

uMz

/Gtxz,x y(t,z;),y(t,2") dv(z

with 7;(0) = 0, for every ¢ € {1,..., N}. We have on the one part

where L(t) is defined by (54), and on the other part, using (114) in Lemma 19 (see Appendix A.3),

el < & Holu(a' s G(t, a0, a” y(t, ). u(t,2)))
and we estimate
Hola (& > G{t,21,2" y(t, ), y(t.2/))) < V(D)1 + 2O (Hola(4°) + 1),

Indeed, writing for short g(z’, y(t,2")) = G(t, z;, ', y(t, x;),y(t, z')), we have

)

)|+ lg(ah, y(t, 7)) — g(ah, y(t, 25))]|
t,xy) — y(t, o)l

)% 4 LY(t) Hola (y(t, -))da (], 25)*

NN N
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and the estimate follows by using (51). Finally, setting R(t) = (ri(t),...,rn(t)), noting that
LY(t) < L(t), we infer from (147) that

d : Cq ¢L(t) 0

G 1R Olleo <NRM) oo < L) | 2[R)lloo + 75 (1 + 7 (Hola (y7) + 1))

and, using (54) (noting again that s — L(s) is nondecreasing) and by integration, we obtain (52).
Let us establish (53). For every x € Q there exists ¢ € {1,..., N} such that z € Q;, and thus
do (v, ;) < diam(;) < 52 (by (12)). It follows from (51) that

Iyt 7) — y(t, )| < Hola (1, D, 70)" < “T2eM0 (Hola(y(0, ) + 1)

and, noting that y=q)(z) = &(t), (53) follows by the triangular inequality, using (52).

Let us now prove the first item. Starting as in the proof of Lemma 25, by continuity of G, we
infer from (146) that, for any £ > 0, if x and 2’ are sufficiently close then

10:(y(t, ) — y(t, 2| < L(1) (¢ + lly(t, ) — y(t, 2)])

and by integration we obtain

ly(t,2) —y(t.2)| < O (|ly° (@) — ") +¢) - (150)

By assumption, y° is continuous v-almost everywhere on Q. It follows from (150) that, for every
t >0, y(t,-) is continuous v-almost everywhere on 2 with the same continuity set as y° (thus, not
depending on t).

Let us finally establish (50). By the Riemann integration theorem (see (13)), we have ¢;(t) =
o(1) (where €;(t) is defined by (148)) as N — 400, uniformly with respect to ¢ on every compact.
Besides, we still have the inequality (149), but with L(t) replaced by

max Lip(G(s,z,2',-,)|5(s)xS(s)-
[

With this substitution, we obtain
d .
1B Olloe < IROloe < L) CIRE) oo + (1))

and integrating we get | R(t)]ls < €**£Mo(1), which yields (50). Then, (55) follows by the trian-
gular inequality, using the v-almost everywhere continuity of y(¢, ).

B.6 Proof of Theorem 5

The proof is a slight adaptation of the proof of Theorem 4. We start by establishing (56). Hence, we
assume that G is locally a-Holder continuous with respect to (z,2’,&,¢’) (uniformly with respect
to t on any compact).

Lemma 26. Leti€ {1,...,N} and x,2' € Q; be arbitrary. We have
ly™ (8, 2) = y™ (1, 2| < D dg (2, 2)" (151)

where y°(-) = y(0, ).
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Proof. Following the proof of Lemma 25, we arrive at

106 (5™ (¢, 2) — 5™ (¢, 2")) | < L(t) (doa(z, 2")* + [y~ (¢, 2) = 5™ (¢,2)]))
and (151) follows by integration, noting that y™ (0,z) — y™¥(0,2') = 0 if 2,2’ € Q. O

It follows from Lemma 25 that y (¢, -) is a-Holder continuous in each €2;, with Hélder constant
ot L)

We set 7(t, x) = y™ (t, x) —y=( (z) for every z € Q. By definition, if z € Q; then y=(;)(z) = &(t)
and thus

N
Our(t, ) = 5 3 (Gt 5,y (4,),y™ (1,03)) — Gt i, 6(0), (1)) + et )
Jj=1
where
1 N
elt,z) = / Gt z,a" y (8 2), g™ (1, 2) dv(a’) = 5 Y0 Gt 2y, y™ (1 2), 47 (8 25)
Q i=1

with r(0,z) = 0. We have on the one part, for every x € Q;,
HG(tvxaxjvyN(t7x)ayN(t>xj)) - G(t xuxﬂafz H
< L(t)(da(z,z:)" + |[r(t, 2)[| + [[r(t,25))

and on the other part, proceeding like in the proof of Theorem 4, for every x € €,
&) ¢L(t)
le(t, 2)ll < o LE( + )

Using that do(z,z;) < diam(€;) < % (see (12)), we finally obtain

d Oa
e @) < 10 < 1O (2t imioy + 2440 )

and by integration, noting that s +— L(s) is nondecreasing, (56) follows.
Finally, (55) is established similarly as in the proof of Theorem 4.
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