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Summary — In order to motivate the user to change her/his behavior or attitudes, for instance to practice physical activities to improve
her/his well-being, virtual agents should have persuasive capabilities. The persuasiveness of the virtual agent not only depends on its
speech but also on its non-verbal behavioral cues. In this paper, we propose the new tool called THRUST (from neuTral Human face
to peRsUaSive virTual face), to automatically generate the head movements and facial expressions of a persuasive virtual character
from a video of a human. Combining a machine learning approach on a corpus of persuasive human speech and a convolution-based
method, we propose a model, based on real data of persuasive human message, that transforms the non-verbal behavior of the human
expressed in a video to a persuasive non-verbal behavior replicated on a virtual face.
Keywords— Multimodal cues, persuasion, embodied conversational agent, machine learning methods, convolution.

1 Introduction

A key challenge in intelligent virtual agent research con-
cerns the automatic generation of the embodied conversational
agent’s behaviors, in particular related to social and emotional
dimensions. In this article, we focus more particularly on the
social skills of persuasion. Persuasion can be defined as ”any
message that is intended to shape, reinforce or change the re-
sponses of another or others” [1]. As highlighted in [2, 3], the
persuasiveness of a message does not only depend on its con-
tent but crucially depends on all the multimodal components
involving the different verbal, vocal and mimo-gestural levels
(facial expressions, gestures, pitch). In this article, we particu-
larly focus on the social signals expressed by non-verbal cues
(facial expressions, head movements), that a virtual agent could
express to be more persuasive. We do not consider the argu-
mentative aspects (e.g. the identification of the arguments to
convince, the order of the presentation of the arguments, the re-
sponses to the arguments of the persuadee). As a first step, we
concentrate our study on non-verbal cues of persuasion.

The final goal of our project is to develop a persuasive Em-
bodied Conversational Agent (ECA) to motivate elderly pop-
ulation to practice physical activity. In the intelligent virtual
agent domain, several persuasive virtual agents have already
been developed (e.g. [4, 5, 6]). The main approach to model
persuasive behavior consists in identifying in the literature the
behavioral cues that have an impact on persuasiveness and to
integrate these cues in artificial agents. Indeed, the literature
highlights some human’s behavioral cues related to persuasion,
as for instance the body movements [2] or the prosody [5]. In
the domain of virtual agents, some empirical research works
have shown the importance of certain verbal and non-verbal
cues to improve the virtual agent’s persuasiveness [7, 3]. How-
ever, as far as we know, no multimodal behavioral model to
determine the verbal and non-verbal cues that a persuasive vir-
tual agent should express during an interaction with a user, has
been yet proposed.

In this article, we propose a new tool called THRUST: from
neuTral Human face to peRsUaSive virTual face. This tool au-
tomatically transforms the video of a human to a video of a vir-
tual character with a persuasive non-verbal behavior. More pre-
cisely, the tool extracts automatically the head movements and

the facial expressions of the human, modifies them based on
a computational model that we proposed, and replay the com-
puted head and facial movements on a virtual face. The main
contribution of the paper concerns the computational model
that automatically modified the head and facial movements ex-
tracted from the human face to persuasive movements repli-
cated on the virtual face.

One first challenge that has to be tackled to create such model
is to identify more precisely the cues related to persuasion;
i.e. the cues that we will modify to simulate persuasive behav-
ior. For this purpose, in a first step, we propose to explore the
relevant behavioral cues of persuasion using machine learning
methods applied on a corpus of human videos. We consider the
POM corpus [8] which is the only multimedia corpus created
with annotations for studying persuasiveness to our knowledge.
It contains web videos of speakers talking about different sub-
jects in front of a camera.

Based on machine learning classifiers, we have explored the
behavioral cues of persuasion. In this work, special attention
has been paid to create explainable models with interpretable
features (i.e. features that we can understand contrary to raw
data). Indeed, our objective in this first step is not to create a
classification model to recognize persuasiveness, but to identify
the relevant features that we have to consider to create persua-
sive behavior on a virtual character.

The second step to create the tool is to transform the rele-
vant signals extracted from the human face to persuasive one.
Since the POM corpus contains the real measurements of dif-
ferent non-verbal cues of human expression with neutral and
persuasive attitude, we create a dictionary from these real data
to define the references reflecting persuasive non-verbal behav-
ior. Based on this dictionary, a convolution-based method has
been applied. Note that in this work, we define the neutral at-
titude as to speak without being persuasive or without making
the effort to be so.

This article is organized as follows. In the next section, we
present related works, i.e. the theoretical and empirical re-
search works exploring the behavioral cues related to persua-
sion. We then introduce an overview of our proposed archi-
tecture to create persuasive behavior in Section 3. We detail
the machine learning framework in Section 4. Then, Section
5 is dedicated to the convolution-based model that we propose



based on the POM corpus. We present the implementation of
our new automatic tool to generate a persuasive attitude in Sec-
tion 6. We conclude in section 7 by presenting the limits of the
study and by discussing future works.

2 Related work
The study of the persuasiveness of specific behavioral cues has
been the main interest of various works, specially in the con-
text of human-human interaction. The research works show
the importance of several multimodal behavioral [2, 5, 9]. In
this article, we focus on the non-verbal cues of persuasiveness.
[2] proved that gestural and facial activity (e.g. gestures, body
movements, facial expressions and smiles) improve the per-
suasion. At the interactional level, several works studied the
positive impact of mimicry on persuasion [10]. In this arti-
cle, we analyse corpora of monologue excluding the possibil-
ity of studying the interactional level. Other contextual ele-
ments, such as the appearance of the persuader [2], may im-
pact the perceived persuasion. In this article, given the size of
the considered corpus and the lack of contextual variability, as
a first step, we do not consider the influence of the context.
Based on the research showing the importance of face and head
movements for persuasion [2], we consider in our study the fa-
cial expressions through the study of action units and the head
movements. These behavioral cues considered as features of
the learned models are presented in more details in Section 4.3.

In the Intelligent Virtual Agent domain, to generate automat-
ically the behavior of a virtual agent, two main approaches
are identified in the literature. The first approach relies on
rule-based systems that exploit linguistic information from the
text and the meaning of gestures, facial expressions or head
movements to determine the appropriate signals to express (e.g.
[11, 12]). Rule-based approaches remain very limited, given
the variability of human expressions across modalities. In a
much more recent approach, machine learning methods are
used to automatically generate co-verbal gestures (e.g. [13]),
facial expressions and body movements from speech (e.g. [14])
or from speech and text to take into account both acoustic and
semantic information (e.g. [15, 16]). Most studies are based
on deep neural networks (e.g. [13, 17, 16]) and, more recently,
on the use of GAN architectures (e.g. [15, 14]). Our presented
work differs from the existing models on different aspects: (1)
we generate non-verbal behavior, not from speech or text, but
from a video of a human with a neutral attitude; (2) we gener-
ate the facial and head movements whereas most of the existing
models consider the body and head movements and (3) we ex-
plore the automatic generation of persuasive behavior whereas
a limitation of the existing work is that the proposed models do
not allow for the generation of different social-emotional be-
haviours.

From a machine leaning perspective, few research works
have investigated persuasion. The main work has been con-
ducted by Park et al. [8, 18, 19] on the Persuasive Opinion Mul-
timedia (POM) corpus consisting of 1000 movie review videos
obtained from a social multimedia website called ExpoTV.com.
As proposed by Park et al. [8, 18, 19], we use machine learn-
ing algorithms to explore persuasiveness. However, our work
differs from the latter in several aspects:

• contrary to Park et al., in order to obtain explainable mod-
els, we do not use deep learning methods but “white box”
classifiers such as SVM and Random Forest,

• still in our perspective of interpretability, we consider non-
verbal features that can be simulated on a virtual charac-
ter1,

• last but not least, our final objective is not to create a pre-
diction model but to explore the non-verbal cues and use
machine learning-based methods in order to create a per-
suasive artificial agent.

3 General architecture
In this section, we present the general architecture of our
system illustrated on the Figure 1.

Input. The system takes as input a video of a speaker talking
about a specific topic in a neutral way. The input is not limited
to real-time data video, it can be webcam video, recorded
video files or sequences of images. The important aspect is
to be able to extract the facial landmarks, the head poses, the
eye gaze and the facial Action Unit (AUs) from the video. For
this purpose, we use the OpenFace tool2. We note these N
measures as (Ui)i=1...N where we index them by i from 1 to
N and we design by each vector U the measured feature (for
example AU1, AU2, AU12, head position according to x, y or
z−axis, ...) and i its index in the variables set. In other words,
the vector (Ui)i=1...N represents the values of the features
characterizing the head and face movements extracted from the
video of the human. These variables set (Ui)i=1...N represents
the input of the ”Model” box.

Model: As illustrated in Figure 1, the proposed model takes
as input the set of features (Ui)i=1...N characterizing the face
and head movements of a neutral human speaker and produces
as output a set of features (Wi)i=1...N characterizing the head
and face movements of a persuasive speaker. To compute how
to modify the set of features to be persuasive, we combined a
machine learning approach and a convolution-based method.
The first steps consist in using machine learning methods on
an existing corpus to identify the important relevant features to
consider to simulate persuasiveness (Step 1, 2, and 3, Figure 1).
These steps are detailed in Section 4. Note that in these steps,
we learn a classification model to automatically determine
if the face and head movements are persuasive or not. This
classification model is also used to verify that the transformed
vector of characteristics (Wi)i=1...N is indeed considered as
persuasive (illustrated on the Figure 1 by the dotted arrow from
the ”output” box to the ”classification” box). The second steps
consist in modeling a convolution-based method, from the data
of the corpus, in order to determine how to modify the features
to be persuasive (Step 4 and 5 , Figure 1). These steps are
detailed in Section 5.

Output. As output, the system produces a video of a per-
suasive virtual character. The virtual character replicates the
same speech but with persuasive face and head movements.
For this purpose, the ”Output” box simulates the variables set
(Wi)i=1...N on the embodied conversational agent Greta, and
generates the target video. The vector (Wi)i=1...N represents
the value of the head and face movements extracted from the
video of the human and transformed to be persuasive.

1https://github.com/isir/greta/wiki
2https://www.cl.cam.ac.uk/research/rainbow/projects/openface/



Figure 1: Global architecture of the system to automatically transform a neutral human video to a persuasive virtual character video. Input: a video of a human
with automatic extraction of head and facial movements using OpenFace. Model: a computational model to automatically transform neutral non-verbal features
to persuasive non-verbal features Output: a video of a virtual character replicating the behavior of the human but with persuasive head and face movements.

4 Machine learning framework

In this section, we describe the steps 1, 2 and 3 illustrated on
the Figure 1.

4.1 Corpus and features extraction

In the step 1 (Figure 1), we consider a specific corpus and ex-
tract the features form the video of the corpus. Concerning the
choice of the corpus, nowadays, few corpora in the research
community are available to study persuasiveness. In this work,
we consider the Persuasive Opinion Multimedia (POM) cor-
pus [8]. This corpus is freely available and contains videos of
speakers trying to convince on different subjects. POM corpus
consisting of 1000 movie review videos obtained from a social
multimedia website called ExpoTV.com. It contains different
conversational videos cut into a total of 1096 thin slices. Each
cut was annotated by different native English-speaking workers
of the United States. The research works conducted by Park et
al. on this corpus [8, 19], show that behavioral cues can be used
to predict extreme value of persuasion. This work has been con-
ducted to automatically classify the persuasiveness of a human
speech. In this article, we aim at exploring the corpus to iden-
tify the relevant features of persuasiveness, i.e. the non-verbal
cues that enable a human to be perceived as persuasive. Then,
we propose to determine the set of relevant features to consider
to simulate persuasive message. For this purpose, we explore
different sets of features and their impact on the performances
of classifiers to evaluate their importance.

Based on the theoretical and empirical research on persua-
sion presented above (Section 2), we consider the following
groups of features:

• Group 1: facial expressions: facial action units (AU1,
AU2, AU4, AU5, AU6, AU7, AU9, AU10, AU12, AU14,
AU15, AU17, AU18, AU20, AU23, AU24, AU25, AU16,
AU28, AU43);

• Group 2: emotions: Anger, Contempt, Disgust, Joy, Fear,
Surprise, Confusion, Frustration. The emotions are com-
puted based on vocal and non-verbal cues [18].

• Group 3: head movements: head position (displacement
and rotation in (x, y, z) axes, speed of the head movement
and its acceleration according to (x, y, z) axis.

• Group 4: acoustic descriptors: fundamental frequency f0,
peak slope.

In order to explore the importance of these features, we pro-
pose to compute statistical functions for each feature: the mean,
median, maximum, minimum, standard deviation and the vari-
ance. Note that even if we do not consider the acoustic fea-
tures for the simulation on the virtual character, at this step, we
consider relevant to evaluate the importance of these acoustic
features in comparison to non-verbal ones.

4.2 Formalization of the classification problem

Our objective by using machine learning methods is to investi-
gate the behavioral cues related to persuasion. As illustrated by
the step 2 (Figure 1), to identify the importance of the features
in the perception of the persuasion, we consider a classifica-
tion task: based on the features as input, the classifiers have to
predict if the features are persuasive as output.

Different classification methods could be considered (e.g. bi-
nary classification, multi-class classification, or regression). As
a first step, we consider a binary classification to simplify the
learning problem (i.e. prediction if persuasive or not). The ac-
curacy of the prediction may depend on the chosen definition
of the output classes. Indeed, we can choose to predict only
extreme values (as proposed in [8]) or to split in two balanced
classes without excluding middle values. In order to compare
the different approaches, we propose to explore 2 strategies to
define the clustering of the two classes:



Strategy 1: This strategy considers the extreme values of the
annotated persuasion to create two classes as proposed in [8]:
one class clusters the values equal to or greater than 5.5 and
the other class clusters the values equal to or less than 2.5 (for
values ranging from 1 to 7);
Strategy 2: With the above Strategy 1, the classes are imbal-
anced. Therefore, we propose in Strategy 2 to explore over-
sampling methods to increase the amount of data and to obtain
balanced classes. The over-sampling methods generate new
samples of the minority class based on the existing dataset, in
order to remove class imbalance. For this purpose, we propose
to use SMOTE (Synthetic Minority Over-sampling Technique)
algorithm [20].

4.3 Automatic analysis of the vocal and non-
verbal cues of persuasion

In the step 3 (Figure 1), the objective is to test the clustering
strategies proposed in Section 4.2 to compare the performances
of the classifiers and then to select the most important features
that ensure the highest prediction performances. We consider
at this step both vocal and non-verbal cues.

Classifiers: We propose to experiment different classifiers: the
Naives Bayes (NB), the System Vector Machine (SVM) and the
Random Forest (RF). These methods, among the best classi-
fiers [21], have the advantage, compared with other statistical
models such as RNN, to handle high-dimensional data with a
high generalization power [22, 23]. They are also well suited
for handling small datasets. All experiments were performed
with 10-fold cross-validation (CV) where each CV was tested
10 times.
Baselines: In order to estimate the performances of the dif-
ferent classifiers, we compute scores from classifiers return-
ing random predictions, to establish baselines. We consider
three different strategies: uniform (generates predictions uni-
formly at random) (noted BR), stratified (generates pre-
dictions with respect to the training set’s class distribution)
(noted BU0) and most frequent (always predicts the most
frequent class in the training set) (noted BU1). For each fold
of the cross-validation, the random classifiers are fitted on the
training set and used to generate predictions on the validation
set, for each strategy.
Prediction model: Each classifier will be fitted on the training
set (80%) and testing set on 20% of the corpus. This experi-
ment was performed with 10-fold cross-validation (CV) where
each CV was tested 10 times. The performances of the classi-
fiers are evaluated though the classical metrics of accuracy and
F1 weighted score (to cope with the unbalanced classes for the
Strategy 1). Table 1 summarizes the performances of the dif-
ferent classifiers. We moreover compute the statistical signifi-
cant differences of the obtained F-scores. The Student’s t-test
is performed to compute the statistical differences between the
F1-scores of the classifiers and of the baselines obtained by the
k-fold-cross-validation. This test is one of the recommended
methods to compare the performance of machine learning al-
gorithms [24].
Prediction results: In order to evaluate the importance of each
group of features (facial expressions, emotions, head move-
ments and acoustic descriptors) to predict the persuasion, we
compute the performance scores of the classifiers considering
each group of features as input and combinations of several
groups of features. Table 1 summarizes the performances of

the best classifiers and the significant differences with the base-
lines considering the different groups of features as input (the
scores significantly different from the average scores of the 3
baselines are presented with gray cells on the Table).

Considered
Classifiers

Strategy 1 Strategy 2

features
Accuracy F1 weighted Accuracy F1 weighted

score score score score

Group SVM 0.64 0.66 0.64 0.73

1 RF 0.71 0.74 0.67 0.67
NB 0.66 0.63 0.66 0.64

Group SVM 0.54 0.71 0.54 0.96

2 RF 0.55 0.58 0.55 0.53
NB 0.54 0.55 0.54 0.56

Group SVM 0.63 0.65 0.63 0.62

3 RF 0.72 0.074 0.72 0.71
NB 0.57 0.55 0.57 0.45

Group SVM 0.61 0.65 0.61 0.65

4 RF 0.69 0.51 0.69 0.51
NB 0.72 0.62 0.72 0.62

Group SVM 0.64 0.69 0.64 0.67

1 + 3 RF 0.69 0.83 0.74 0.82
NB 0.64 0.55 0.64 0.50

Group SVM 0.45 0.55 0.45 0.56

1 + 4 RF 0.52 0.70 0.54 0.68
NB 0.63 0.68 0.63 0.68

Group SVM 0.71 0.72 0.71 0.71

3 + 4 RF 0.74 0.76 0.74 0.78
NB 0.54 0.57 0.59 0.65

Group SVM 0.65 0.73 0.65 0.73

1 + 3 + 4 RF 0.76 0.74 0.81 0.72
NB 0.64 0.56 0.64 0.56

Group SVM 0.63 0.74 0.63 0.74

1 + 2 + 3 + 4 RF 0.76 0.76 0.77 0.68
NB 0.64 0.53 0.64 0.56

Table 1: Performance scores of different classifiers (Support Vector Machine
(SVM), Random Forest (RF), Naive Bayes (NB)) using two strategies. We
design by Group 1 : facial expressions, Group 2 : emotions, Group 3 : head
movements, Group 4 : acoustic descriptors. The highest scores are written
in bold and the scores significantly different from the average scores of the 3
baselines are presented with gray cells.

The results (Table 1) show that the emotions (Group 2) do not
enable us to obtain significant differences with the baselines. In
others words, the emotions are not sufficient to predict persua-
sion. In the same way, the group of features containing only
head movements (Group 3) or only acoustic features (Group 4)
lead to performances not significantly different from the base-
lines. However, the facial expressions (features of the Group 1)
provide good performance scores with significant differences
with the baselines.

Considering combinations of groups of features, the result
reveals than the combination of non-verbal and vocal cues im-
proves significantly the accuracy score. These results are in
line with the research on persuasion showing the importance of
multimodality for perceived persuasion. Finally, the best accu-
racy score is obtained by combining facial expressions features,
head movements and vocal features.

4.4 Modelization of the non-verbal cues of per-
suasion

In the previous section, we have considered both verbal and
non-verbal features. The results show that the set of features
with the facial expressions (AUs), the head movements and the
vocal features ensures efficiently the persuasion prediction with



Figure 2: Screenshots at the same time of two studied cases: (1) and (2) played with the virtual female character ”Emma” of Greta, (3) and (4) played with the
virtual male character ”John” of Greta. (1) and (3) present the input data (neutral attitude), (2) and (4) present the output of our model (persuasive attitude).

the highest accuracy score (0.81). However, we obtain similar
results considering only facial expressions features (Group 1)
(accuracy score equal to 0.71 and F1 weighted score equal to
0.74) or the combination of facial expressions features and head
movement (Group 1 + 3) (accuracy score equal to 0.74 and F1
weighted score equal to 0.82) (Table 1)).

In this step, we focus on the non-verbal cues that can be sim-
ulated on the embodied conversational agent Greta: AU1, AU2,
AU4, AU5, AU6, AU7, AU9, AU10, AU12, AU14, AU15,
AU20, AU23, AU25, AU26, AU45. Note that we do not con-
sider the AUs related to lips movements. We plan to use a spe-
cific tool to ensure the lips synchronisation on the speech be-
cause the AUs are not sufficient to synchronize speech and lips
movements. Moreover, since the POM corpus is based on dif-
ferent videos in which the speakers give their point of views or
feelings about a particular subject, we propose to avoid the dis-
gust expressions (described in our case by the facial expression
AU9 and AU10). Consequently, in order to ensure the transfor-
mation from neutral to persuasive non-verbal movements, as a
first step, we consider only face and head movements by modi-
fying the following features AU1, AU2, AU4, AU5, AU6, AU7,
AU12 (in Group 1) and head movement according to (x, y, z)−
axis (in Group 3). Note that we have run our prediction model
presented in Section 4.3 with these considered features and we
have obtain a good performance scores with an accuracy score
equal to 0.63 and F1 weighted score equal to 0.73.

5 Convolution-based model
In the steps 4 and 5 (Figure 1), we define how to transform the
non-verbal features (considered as important for persuasion in
the previous steps) to increase the persuasiveness of a virtual
speaker. These steps are based on the data of the POM corpus.
Indeed, for each important non-verbal selected feature, we pro-
pose to generate a signal that describes on average its dynamic
according to all the sequences of POM corpus classified as per-
suasive or neutral. More precisely, since each video in POM
corpus is annotated with respect to thin slice method [25], we
consider each slice as a sample and the average value of each
non-verbal behavior dynamic as a reference. After consider-
ing all the slices, we obtain a signal that describes the average
values that non-verbal cue takes with respect to a persuasive
attitude. This makes a reference for each non-verbal cue (i.e.
feature) to follow in order to build a persuasive attitude. These
references will be noted (Mi)i=1,..,N . We remind that N is the
number of considered features, i its index and M presents the
reference of each feature (expression facial units (AU1, AU2,
...), head movements).

Concerning the convolution-based strategy, at this step, we
have two types of data: (1) the features set of the neutral human

video noted Ui, (2) the reference of each non-verbal cues Mi

build in the previous step based on the POM corpus. In order
to adapt the dynamic of the values Ui and make it persuasive,
we apply a convolution product between Ui and Mi. This step
can be considered as an average filtering where the Ui input fol-
lows the specific properties of the Mi function. Since the size
of each Mi depends on the used corpus, an inadequacy with the
input size Ui may occur. To avoid this problem, a re-sampling
treatment of each Mi according to the size of its corresponding
input Ui is highly recommended at this step. Moreover, we pro-
pose to apply the convolution product to the i-th variables (Ui

and Mi) with respect to windows with size w to keep the same
level of reference evolution and avoid the outliers. The results
are noted Wi. We remind that our convolution-based strategy
proposed in this paper is applied only on the non-verbal cues
that Greta takes into consideration (head movement according
(x, y, z)−axis, and specific AUs).

6 Implementation and Evaluation
The entire process of our proposed tool illustrated in Figure 1
has been implemented. The tool is called THRUST: from neu-
Tral Human face to peRsUaSive virTual face. The entire code
of the tool was provided in open source on GitHub3. We present
examples of outputs of the system in Figure 2 considering two
different embodied conversational agent of the Greta platform:
one female and one male. The resulting videos show that the
proposed tool can be used on virtual characters of various ap-
pearances. In the Figure 2, we compare (1) the videos replicat-
ing directly the features extracted from the human video on an
ECA, i.e. without any transformation and (2) the videos after
the transformation of the model to create persuasive non-verbal
behavior. The videos are available in THRUST channel4.

The resulting videos show a significant difference of the face
and head movements of the two videos. While the movements
in the video without transformation is quite stable, in the video
after the transformation, we can notice eyebrow movements
and smiles. In order to evaluate these results, we first propose
an objective method based on the persuasion classifier. Indeed,
since we have build an efficient classifier that ensures the per-
suasion prediction (Section 4.2, Table 1), we propose to use it
to test if the output of the model is correctly classified. We use
the best identified classifier (Random Forest). To evaluate the
model objectively, we have generated 50 videos (25 recorded
human faces, replayed on virtual characters of the same gen-
der and transformed to 25 videos of persuasive virtual faces).
These videos correspond to 5 different speech, each speech pro-
duced by 5 different participants (3 female and 2 male) and lasts

3https://github.com/CherniAfef/THRUST-Tool
4https://www.youtube.com/channel/UC87g8UeHbMJync8n8DjLe8g/videos



around 10 seconds. In total, we have generated 25 videos of
neutral virtual faces (replay of the recorded human features on
a virtual face) and 25 videos of persuasive virtual faces (output
of the model). Using the classifier, the results show that all the
videos transformed by our model are classified as persuasive
whereas those before the transformation are classified as neu-
tral. This first objective evaluation constitutes a first validation
step of the proposed tool.

The next step is to conduct a subjective evaluation of the
generated videos. In a perceptive studies, we plan to ask partic-
ipants to evaluate the believability and naturalness of the gener-
ated behavior (as proposed in [26]) but also the perceived per-
suasiveness of the virtual characters: both from the video be-
fore and after transformation. Different questionnaires would
be considered to evaluate the level of persuasiveness such as
Godspeed questionnaire [27] with some modifications in order
to adapt it to persuasiveness context. Note that the video will be
played without sound to avoid the lip synchronization problem
and the effects of the speech on the perception.

7 Conclusion and perspectives
In this article, we have proposed a new tool, called THRUST
(from neuTral Human face to peRsUaSive virTual face), to au-
tomatically transform a video of a neutral human face to a video
of a virtual character face expressing persuasive head and face
movements. To create such a tool, we have based our work on
real videos of human with different levels of persuasiveness.
Combining a machine learning approach and a convolution-
based model, the proposed tool modify automatically the rel-
evant features of the face expressions and head movements to
increase the persuasiveness of the behavior. The objective eval-
uation of the resulting video shows that the video generated by
the tool as in fact automatically classified as persuasive.

The presented work present some limits. We have limited
the considered features according to the available corpus (POM
corpus, the only corpus that contains persuasion annotations)
and given the freely accessible toolbox (Greta and OpenFace
used in our work). In a second step, we aim at extending the
study to other multimodal features and in particular to vocal
ones in order to improve the persuasive model and build an
automatic artificial agent able to speak and express itself per-
suasively.
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