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Introduction 

The choice of disciplinary classification systems has important consequences for the calculation 

of field-normalized scientometric indicators (Waltman & van Eck, 2019). However, despite 

their institutionalization through the organizational structure of research establishments and 

journals, disciplines are fluid, fractal categories (Abbott, 2001). In this paper, we evaluate the 

possibility of classifying Ph.D. theses into disciplines by using a bottom-up empirical approach 

based on topic modeling. 

 

Data and methods 

Our interest in the practical problem of the classification of scholarly communication into 

disciplinary categories stems from the experience of working with a dataset of 334810 Ph.D. 

theses submitted at French universities between 2006 and 2020. In this comprehensive dataset, 

the variable “discipline” does not rely on any controlled vocabulary or disciplinary 

nomenclature. Consequently, there are 23057 unique labels for the variable “discipline”, of 

which 14538 appear only once. Such situation renders impossible any full-scale analysis of the 

data from the perspective of scientific disciplines.  

 

In the absence of citations data, cognitive and discursive dimensions of science can furnish 

insights into its intellectual organization (Leydesdroff, 1989; Foster, Rzhetsky, and Evans, 

2015; Gerow et al., 2018; Dias et al., 2018). To account for the knowledge component of 

science, we rely on topic modeling, which ranks and clusters words based on their distribution 

in scientific publications. Topics are empirically constructed in an unsupervised manner and 

provide a middle ground, with a degree of semantic interpretability, between top-down, strictly 

delimited classification system and unstructured data. We present here the application of a 

methodological advance in topic modeling - the TopSBM algorithm (Gerlach, Peixoto, and 

Altmann, 2018), which employs hierarchical stochastic block modeling of communities in a 

bipartite network of words and documents to discover topics.  

 

 
1 This work was partially supported by the Czech Science Foundation project no. GJ20-01752Y, “Funded and 

Unfunded Research in the Czech Republic”. 
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Our topic model is built atop of abstracts of 285311 of theses in French that include a title, 

keywords, and abstract. The texts were pre-processed by removing stopwords and non-

alphabetical characters, creating compounds from frequent bi-grams and tri-grams, and 

lemmatization using UDPipe (Straka & Straková, 2017). After applying the TobSBM 

algorithm, we obtained a topic model with 7 levels of hierarchy. At the most nuanced level, the 

topic model contains 2043 topics to represent each document. For further steps, we employ the 

latter, most fine-grained solution. 

 

Firstly, we explore the topic space of the theses by selecting discipline labels that appear at least 

1000 times. There are 44 labels that satisfy this condition, and they encompass about half of the 

dataset, or 146099 documents. We calculate a mean topic vector for each discipline and 

hierarchically cluster them using the Ward’s method. Figure 1 shows that the topic dimensions 

are highly structured. While it would be a challenge to ascertain the validity of the clustering 

solution, a qualitative overview indicates that similar disciplines are closely related via their 

topic features. The clusters also faithfully reproduce the great divide between natural and social 

sciences, as well as the differentiation among broad fields within them. 

 

Figure 1: Clustering of most frequent disciplines in topic space meets qualitative expectations. 

 
 

We next examine the ability of the topic features to predict labels of the most frequent 

disciplines to test if the topic model can be used beyond exploratory purposes. We eschew 

building a dedicated predictive model and, instead, proceed with a simple deterministic 

approach. First, we construct a reference dataset by sampling 10% of the theses from each 

discipline (n=14601) and average their topic vectors. We then use Kullback–Leibler divergence 

measure between two probability distributions to find, for each thesis in the remaining dataset 

(n= 131498) for testing purposes, its nearest disciplinary reference vector and assign it as the 

expected label.  

 

Finally, to better understand the extent to which the topic model captures information about the 

disciplinary affiliation of the theses, we take advantage of the nested organizational structure 

of the French Conseil national des universités (CNS), which is consultative and decision-

making body in the French system of tertiary education. CNS is organized in disciplinary 

sections which are themselves integrated into broad groups. The convoluted names of the CNS 
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disciplinary sections do not map easily onto the labels in theses’ dataset, but (with an additional 

requirement of having at least 10 observations in our reference dataset), we through exact 

matching, we could map 11 CNS sections to our data. For these 11 disciplines, there are 6 

corresponding groups, 2 of which contain 3 and 4 disciplines respectively, while the remaining 

4 disciplines are each in their own group. Next, we again construct a reference dataset (n= 2920) 

for the subset of CNS-matched labels and, with its help, attempt to determine the discipline of 

the theses in the remainder of the data (n=26066). 

 

Results 

Our first experiment with the most frequent disciplines yielded a classification accuracy of 47%. 

While this is a very satisfactory result for a problem with 44 classes and a solution without a 

black-boxed model, it may not suffice for practical application in imputing disciplinary labels. 

More evidence of the usefulness of the topic modelling is required. 

 

The results for our second experiment appear in Figure 2, where disciplines are sorted in the 

arbitrary order of the CNS’s system of disciplinary groups (designated here by Roman 

numerals). Where only 1 discipline per CNS group could be found in the data, misclassifications 

are rare. Most disciplines get misclassified within their respective encompassing groups, which 

suggests that even the wrongly predicted labels remain, in fact, substantively valid and close to 

the ground truth. Overlaps appear between such arguably related disciplines as “public law” 

and “history of law and institutions” within group I, or “cellular biology” and “physiology” 

within group X. The topic features sometimes mistake “information and communication 

sciences” for other humanities or social-scientific disciplines, but this discipline itself belongs 

to a group designated by the CNU as “multidisciplinary”.  

 

Figure 2: Misclassified disciplines are mostly contained within their official groups. 
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For 11 disciplinary classes, our approach achieved 86% classification accuracy, and for the 6 

disciplinary groups, the metric is 91%. Only 9% of the theses were therefore attributed to 

disciplines outside of their actual disciplinary group. Instead of being simple failures, the 

instances of incorrect labels assigned from the topic space may therefore reveal tensions 

between the actual intellectual content of the work and the choices and constraints that students 

face when they formally position their work in the system of academic disciplines. 

 

 

Discussion and Conclusion 

The outcomes of both experiments suggest that topics derived from purely textual data 

implicitly capture information about disciplines. This quality of topic modelling can be of great 

benefit when dealing with datasets where disciplinary information is unavailable or unreliable 

and where citation records are absent (as it remains the case especially in the Humanities). Even 

if topics cannot fully reconstruct originally assigned disciplines, they still provide reliable 

pointers about the broader field to which a document belongs. Another advantage is that after 

training a topic model, no further models need to be built because the deterministic divergence 

measure offers an adequate solution. However, a wider range of metrics and experiments with 

other datasets will be needed to fully assess the performance of topics as predictors of 

disciplines. 

 

The results of this preliminary analysis allow for two possible conjunctures. A conservative 

perspective posits that topic models provide a representation of scholarly documents that 

researchers can use either to deterministically predict disciplinary labels or to develop clustering 

solutions to plausibly mirror a system of scientific disciplines. A more radical implication is 

that proportional assignment of scholarly work to empirically constructed topics provides a 

viable alternative to strict disciplinary classifications of various provenience. Topic models 

seem to be well-suited for capturing the inevitable fluidity and interdisciplinarity of scientific 

knowledge production. Methodologically, we propose that nested systems of classification 

offer an expedient framework for the evaluation of automated predictions of labels with fuzzy 

boundaries, such as scientific disciplines. 
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