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DISCRETE SELF-SIMILAR AND ERGODIC MARKOV

CHAINS

LAURENT MICLO†, PIERRE PATIE, AND ROHAN SARKAR

Abstract. The first aim of this paper is to introduce a class of Markov
chains on Z+ which are discrete self-similar in the sense that their semi-
groups satisfy an invariance property expressed in terms of a discrete
random dilation operator. After showing that this latter property re-
quires the chains to be upward skip-free, we first establish a gateway
relation, a concept introduced in [26], between the semigroup of such
chains and the one of spectrally negative self-similar Markov processes
on R+. As a by-product, we prove that each of these Markov chains,
after an appropriate scaling, converge in the Skorohod metric, to the
associated self-similar Markov process. By a linear perturbation of the
generator of these Markov chains, we obtain a class of ergodic Markov
chains, which are non-reversible. By means of intertwining and inter-
weaving relations, where the latter was recently introduced in [27], we
derive several deep analytical properties of such ergodic chains including
the description of the spectrum, the spectral expansion of their semi-
groups, the study of their convergence to equilibrium in the ϕ-entropy
sense as well as their hypercontractivity property.
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1. Introduction

Self-similar processes are ubiquitous in the theory of Markov processes and
they have been studied intensively over the last three decades, both from
theoretical and applied perspectives. A Markov process on R+ is called self-
similar of index 1 if for all α > 0, one has the following commutation type
relation

Qtdα = dαQαt(1.1)

whereQ = (Qt)t≥0 is the semigroup associated with the process and dαf(x) =
f(αx) is the dilation operator, that satisfies the semigroup property dαdβ =
dαβ for all α, β > 0. Motivated by limit theorems, Lamperti [24] obtained a
complete characterization of these processes.

In this paper, we first aim at introducing continuous-time Markov processes
with state space the set of all nonnegative integers that also enjoy a scaling
type property. Naturally, one cannot expect (1.1) to hold in this setting,
because the set of integers is not stable by the dilation operators as de-
fined above. However, in [26], the authors introduced the following signed
Binomial kernel defined by

Dαf(n) =
n∑

k=0

(
n

k

)
αk(1− α)n−kf(k)

which resembles the dilation operator through the multiplicative semigroup
property Dαβ = DαDβ for all α, β > 0, which will be proved in Proposition
4.1 below. Furthermore, they showed that the linear birth-death Markov
chain, see Remark 2.3 below for definition, satisfies the following commuta-
tion type relation

QtDα = DαQαt

where Q is the associated semigroup. Motivated from this result, we in-
troduce a class of continuous-time Markov chains on Z+ that satisfy the
scaling property as above and are upward skip-free, that is, at any instant
the Markov chains do not jump more than one step above and name them
discrete self-similar Markov chains, see Definition 2.1. This class of
Markov chains, to the best of our knowledge, have not been identified be-
fore. Moreover, we want to understand their connections with self-similar
Markov processes. To this end, we resort to intertwining relationship
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between Markov processes. More specifically, for two Markov semigroups P
and Q, we say that they are intertwined if, for all t ≥ 0,

PtΛ = ΛQt

for some linear operator Λ. Note that when the underlying processes have
different state spaces, one lattice and the other one continuous, we use the
terminology gateway relation, coined in [26], to emphasize the unexpected
two-sided connection between the two worlds. The term duality is also used
in a fast growing and fascinating literature on this topic related to differ-
ential operators arising in statistical mechanics, see e.g. [3, 12, 18, 33, 19]
and references therein. More generally, the concept of intertwining relation
goes back to Dynkin [16] who used it to construct new Markov semigroups
from a reference one. These ideas were extended by Rogers and Pitman
in [32], leading to the characterization of Markov functions; that is, mea-
surable maps that preserve the Markov property. With the help of the
intertwining relationship, we prove the Feller property of the discrete self-
similar Markov chains, see Theorem 2.6, and obtain the spectrally negative
self-similar Markov processes as the scaling limit of these Markov chains, see
Theorem 2.6(2). The use of intertwining relations to prove limit theorems
is not new and, in fact, a general framework was built up by Borodin and
Olshanski [10], where they apply it to construct a class of Markov chains
on the Thoma cone. Unfortunately, their strategy is not applicable in our
situation because their conditions are too stringent for us, namely the set
of finitely supported functions are not invariant with respect to the discrete
self-similar Markov semigroups. Nonetheless, still resorting to the inter-
twining relation, we are able to derive explicit formulas for the moments
of these Markov chains and we identify their scaling limits by the method
of moments. We emphasize that there are many instances of the appear-
ance of positive self-similar Markov processes as the scaling limits of models,
such as coalescence-fragmentation processes, see Bertoin [7], random planar
maps, see Le Gall and Miermont [25]. We also mention the recent paper by
Bertoin and Kortchemski [9] where the authors introduce a class of discrete-
time Markov chains whose appropriate scaling limits are positive self-similar
Markov processes. It appears that our work offers another class of Markov
chains in the domain of attraction of such self-similar Markov processes,
with the additional surprising feature that the connection between the two
objects goes, thanks to the gateway relation, in both directions.

We proceed by introducing another class of ergodic Markov chains which
are obtained by a linear first order perturbation of the generators of the
discrete self-similar Markov chains. We name them skip-free Laguerre
chains. The motivation behind this comes from the fact that their continuous
analogue are the generalized Laguerre processes, studied in [29], which are
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also constructed by perturbation of the generator of self-similar processes
by a linear convection term, that is a first order differential operator with a
linear coefficient. We show that they generate a class of Feller semigroups
of ergodic Markov chains which intertwine with the class of the generalized
Laguerre semigroups. Using this connection, we develop the spectral theory,
including the spectrum and the eigenvalues expansions, in the Hilbert space
ℓ2 of nonnegative integers weighted with the invariant distributions nϕ of the
semigroups of these non-reversible chains. As by-product, and under some
mild conditions, we prove compactness and also obtain a hypercoercivity
estimate for the ℓ2(nϕ) convergence to equilibrium, which is given explicitly
as a perturbed spectral gap inequality. This part involves a deep theory
of non-self-adjoint operators as developed in [29], see Section 4.11 for more
details.

We continue our analysis of these skip-free Laguerre semigroups by inves-
tigating the entropy decay to equilibrium as well as the hypercontractivity
property. For self-adjoint Markov semigroups, these two phenomena are
equivalent to the (modified) log-Sobolev inequalities. Unfortunately, in our
context, this relation fails due to the non-self-adjointness of the semigroups.
However, resorting to the idea of interweaving relation, introduced recently
in [27], we relate the skip-free Laguerre semigroups with the self-adjoint dif-
fusion Laguerre semigroups and deduce, up to some universal random time,
both the entropy decay and the hypercontractivity. Finally, showing that
this random time is infinitely divisible, we develop a thorough analysis of the
skip-free Laguerre semigroups subordinated with the associated subordina-
tor, which generate a class of ergodic Markov chains with two-sided jumps,
for which all the results described above are obtained explicitly.

The remaining part of the paper is organized as follows. Most of the fre-
quently used notations are defined in Section 1.1 while Section 2 contains
all the main results of the paper. We provide some examples in Section 3
and Section 4 is devoted to the proofs of the main results. Some aspects of
spectral theory for non-self-adjoint operators have been reviewed in Subsec-
tion 4.11 and the results related to interweaving relations have been proved
in Subsection 4.14.

1.1. Notations and Preliminaries. For any locally compact topological
space E we write C(E), Cb(E), Cc(E) and C0(E) to denote the class of
continuous functions (the set of all functions when E = Z+), class of all
bounded continuous functions, class of all compactly supported continuous
functions and class of all continuous functions vanishing at infinity on E
respectively. In addition, when E = R or R+, we write C∞

b (E) to denote
the class of all bounded smooth functions with bounded derivatives on E.
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Next, for any nonnegative sigma-finite measure µ on R+ and p ∈ [1,∞],
Lp(µ) denotes the Lp space with weight µ. When p = 2, the correspond-
ing Hilbert space is endowed with the inner product denoted by ⟨f, g⟩µ =∫
R+

f(x)g(x)µ(dx). When µ is the Lebesgue measure, we simply write

L2(µ) = L2(R+) associated with the inner product ⟨·, ·⟩. If the underlying
space is the set of all integers Z+, then for any nonnegative discrete mea-
sure m on Z+, we write ℓp(m) to denote the weighted ℓp space on Z+ and
for p = 2, the inner product is written as ⟨f, g⟩m =

∑
n∈Z+

f(n)g(n)m(n).

When m is the counting measure, we use the notation ℓ2(Z+) = ℓ2(m). For
any measurable function f ≥ 0 or f ∈ L1(E,µ), we write µf =

∫
E fdµ.

For any two Banach spacesB1,B2, B(B1,B2) denotes the set of all bounded
linear operators defined from B1 to B2. Finally, for any operator A (possibly
unbounded) defined on some Banach space, D(A) denotes the domain of the
operator and we represent the operator as (A,D(A)) and in case of Hilbert

spaces, we denote the adjoint of A by Â.

We denote the complex plane by C and for any z ∈ C, Re(z), Im(z) denote
the real and imaginary part of z respectively. Next, for any S ⊂ R, we write
CS = {z ∈ C; Re(z) ∈ S}. In particular, when S = R+ (resp. R−), we
simply write C+ (resp. C−).

For two functions f, g defined on the real line, we use the following notation.

f ≍ g means that ∃c > 0 such that, for all x, c−1 ≤ f(x)

g(x)
≤ c

f
a∼ g means that lim

x→a

f(x)

g(x)
= 1 for some a ∈ [0,∞]

f(x)
a
= O(g(x)) means that lim

x→a

∣∣∣∣f(x)g(x)

∣∣∣∣ < ∞

f(x)
a
= o(g(x)) means that lim

x→a

f(x)

g(x)
= 0.

2. Main Results

2.1. Discrete dilation and discrete self-similar Markov chains. We
start by introducing a transformation on C(Z+), which we name the dis-
crete dilation operator. For any α > 0 and f ∈ C(Z+), we define

Dαf(n) =
n∑

r=0

(
n

r

)
αr(1− α)n−rf(r).(2.1)

It should be noted that Dα is well defined on C(Z+) for all α ≥ 0 and it is a
Markov kernel when α ∈ [0, 1]. When α > 1, Dαf may not be bounded even
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if f is bounded. For instance, taking f(n) = (−1)n, for any n ∈ Z+, we have
|Dαf(n)| = (2α − 1)n, which grows exponentially with respect to n. The
operator D shares the multiplicative semigroup property with the dilation
operator, that is, for all α, β > 0, we have Dαβ = DαDβ, see Proposition 4.1
below. Next, we introduce the discrete self-similar Markov chains which are
defined in terms of the operator Dα.

Definition 2.1. We say that the semigroup Q = (Qt)t≥0 of a continuous-
time Markov chain X with state space Z+ is discrete self-similar if for all
t ≥ 0, α ∈ [0, 1], the following identity

QtDα = DαQαt(2.2)

holds on Cb(Z+).

In terms of the law of the Markov chain X = (X(t, n), n ∈ Z+)t≥0, where
X(t, n) means that it is issued from n, the discrete self-similarity can be
interpreted by the following identity in distribution, for any α ∈ [0, 1], t ≥ 0
and n ∈ Z+,

(2.3) B(X(t, n), α)
(d)
= X(αt, B(n, α))

where B(n, α) is a Binomial random variable with parameter n and α, and
X(t, B(n, α))) is the chain at time t with initial law the one of B(n, α).

Next, we consider the class of triplets (m,σ2,Π) such that m,σ2 ≥ 0 and Π
is a non-negative measure on R+ that satisfies∫ ∞

0
(y ∧ y2)Π(dy) < ∞,(2.4)

that is Π is a Lévy measure with a finite first moment away from 0. To each
of these triplets, we associate the so-called Bernstein function defined as

ϕ(u) = m+ σ2u+

∫ ∞

0
(1− e−uy)Π(y)dy(2.5)

where Π(y) = Π(y,∞) is the tail of the measure Π. Let B denote the class
of all functions of the form (2.5).

We are now ready to introduce a class of discrete operators on Z+, which is
the central object of this paper. For any ϕ ∈ B associated with the triplet
(m,σ2,Π) and f ∈ Cc(Z+), we define

Gϕf(n) = σ2n(∂+ + ∂−)f(n) + (m+ σ2)∂+f(n) +GΠf(n)(2.6)
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where ∂±f(n) = f(n± 1)− f(n) for all n ∈ Z+ and

GΠf(n) =
1

n+ 1

∫ ∞

0
[De−y f(n+ 1)− f(n+ 1) + y(n+ 1)∂+f(n)] Π(dy).

(2.7)

We are now ready to state our first main result.

Theorem 2.2. The operator (Gϕ,Cc(Z+)) generates a Feller Markov chain
on Z+, denoted by Xϕ = (Xϕ(t, n), n ∈ Z+)t≥0 which is self-similar, and
Cc(Z+) serves as a core for Gϕ.

This theorem is proved in Section 4.1.

Remark 2.3. When Π ≡ 0, Xϕ is the reversible linear birth-death chain with
invariant measure

Γ(n+m+ 1)

Γ(n+ 1)
, n ∈ Z+.

For a detailed account on such Markov chains, we refer to [26].

Remark 2.4. In (2.2), we restrict α ∈ [0, 1] as Dα is, in this case, a Markov
kernel. However, since Dαpk(n) = αkpk(n), for all α > 0 and k, n ∈ Z+,
where pk is defined in (4.22) below, Theorem 4.8, also below, yields that for

all ϕ ∈ B and t ≥ 0, Qϕ
tDαpk(n) = DαQ

ϕ
αtpk(n), where Q

ϕ is the discrete
self-similar semigroup generated by Gϕ. This reveals that the discrete self-
similarity property also holds in a more general framework than the one
given in (2.2).

A continuous-time Markov chain is called upward skip-free if it does not
jump more than one step above at any instant, that is, for any n ∈ Z+

and l ≥ n + 2, G(n, l) = 0 where G is the generator of the Markov chain.
It can be easily shown that the discrete self-similar Markov chain Xϕ with
generator Gϕ is upward skip-free, see (4.3) below. In the next theorem we
show the converse claim that is any discrete self-similar Markov chains must
be upward skip-free.

Theorem 2.5. Let X be any continuous-time discrete self-similar Markov
chain on Z+. Then X is upward skip-free.

This theorem is proved in Section 4.2.
7



2.2. Connections with self-similar Markov processes: gateway rela-
tion and scaling limit. Self-similar Markov processes on the positive real
line are well studied as they appear as the weak limits of various Markov pro-
cesses, see Lamperti [23]. When these processes are spectrally negative,
that is, they do not have any positive jumps, and with 0 as an entrance-
non-exit boundary, Lamperti [24] showed that they are in bijection with the
subset of Bernstein functions B defined in (2.5) and moreover, the generator
of these processes are of the form

Gϕf(x) =σ2xf ′′(x) + (m+ σ2)f ′(x)(2.8)

+
1

x

∫ ∞

0
[de−yf(x)− f(x) + yxf ′(x)]Π(dy)(2.9)

where ϕ is defined in terms of the triplet (m,σ2,Π), see (2.5) and f ∈
C∞

c (R+). The careful reader will have noticed that the operator Gϕ in (2.6)
is the discrete analogue of the operator Gϕ, revealing that the former is a
natural approximation of the latter. However, we provide below a deeper
connection between these class of Markov processes (operators) by establish-
ing a gateway relation between their semigroups, a concept introduced in
[27], meaning that the connection goes in both directions. As a by-product,
we show that discrete self-similar Markov chains, after scaling appropriately,
converge to the self-similar Markov processes in the Skorohod’s J1-topology.

Theorem 2.6. (1) Gateway relation. For any ϕ ∈ B, let Qϕ and Qϕ

denote the Feller semigroups generated by Gϕ and Gϕ respectively.
Then, for any f ∈ C0(Z+) and t ≥ 0,

Qϕ
t Λf = ΛQϕ

t f(2.10)

where Λf(x) = E[f(Pois(x))], Pois(x) being a Poisson random vari-
able with parameter x > 0.

(2) Scaling limit. For any ϕ ∈ B, let Xϕ (resp. Xϕ = (Xϕ(t, x))t≥0) be
the discrete self-similar Markov chain (resp. the positive self-similar
Markov process issued from x), then, for all x > 0,(

1

n
Xϕ(nt, ⌊nx⌋)

)
t≥0

−→ (Xϕ(t, x))t≥0(2.11)

in Skorohod’s J1-topology.

Remark 2.7. As mentioned to us by an anonymous referee, the gateway
relationship (2.10) has the following neat probabilistic interpretation, using
the notation of item (2) above,

(2.12) Xϕ(t,Pois(x))
(d)
= Pois(Xϕ(t, x))
8



which is valid for any t, x > 0. Using the self-similarity property of Xϕ, this
identity yields, for any fixed t, x > 0 and large integer n (but not for ⌊nx⌋),
1
nXϕ(t,Pois(nx))

(d)
= 1

nPois(Xϕ(t, nx))
(d)
= 1

nPois(nXϕ(t, x)) → Xϕ(t, x) in
distribution. Moreover, the identity (2.12) boils down when x tends to 0 to

Xϕ(t, 0)
(d)
= Pois(Xϕ(t, 0))

where Xϕ(t, 0) stands for the entrance law of Xϕ which is known to exist as
m ≥ 0, see e.g. [29].

The intertwining relation in (1) is proved in Proposition 4.3(1) and the
scaling limit in (2) is proved in Section 4.4.

2.3. Discrete Laguerre chains from discrete self-similar Markov
chains. Let us now consider a perturbation of the discrete self-similar Markov
chains, that is, we introduce a new family of discrete operators on Cc(Z+)
defined by

Lϕf(n) = Gϕf(n) + n∂−f(n)(2.13)

where ϕ ∈ B and Gϕ is defined in (2.6). Alternatively, the operator Lϕ can
be represented, for any f ∈ Cc(Z+), as follows

Lϕf(n) =
n+1∑
l=0

Lϕ(n, l)f(l)(2.14)

where

Lϕ(n, l) =


Gϕ(n, l) if l ̸= n, n− 1

Gϕ(n, n− 1) + n if l = n− 1

Gϕ(n, n)− n if l = n

(2.15)

with Gϕ(n, l) = Gϕδl(n) and δl(n) = 1{l=n}.

Theorem 2.8. (1) For any ϕ ∈ B, the operator (Lϕ,Cc(Z+)) generates

a Feller Markov semigroup on C0(Z+), which we denote by Kϕ.

(2) We have, for any f ∈ C0(Z+) and t ≥ 0,

K
ϕ
t f = Q

ϕ
et−1De−tf.(2.16)

(3) The semigroup Kϕ has a unique invariant distribution denoted by nϕ

and nϕ(n) > 0 for all n ∈ Z+. Moreover, nϕ has moments of all
orders and it is moment determinate.

(4) Finally, the semigroup Kϕ is self-adjoint in ℓ2(nϕ) if and only if
ϕ(u) = m+ σ2u for some m,σ2 ≥ 0.
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Remark 2.9. In Propositions 4.11 and 4.12, we provide additional properties,
including several representations, of the invariant measure nϕ.

We have omitted the proof of the item (1) since it can be obtained by follow-
ing a line of reasoning similar to the proof of Theorem 2.2 from the claims
given in Proposition 4.11. Item 2 is proved after this latter Proposition. The
properties of the invariant distribution in item (3) are proved in Proposi-
tion 4.11(2) and Proposition 4.12. Item (4) is proved in Proposition 4.11(4).

We name the Markov semigroup Kϕ (resp. the Markov chain) the skip-
free Laguerre semigroup (resp. skip-free Laguerre chain). This is
motivated by the following observation. The operator Lϕ can be viewed as
the discrete analogue of the generalized Laguerre operator on R+, studied
in [29], and defined by

Lϕf(x) =Gϕf(x)− xf ′(x)

=σ2xf ′′(x) +
(
m+ σ2 − x

)
f ′(x)(2.17)

+
1

x

∫ ∞

0

(
de−yf(x)− f(x) + yxf ′(x)

)
Π(dy)(2.18)

where Gϕ is defined in (2.8) and (σ, β,Π) is the characteristic triplet of ϕ.

We now aim to derive the spectral properties, convergence to the equilibrium
and hypercontractivity phenomenon of Kϕ.

2.4. Spectral expansion and the spectrum of the skip-free Laguerre
semigroups. Since the semigroup Kϕ has invariant distribution nϕ, we can
extend it on the Hilbert space ℓ2(nϕ). If ϕ is as in (2.5), let σ1 be defined
as follows

σ1 =

{
σ2 if σ2 > 0

1 if σ2 = 0.
(2.19)

We now introduce a sequence of discrete (acting on Z+) polynomials defined,
for k, n ∈ Z+, by

(1 + σ−1
1 )−

k
2

k∑
r=0

(−1)r
(
k

r

)
pr(n)

Wϕ(r + 1)
(2.20)

where Wϕ(k + 1) =
∏k

r=1 ϕ(r), Wϕ(1) = 1 and pr(n) =
Γ(n+1)

Γ(n+1−r) . Since the

invariant distribution nϕ has finite moments of all order, see Theorem 2.8(3),

it is plain that, for all k ∈ Z+, P
ϕ
k ∈ ℓ2(nϕ). Next, for k, n ∈ Z+, we define

Vϕ
k (n) =

(1 + σ−1
1 )

k
2

nϕ(n)

k∧n∑
r=0

(−1)r
(k + n− r)!

(k − r)!(n− r)!r!
nϕ(k + n− r).(2.21)
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Theorem 2.10. (1) Spectrum. For any ϕ ∈ B, t ≥ 0 and k ∈ Z+,

Vϕ
k ∈ ℓ2(nϕ), and

K
ϕ
t P

ϕ
k = e−ktPϕ

k , K̂
ϕ
t V

ϕ
k = e−ktVϕ

k

where K̂ϕ
t is the ℓ2(nϕ)-adjoint of Kϕ

t . Hence, {e−kt; k ∈ Z+} ⊆
Specp(K

ϕ
t )∩ Specp(K̂

ϕ
t ), where for an operator T , Specp(T ) denotes

the point spectrum of T .

(2) Biorthogonality. (Pϕ
k )k≥0 and (Vϕ

k )k≥0 are biorthogonal sequences
in ℓ2(nϕ), that is, for all k, l ∈ Z+,〈

Pϕ
k ,V

ϕ
l

〉
nϕ

= 1{k=l}.

(3) Spectral expansion. If σ2 > 0, then, for all f ∈ ℓ2(nϕ) and t >
1
2 log

(
1 + σ−2

)
,

(2.22) K
ϕ
t f =

∞∑
k=0

e−kt
〈
f,Vϕ

k

〉
nϕ

Pϕ
k .

(4) Compactness. If σ2 > 0, then, for all t > 1
2 log

(
1 + σ−2

)
, Kϕ

t is

compact and, denoting by Spec(Kϕ
t ) the spectrum of Kϕ

t , we have

Spec(Kϕ
t ) \ {0} = Specp(K

ϕ
t ) = {e−kt; k ∈ Z+}.

(5) Transition probabilities. If (Kϕ
t (·, ·))t≥0 denotes the transition

probabilities of the skip-free Laguerre chain and σ2 > 0, then, for all
t > 1

2 log
(
1 + σ−2

)
and n, l ∈ Z+, we have

K
ϕ
t (n, l) =

∞∑
k=0

e−ktPϕ
k (n)V

ϕ
k (l)nϕ(l)

where the sum on the right-hand side of the above identity converges
absolutely.

This theorem is proved in Section 4.12.

Remark 2.11. It should be noted that (1) in the above theorem is dif-
ferent from the result in the case of generalized Laguerre semigroups on
R+, their continuous analogue. Indeed, from [29, Theorem 1.22, 4(d)],

e−kt ∈ Specp(K̂
ϕ
t ) only if k ∈ Zϕ (see (4.57) for the definition of Zϕ)

and e−kt ∈ Specr(K̂
ϕ
t ) if k /∈ Zϕ, where Specr(K

ϕ
t ) stands for the resid-

ual spectrum of Kϕ
t . However, for the discrete Laguerre semigroup Kϕ,

e−kt ∈ Specp(K̂
ϕ
t ) for all k ∈ Z+.
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2.5. Convergence to equilibrium. In Theorem 2.8(3) we have seen that
the non-self-adjoint skip-free Laguerre chains have an unique invariant dis-
tribution. In this section, we start by studying the rate of convergence to
their invariant distributions via spectral gap inequality, which comes as a
by-product of the spectral expansion obtained in the previous theorem. We
proceed with explicit rate of convergence to equilibrium in the Φ-entropy
sense, which is a consequence of a more subtle relation with the self-adjoint
birth-death Laguerre chain, namely an interweaving relation discussed in
Section 4.14. Before stating the result, let us introduce a few additional
objects related to the Bernstein functions. For any ϕ ∈ B let us define

dϕ = min{u ≥ 0; ϕ(−u) = −∞, ϕ(−u) = 0} ∈ [0,∞].(2.23)

If (m,σ2,Π) is the triplet associated to ϕ, let us write

mϕ = lim
u→∞

ϕ(u)− σ2u

σ2
=

m+Π(0)

σ2
(2.24)

where Π(0) =
∫∞
0 Π(y,∞)dy. The quantity mϕ is finite whenever σ2 > 0

and Π(0) ∈ [0,∞).

Next, for an open interval I ⊆ R, we say that a function Φ : I → R is
admissible if

Φ ∈ C4(I) with both Φ and − 1

Φ′′ convex.(2.25)

Given an admissible function Φ, and a probability measure µ on R, we write
for any f : R+ → I with f,Φ(f) ∈ L1(µ)

EntΦµ (f) = µΦ(f)− Φ(µf)(2.26)

for the so-called Φ-entropy of f . When Φ(x) = x2, I = R, (2.26) is equal
to Varµ(f) and when Φ(x) = x log x, I = R+, (2.26) yields the Boltzmann
entropy of f with respect to µ. From Jensen’s inequality it is plain that the
Φ-entropy is always nonnegative. We are now ready to state the following.

Theorem 2.12. Let ϕ ∈ B be associated with the triplet (m,σ2,Π) such

that σ2,dϕ > 0 and Π(0) < ∞. Then, the following holds.

(1) Hypocoercive estimate. For all f ∈ ℓ2(nϕ) and t ≥ 0, we have

∥∥∥Kϕ
t f − nϕf

∥∥∥
ℓ2(nϕ)

≤

√
(mϕ + 1)(1 + σ2)

σ2(dϕ + 1)
e−t∥f − nϕf∥ℓ2(nϕ).(2.27)

12



(2) Entropy decay. For all β > mϕ, t ≥ 0 and f such that f,Φ(f) ∈
ℓ1(nϕ), we have

EntΦnϕ

(
K

ϕ
t+τβ

f
)
≤ e−t EntΦnϕ

(f)(2.28)

where, we recall that Kϕ
t+τβ

f(n) = E[f(Xϕ(t + τβ, n)] and τβ is an

infinitely divisible positive random variable whose Laplace transform
is given by∫ ∞

0
e−usP(τβ ∈ ds) = e−ϕβ(u), u > 0,(2.29)

with ϕβ(u) = u log
(
1 + σ−2

)
+ log

(
Γ(u+β+1)

Γ(1+β)Γ(u+1)

)
.

Item (1) of the above theorem is proved in Section 4.13 and item (2) is
proved in Section 4.16.

Remark 2.13. The estimate in (1) gives the hypocoercivity, in the sense of
Villani [36], for the skip-free Laguerre semigroups. This notion continues
to attract a lot of interests, especially in the area of kinetic Fokker–Planck
equations; see e.g. Baudoin [6] and Dolbeault et al. [15] and the references
therein. Unlike this literature, we are able to identify the hypocoercive con-
stants, namely the exponential decay rate as the spectral gap and the con-
stant in front of the exponential, which is greater than 1 as with σ2, dϕ > 0
we have mϕ > dϕ, is a measure of the deviation of the spectral projections
from forming an orthogonal basis. Note that in general, the hypocoercive
constants may be difficult to identify and may have little to do with the spec-
trum. Results in the spirit of (1) have already been obtained by Achleitner
et al. [1], Patie and Savov [29] as well as in Patie and Vaidyanathan [31]
where a general framework based on intertwining relation is developed.

2.6. Hypercontractivity. A Markov semigroup defined on the state space
E with invariant distribution µ is said to be hypercontractive if there exists
α > 0 such that

|||Pt|||L2(E,µ)→Lp(αt)(E,µ) ≤ 1

where p(t) = 1 + et and

|||Pt|||L2(E,µ)→Lp(αt)(E,µ) = sup
f :∥f∥L2(E,µ)=1

∥Ptf∥Lp(αt)(E,µ).

It is readily seen that the hypercontractivity reflects the regularity of the
semigroup. For self-adjoint Markov semigroups, hypercontractivity can be
interpreted in terms of their (modified) log-Sobolev constants, see [5, The-
orem 5.2.3] and references therein. Nonetheless, even for the self-adjoint
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birth-death Laguerre chain, it is difficult to obtain a precise value of the
(modified) log-Sobolev constant. Using the concept of interweaving, see
Section 4.14, we circumvent this issue, and in fact, we are able to obtain the
hypercontractivity estimates for (non self-adjoint) skip-free Laguerre semi-
groups up to a random warm-up time.

Theorem 2.14. If σ2 > 0 and Π(0) < ∞, then, for all β > mϕ = m+Π(0)
σ2

and t ≥ 0, ∣∣∣∣∣∣∣∣∣Kϕ
t+τβ

∣∣∣∣∣∣∣∣∣
ℓ2(nϕ)→ℓp(t)(nϕ)

≤ 1

where τβ is defined in (2.29).

This theorem is proved in Section 4.17.

2.7. Bochner subordination of skip-free Laguerre chains. In the pre-
vious two sections we have seen that Theorem 2 and Theorem 2.14 hold for
skip-free Laguerre semigroups up to a random warm-up or delay time de-
noted by τβ. However, applying a time-change on the skip-free Laguerre
chains, we can obtain a new class of skip-free Markov chains for which the
above theorems hold with a deterministic warm-up or delay time. In other
words, we obtain a new class of Markov chains (with two sided-jumps of
arbitrary size) for which the quantity τβ can be replaced by a deterministic
number. Since τβ is an infinitely divisible random variable with ϕβ ∈ B as its
Lévy-Khintchine exponent, one can consider the subordinator (τβ(t), t ≥ 0)

such that τβ(1)
(d)
= τβ. With an abuse of notation, we still denote this sub-

ordinator by τβ. Now, let us consider the subordinated Laguerre semigroup
defined by

K
ϕ,τβ
t =

∫ ∞

0
Kϕ

s P(τβ(t) ∈ ds).(2.30)

Since limt→∞ τβ(t) = ∞ almost surely, the semigroup Kϕ,τβ has the same
invariant measure nϕ. Below, we provide the spectral expansion, the Φ-

entropy convergence and the hypercontractivity property of Kϕ,τβ .

Theorem 2.15. Let ϕ ∈ B be associated with the triplet (m,σ2,Π).

(1) Spectral Expansion. If σ2 > 0 then for all β > 0, f ∈ ℓ2(nϕ) and

t > 1
2 we have

K
ϕ,τβ
t f =

∞∑
k=0

e−tϕβ(k)⟨f,Vϕ
k ⟩nϕ

Pϕ
k .

14



(2) Φ-entropy decay. If σ2 > 0, Π(0) < ∞ and β > mϕ, then for
all admissible (see (2.25) for definition) function Φ and f such that
f,Φ(f) ∈ ℓ1(nϕ), we have, for all t ≥ 0,

EntΦnϕ

(
K

ϕ,τβ
t f

)
≤ e−ϕβ(1)(t−1)+ EntΦnϕ

(f)

where t+ = max(t, 0).

(3) Hypercontractivity. If σ2 > 0, Π(0) < ∞ and β > mϕ, then, for
all t ≥ 0, ∣∣∣∣∣∣∣∣∣Kϕ,τβ

t+1

∣∣∣∣∣∣∣∣∣
ℓ2(nϕ)→ℓp(t)(nϕ)

≤ 1

where p(t) = 1 + et.

3. Examples

3.1. The discrete Laguerre chains and the Meixner polynomials.
Let us consider the Bernstein function ϕ(u) = σ2u +m where σ2 > 0,m ≥
0. If Kϕ is the skip-free Laguerre semigroup associated with ϕ, then the
generator is given by

Lϕ(n, l)


σ2n+m+ σ2 + 1 if l = n+ 1

(1 + σ2)n if l = n− 1

−(1 + 2σ2)n−m− σ2 − 1 if l = n

0 otherwise.

From Proposition 4.12, the unique invariant distribution of Lϕ is given by

nϕ(n) =
Γ
(
n+ m

σ2 + 1
)

Γ
(
m
σ2 + 1

)
n!

2−n− m
σ2−1, n ∈ Z+.

The semigroup Kϕ is self-adjoint in ℓ2(nϕ) and it follows from Theorem 2.10

that the eigenfunctions Pϕ
k of Kϕ

t corresponding to its eigenvalue e−kt form
an orthogonal sequence in ℓ2(nϕ). More specifically, writing β = m

σ2 , for all
k ∈ Z+,

Pϕ
k (n) =

(
1 + σ−2

)− k
2 Γ(β + 1)

k∑
r=0

(−σ)−2r

(
k

r

)
pr(n)

Γ(r + β + 1)

=
(
1 + σ−2

)− k
2
2F1

(
−n,−k, β + 1;−σ−2

)
where

2F1(a, b; c;x) =
Γ(c)

Γ(a)Γ(b)

∞∑
r=0

Γ(r + a)Γ(r + b)

Γ(r + c)

xr

r!
.(3.1)

15



From [21, Equation (7)], it follows that∥∥∥Pϕ
k

∥∥∥2
ℓ2(nϕ)

= ck (β)
−1

where for any a > 0, ck(a) = Γ(a+k+1)
Γ(a+1)Γ(k+1) . Finally, for all f ∈ ℓ2(nϕ) and

t > 0, we have, in ℓ2(nϕ),

K
ϕ
t f =

∞∑
k=0

ck

(m
σ2

)
e−kt

〈
f,Pϕ

k

〉
nϕ

Pϕ
k .

3.2. The perturbed Laguerre skip-free chain. Consider the Bernstein
function defined for m > 1 by

ϕm(u) =
(u+m+ 1)(u+m− 1)

u+m
=

m2 − 1

m
+ u+

∫ ∞

0
(1− e−uy)e−mydy.

Let Gϕm be the generator of the discrete self-similar Markov semigroup

associated with ϕm. Then, according to (2.6), σ2 = 1,m = m2−1
m and

Π(dy) = me−mydy. So, the infinitesimal generator Gm is given by

Gϕm(n, l) =



mΓ(l+m)Γ(n−l+2)
(n+1)Γ(n+m+2) if l ∈ J0, n− 2K

2m
(n+1)(n+m)(n+m+1) + n if l = n− 1

m− 1
m+n+1 if l = n+ 1

m
(n+m)(n+m+1) −

1
m if l = n

0 if l > n+ 1.

Now, the corresponding skip-free Laguerre chain has the generator Lϕm given
by

Lϕm(n, l) =


Gm(n, l) if l ̸= n, n− 1

Gm(n, n− 1) + n if l = n− 1

Gm(n, n)− n if l = n.

From Proposition 4.12, the unique invariant distribution of Lϕm is given by

nϕm(n) =
(n+m+ 1)Γ(n+m)

(m+ 1)Γ(m)n!
2−(n+m+1), n ∈ Z+.

Let us compute the eigenfunctions and co-eigenfunctions of the semigroup
Kϕm generated by Lϕm . Denoting the eigenfunction (resp. the co-eigenfunction)

of Kϕm
t corresponding to the eigenvalue (resp. co-eigenvalue) e−kt by Pϕm

k
16



(resp. Vϕm

k ), we have

Pϕm

k (n) = 2−
k
2

k∑
r=0

(−1)r
(
k
r

)
Wϕm(r + 1)

pr(n)

= 2−
k
2 [(m+ 1)2F1 (−k,−n,m+ 1;−1)− 2F1 (−k,−n,m+ 2;−1)] ,

Vϕm

k (n) =
2−

k
2

nϕ(n)

Γ(n+ k +m)

k!n!
((n+m+ k)2F1(−k,−n,−n− k −m; 2)

+2F1(−k,−n,−n− k −m+ 1; 2))

where 2F1 is the hypergeometric function defined in (3.1).

3.3. The Beta skip-free chain. We consider the Bernstein function ϕm
corresponding to a compound Poisson process with exponential jumps which
is defined, for m > 1 and u > 0, by

ϕm(u) =
u

m(u+ m)
=

∫ ∞

0
(1− e−uy)e−mydy.

Therefore, according to (2.5), σ2 = 0,m = 0, Π(dy) = me−mydy and ϕm(∞) =
1
m
. If Lϕm denotes the generator of the Laguerre semigroup corresponding to

ϕm in continuous state space, we have for all f ∈ C∞
c (R+),

Lϕmf(x) = −xf ′(x) +
m

x

∫ ∞

0

(
f(e−yx)− f(x) + yxf ′(x)

)
e−mydy.

The Bernstein-gamma function associated with ϕm is

Wϕm(k + 1) =
Γ(m+ 1)Γ(k + 1)

mkΓ(k + 1 + m)
, k ∈ Z+.

From [29, Proposition 2.6(1)], the semigroup generated by Lϕm admits an
unique invariant measure νϕm which is absolutely continuous with moment
sequence (Wϕm(k + 1))k≥0 and given by

νϕm(dx) = m2(1− mx)m−1dx, 0 < x <
1

m
.

Now coming back to the corresponding skip-free Laguerre chain in the dis-
crete state space, (4.39) implies that the unique invariant distribution of its
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semigroup Kϕm is

nϕm(n) =
1

n!

∞∑
r=0

Wϕm(n+ r + 1)
(−1)r

r!

=
1

n!

∞∑
r=0

Γ(m+ 1)Γ(n+ r + 1)

mn+rΓ(n+ r + m+ 1)

(−1)r

r!

=
1

mn
Γ(m+ 1)

Γ(n+ m+ 1)
1F1

(
n, n+ m;

1

m

)
where 1F1 is an hypergeometric function. Finally, from Proposition 4.17,

the eigenfunction of Kϕm

t corresponding to e−kt is given by

Pϕm

k (n) = 2−
k
2

k∑
r=0

(−1)r
(
k

r

)
pr(n)

Wϕm(r + 1)
= 2

k
2 3F1(−k,−n, m+ 1; 1;−m)

where 3F1(a, b, c; d;x) = Γ(d)
Γ(a)Γ(b)Γ(c)

∑∞
r=0

Γ(r+a)Γ(r+b)Γ(r+c)
Γ(r+d)

xr

r! and Vϕm

k is

given by (2.21).

4. Proof of the Main Results

We begin this section with some useful facts about to the discrete dilation
operator.

Proposition 4.1. (1) For all α > 0 and f ∈ Cb(Z+),

(4.1) dαΛf = ΛDαf

where dαf(x) = f(αx) is the usual dilation operator on R+ and Λ is
as in Theorem 2.6.

(2) For all f ∈ C(Z+), and α, β > 0, Dαβf = DαDβf.

(3) D1 = Id and for all α > 0, D−1
α = D1/α.

(4) (De−t)t≥0 (resp. (de−t)t≥0 form a semigroup on ℓ2(Z+) (resp. on

L2(R+)) with generator ∂n
− = n∂− (resp. ∂x = −x d

dx) with ∂xΛ =
Λ∂n

− on Cc(Z+).

Remark 4.2. There are several analogies between the two dilation operators
which make our choice of the discrete one natural. Indeed, as its continuous
analogue, the discrete dilation operator is a multiplicative semigroup, and,
the generator of its associated additive semigroup is the discrete analogue
of the continuous one, see item 4. However, unlike in the continuous case,
Dα does not have bounded inverse when α ∈ (0, 1).

18



Proof. The first item follows from [26, Proposition 1]. Next, we note that,
for any f ∈ Cb(Z+) and α > 0,

|Dαf(n)| ≤ |(2α− 1)|n∥f∥∞.(4.2)

Then, (4.2) implies that both ΛDαf and dαΛf are well defined. Now, (1)
yields

ΛDαβ = dαβΛ = dαdβΛ = dαΛDβ = ΛDαDβ.

Since Λ : Cb(Z+) → Cb(R+) is injective, see [26, Lemma 4(4))], item (2)
follows. Item (3) is a direct consequence of item (2). For item (4), it
is immediate from item (2) that (De−t)t≥0 is a translation semigroup on
C0(Z+). Moreover, from (4.1) we have that for all t ≥ 0 and f ∈ C0(Z+)

de−tΛf = ΛDe−tf.

Differentiating the above identity with respect to t when f ∈ Cc(Z+) and
noting that de−t = et∂

x
one obtains that

∂xΛf = Λ
d

dt
De−tf|t=0

where we used that Λ is a bounded operator. However, from [26, Lemma 4.5],
after observing that Λ = ∇−1, we have ∂xΛf = Λ∂n

−f whenever f ∈ Cc(Z+).
Since Λ is injective on Cc(Z+), we conclude that for all f ∈ Cc(Z+) one has

d

dt
De−tf|t=0

= ∂n
−f

which proves item (4). □

4.1. Proof of Theorem 2.2. It is not difficult to see that the operator GΠ

can be simplified as follows. We can write GΠf(n) =
∑n+1

l=0 G(n, l)f(l) where

GΠ(n, l) =



∫∞
0

1
n+1

(
n+ 1

l

)
e−ly(1− e−y)n−l+1Π(dy) if l ∈ J0, n− 1K

∫∞
0

1
n+1

(
e−(n+1)y − 1 + (n+ 1)y

)
Π(dy) if l = n+ 1

0 if l > n+ 1

(4.3)

and GΠ(n, n) = −
∑

l ̸=nGΠ(n, l).

To show that Gϕ is a Markov generator, we need to show that Gϕ(n, l) ≥ 0
for all n ̸= l. From the expression of Gϕ in (2.6), it is enough to show
that GΠ(n, l) ≥ 0 for all l ̸= n, a fact which follows readily from (4.3). To
get that Gϕ generates a Feller semigroup on C0(Z+), we wish to combine
Theorem 3.2 with Corollary 3.2 from [17, Chapter 8]. To this end, the
following four conditions need to be checked
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(i) supn∈Z+

|Gϕ(n,n)|
n+1 < ∞

(ii) limn→∞Gϕ(n, l) = 0 for all l ∈ Z+

(iii) supn∈Z+

∑
l∈Z+

n+1
l+1Gϕ(n, l) < ∞

(iv) supn∈Z+

1
n+1

∑
l∈Z+

(l − n)Gϕ(n, l) < ∞.

First, we note that

Gϕ(n, l) =


σ2(n+ 1) +m+GΠ(n, n+ 1) if l = n+ 1

σ2n+GΠ(n, n− 1) if l = n− 1

−2σ2n− σ2 −m+GΠ(n, n) if l = n

GΠ(n, l) otherwise.

It is plainly sufficient to check all four conditions above for GΠ merely. From
the definition of GΠ(n, n), we get that, for all n ∈ Z+,

GΠ(n, n) =−
∫ ∞

0

1

n+ 1

(
1−

n−1∑
l=0

(
n+ 1

l

)
e−ly(1− e−y)n−l+1

)
Π(dy)

−
∫ ∞

0

1

n+ 1
(1− e−(n+1)y + (n+ 1)y)Π(dy).

Since for any y > 0,
∑n+1

l=0

(
n+ 1

l

)
e−ly(1 − e−y)n+1−l = 1, the above ex-

pression reduces to

GΠ(n, n) =

∫ ∞

0
(e−ny − e−(n+1)y − y)Π(dy).(4.4)

Next, noting that

|e−ny − e−(n+1)y − y| =
∣∣∣∣∫ n+1

n
y(1− e−ry)dr

∣∣∣∣
≤(2n+ 1)y21{y≤1} + y1{y>1},

the integral in (4.4) is finite due to (2.4) and therefore,

lim
n→∞

|Gϕ(n, n)|
n+ 1

≤ 2σ2 + 2

∫ 1

0
y2Π(dy) < ∞.

This verifies condition (i). Then, for any l ∈ Z+ and sufficiently large n,

GΠ(n, l) =
1

n+ 1

∫ ∞

0

(
n+ 1

l

)
e−ly(1− e−y)n−l+1Π(dy).

When l = 0,

GΠ(n, 0) =
1

n+ 1

∫ ∞

0
(1− e−y)n+1Π(dy)(4.5)

20



and clearly n 7→
∫∞
0 (1 − e−y)n+1Π(dy) is a decreasing sequence. Thus,

limn→∞GΠ(n, 0) = 0. When l ≥ 1, let us define, for all n ∈ Z+ with
n ≥ l + 1,

an =

∫ 1

0
e−ly(1− e−y)n−l+1Π(dy),

bn =

∫ ∞

1
e−ly(1− e−y)n−l+1Π(dy).

We note that both an, bn are well defined if n ≥ l+1. Since, for all n ≥ l+1,
an+1 ≤ (1− e−1)an, we have that an ≤ al+1(1− e−1)n−l−1, and thus

lim
n→∞

(
n+ 1

l

)
an = 0.

On the other hand, observing that, for any y > 0,

lim
n→∞

(
n+ 1

l

)
e−ly(1− e−y)n−l+1 = 0

sup
n≥1

(
n+ 1

l

)
e−ly(1− e−y)n+1−l ≤ 1,

a dominated convergence argument entails that

lim
n→∞

(
n+ 1

l

)
bn = 0

which verifies condition (ii). For condition (iii), we first observe that for any
y > 0 and l, n ∈ Z+ with l ≤ n+ 1, the following identity

1

n+ 2

n+1∑
j=1

(1− e−y)j − y

n+ 2
=

n−1∑
l=0

1

l + 1

(
n+ 1

l

)
e−ly

(
1− e−y

)n−l+1

+

(
e−(n+1)y − 1 + (n+ 1)y

)
n+ 2

+
(
e−ny − e−(n+1)y − y

)
holds. As a result of the above identity and invoking (4.3) one gets

n+1∑
l=0

n+ 1

l + 1
GΠ(n, l) =

1

n+ 2

∫ ∞

0
(1− e−y − y) +

1

n+ 2

n+1∑
j=2

(1− e−y)jΠ(dy).

(4.6)

Since for y > 0, |1− e−y − y| ≤ y ∧ y2

2 , using (2.4), we get∫ ∞

0
|1− e−y − y|Π(dy) ≤

∫ 1

0

y2

2
Π(dy) +

∫ ∞

1
yΠ(dy) < ∞
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and, for all 2 ≤ j ≤ n+ 1,∫ ∞

0
(1− e−y)jΠ(dy) ≤

∫ 1

0
y2Π(dy) +

∫ ∞

1
Π(dy) < ∞.

Therefore, condition (iii) is satisfied as well. Finally, the last condition
follows since, plainly,

lim
n→∞

1

n+ 1

n+1∑
l=0

(l − n)GΠ(n, l) = lim
n→∞

1

n+ 1

∫ ∞

0
(e−y − 1 + y)Π(dy) = 0.

Therefore, Gϕ generates a Feller semigroup on C0(Z+) with Cc(Z+) as its
core.

Next, to prove the discrete self-similarity property of the generated semi-
group above, we need the following.

Proposition 4.3. (1) Let Qϕ and Qϕ denote the Feller semigroups gen-
erated by Gϕ and Gϕ respectively. Then, for any f ∈ C0(Z+) and
for all t ≥ 0,

Qϕ
t Λf = ΛQϕ

t f(4.7)

where we recall that Λf(x) = E[f(Pois(x))] with Pois(x) a Poisson
random variable with parameter x > 0.

(2) The counting measure on Z+, denoted by m, is an excessive mea-
sure for the semigroup Qϕ. Hence Qϕ can be extended uniquely to
a strongly continuous contraction semigroup on ℓ2(Z+), which we
again denote by Qϕ.

(3) The operator Λ can be extended uniquely to an operator (also denoted
by Λ) in B(ℓ2(Z+),L

2(R+)). Keeping the same notation for the
extension of Qϕ on L2(R+), we have, for all f ∈ ℓ2(Z+) and t ≥ 0,

Qϕ
t Λf = ΛQϕ

t f.(4.8)

Moreover, Λ is a quasi-affinity, that is, it is bounded, injective and
has dense range.

We split its proof into several parts.

4.1.1. Proof of Proposition 4.3(1). First, let us write

(4.9)
Gϕ =Gm,σ2 +GΠ = σ2x

d2

dx2
+ (m+ σ2)

d

dx
+GΠ

Gϕ =Gm,σ2 +GΠ = (σ2n+m+ σ2)∂+ + n∂− +GΠ
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where, for all f ∈ C2
b(R+),

GΠf(x) =
1

x

∫ ∞

0
(f(xe−y)− f(x) + yxf ′(x))Π(dy).

Let Pe be the vector space of functions defined on R+ which are of the form
e−xP (x), P being a polynomial. We define the linear operator ∇ : Pe →
Cc(Z+) as follows

∇f(n) =
dn

dxn
(exf(x))(0).(4.10)

Lemma 4.4. For any f ∈ Pe,

Gϕ∇f = ∇Gϕf.

Proof. From [26, Lemma 3], it is known that, for all f ∈ Pe,

Gm,σ2∇f = ∇Gm,σ2f.

Thus, it suffices to prove this lemma replacing Gϕ,Gϕ by GΠ,GΠ respec-
tively. For y > 0, let δy denote the Dirac measure at y. Taking Π = δy and
writing Gδy and Gδy simply as Gy, Gy respectively, we get

Gyf(x) =
1

x
(f(xe−y)− f(x) + yxf ′(x))(4.11)

and

Gy(n, l) =


1

n+1

(
n+ 1

l

)
(1− e−ly)(1− e−y)n−l+1 if l ∈ J0, n− 1K

1
n+1(e

−(n+1)y − 1 + (n+ 1)y) if l = n+ 1

0 if l > n+ 1

(4.12)

with Gy(n, n) being such that
∑n+1

l=0 Gy(n, l) = 0. Then, observing that
GΠ(n, l) =

∫∞
0 Gy(n, l)Π(dy) as well as GΠf(x) =

∫∞
0 Gyf(x)dy for all

f ∈ C2
b(R+). We claim that it suffices to show that, for all y > 0 and

f ∈ Pe,

Gy∇f = ∇Gyf.(4.13)

Indeed, when f ∈ Pe,

GΠ∇f(n) =

n+1∑
l=0

GΠ(n, l)∇f(l) =

n+1∑
l=0

∇f(l)

∫ ∞

0
Gy(n, l)Π(dy)

=

∫ ∞

0
Gy∇f(n)Π(dy).
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On the other hand,

∇GΠf(n) =
dn

dxn
(exGΠf(x))(0) =

dn

dxn

(
ex
∫ ∞

0
Gyf(x)Π(dy)

)
(0).

Since Pe ⊂ C∞
b (R+), the above integration and differentiation can be inter-

changed, therefore yielding

∇GΠf(n) =

∫ ∞

0
∇Gyf(n)Π(dy).

We now proceed to show (4.13). Since Pe = Span{x 7→ e−xxl; l ∈ Z+}, it
suffices to prove (4.13) only for f(x) = hl(x) := e−xxl. Now, for l ≥ 1,

∇Gyhl(n) =
dn

dxn

[
ex(1−xe−y)xl−1e−yl − xl−1 + y(lxl−1 − xl)

]
(0).(4.14)

When l ∈ J1, n− 1K, applying Leibniz rule we get

(4.15)

∇Gyhl(n) =e−ly
n∑

m=0

(
n

m

)
dm

dxm
(xl−1)(0)

dn−m

dxn−m

(
ex(1−e−y)

)
(0)

=

(
n

l − 1

)
(l − 1)!(1− e−y)n−l+1

=
n!

(n− l + 1)!
e−ly(1− e−y)n−l+1 = l!Gy(n, l).

Also, (4.14) entails

(4.16)
∇Gyhn(n) =n!(e−ny(1− e−y)− y) = n!Gy(n, n)

∇Gyhn+1(n) =n!(e−(n+1)y − n! + (n+ 1)y) = (n+ 1)!Gy(n, n+ 1).

Finally,

∇Gyh0(n) =
dn

dxn

(
1

x
(ex(1−e−y) − 1)

)
(0) =

1

n+ 1
(1− e−y)n+1 = Gy(n, 0).

(4.17)

On the other hand, for all l ∈ Z+, Gy∇hl(n) = l!Gy(n, l). Therefore, com-
bining (4.15), (4.16) and (4.17), we conclude that, for all n, l ≥ 0,

Gy∇hl(n) = ∇Gyhl(n).

This completes the proof of the lemma. □

The next lemma is a variant of [26, Lemma 4].

Lemma 4.5. ∇ : Pe → Cc(Z+) is bijective with inverse Λ such that Λf(x) =
E[f(Pois(x))] for all f ∈ Cc(Z+). Moreover, Λ extends to a bounded operator
from C0(Z+) to C0(R+).
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We also need the following useful result.

Lemma 4.6. For all ϕ ∈ B, Pe ⊂ D(Gϕ) where D(Gϕ) is the domain of

the generator of the Feller semigroup Qϕ.

Proof. Denoting the Dynkin characteristic operator of the semigroup Qϕ

by GD
ϕ , it follows from [24, Proposition 6.1] that Pe ⊂ D(GD

ϕ ). Also, for

all f ∈ Pe, GD
ϕ f = Gϕf . In light of [?, Theorem 5.5, Chapter V.3], it

suffices to show that for all f ∈ Pe, Gϕf ∈ C0([0,∞)). Since any function
f ∈ Pe is of the form f(x) = e−xP (x) for some polynomial P , clearly
Gm,σ2f ∈ C0([0,∞)). Now, for any f ∈ Pe, we have

GΠf(x) =
1

x

∫ ∞

0
[f(xe−y)− f(x) + yxf ′(x)]Π(dy)

=
1

x

∫ ∞

0
[f(xe−y)− f(x)− (e−y − 1)xf ′(x)]Π(dy)

+ f ′(x)

∫ ∞

0
(e−y − 1 + y)Π(dy)

= A1(x) +A2(x).

Since f ∈ Pe, it implies that f ′ ∈ C0([0,∞)) and therefore A2(x) → 0 as
x → ∞. To deal with A1, by means of Taylor expansion of f up to order 2
we obtain that

1

x

∫ 1

0

∣∣f(xe−y)− f(x)− (e−y − 1)xf ′(x)
∣∣Π(dy)

≤ x

2

∫ 1

0
sup

t∈[e−yx,x]

|f ′′(t)|(1− e−y)2Π(dy).(4.18)

We note that any function f ∈ Pe, f is either eventually increasing or
decreasing, depending on the sign of the leading coefficient of the polynomial
associated with the function. Without loss of generality, we assume that f is
eventually decreasing. Since for all y ∈ [0, 1], e−y ≥ e−1, for all large values
of x, we have supt∈[e−yx,x] |f ′′(t)| ≤ |f ′′(e−1x)|, as f ∈ Pe implies f ′′ ∈ Pe.

Thus, the right-hand side of (4.18) goes to 0 as x → ∞. On the other hand,

1

x
|f(xe−y)− f(x)− (e−y − 1)xf ′(x)| ≤ (1− e−y)∥f ′∥∞ ≤ y∥f ′∥∞.

Using the dominated convergence theorem, we obtain that

lim
x→∞

1

x

∫ ∞

1
[f(e−yx)− f(x) + (e−y − 1)xf ′(x)]Π(dy) = 0.

This shows that A2(x) → 0 as x → ∞ which completes the proof of the
lemma. □
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Let D(Gϕ) denote the domain of the Feller generator Gϕ. Now, coming back
to the proofs of Proposition 4.3, Lemma 4.4, Lemma 4.5 and Lemma 4.6
imply that, for all f ∈ Cc(Z+),

Λf ∈ Pe ⊂ D(Gϕ) and GϕΛf = ΛGϕf.(4.19)

Since Cc(Z+) is a core for the generator Gϕ, for any f ∈ D(Gϕ) there exists
a sequence {fn} ⊂ Cc(Z+) such that ∥fn−f∥∞ → 0 and ∥Gϕfn−Gϕf∥∞ → 0.
Therefore, thanks to Lemma 4.5,

∥Λfn − Λf∥∞ → 0, ∥ΛGϕfn − ΛGϕf∥∞ → 0.

Thus, (4.19) entails that GϕΛfn converges in C0(R+) which implies that
Λf ∈ D(Gϕ) as (Gϕ,D(Gϕ)) is a closed operator, and, for all f ∈ D(Gϕ),

GϕΛf = lim
n→∞

GϕΛfn = lim
n→∞

ΛGϕfn = ΛGϕf.(4.20)

Using Kolmogorov’s forward and backward equations, we get, for all f ∈
D(Gϕ), t > 0 and s ∈ [0, t],

d

ds
Qϕ

sΛQ
ϕ
t−sf = Qϕ

sGϕΛQ
ϕ
t−s −Qϕ

sΛGϕQ
ϕ
t−sf

= Qϕ
s [GϕΛ− ΛGϕ]Q

ϕ
t−sf

= 0

which is due to (4.20) together with the fact that Qϕ
t−sf ∈ D(Gϕ). Integrat-

ing the above identity, we obtain, for all f ∈ D(Gϕ),

Qϕ
t Λf = ΛQϕ

t f.

Finally, using the density of D(Gϕ) and the boundedness of the operators

Qϕ, Qϕ and Λ, (4.7) follows.

4.1.2. Proof of Proposition 4.3(2). It is plain that, for any n ∈ Z+,∫ ∞

0
e−xx

n

n!
dx = 1,

which implies that µΛ = m where µ is the Lebesgue measure on R+. Also,
Λ being a positive operator, for any f ∈ C0(Z+) with f ≥ 0, we have

mf = µΛf ≥ µQϕ
t Λf = µΛQϕ

t f =mQ
ϕ
t f

where the second inequality in the above line holds as µ is an excessive
measure for Qϕ. This shows that m is an excessive measure for Qϕ.
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4.1.3. Proof of Proposition 4.3(3). For any f ∈ Cc(Z+),

∥Λf∥2L2(R+) =

∫ ∞

0
(Λf(x))2dx =

∫ ∞

0

( ∞∑
n=0

e−xx
n

n!
f(n)

)2

dx

≤
∞∑
n=0

f(n)2
∫ ∞

0
e−xx

n

n!
dx

=
∞∑
n=0

f(n)2 = ∥f∥2ℓ2(Z+).

Using the density of Cc(Z+) in ℓ2(Z+), Λ extends uniquely to a bounded
operator from ℓ2(Z+) to L2(R+). Finally, for any f ∈ C0(Z+) ∩ ℓ2(Z+),
Λf ∈ C0(R+)∩L2(R+). Thus, for all f ∈ C0(Z+)∩ ℓ2(Z+), item (1) ensures
that

Qϕ
t Λf = ΛQϕ

t f.

Again, using the density of Cc(Z+) in ℓ2(Z+), (4.8) follows. Now, it remains
to show that Λ is a quasi-affinity. Boundedness of Λ follows from item (2),
and one easily checks that, for all f ∈ ℓ2(Z+),

Λf(x) =
∞∑
n=0

e−xx
n

n!
f(n) a.e.

Therefore, ker(Λ) = {0}, which proves the injectivity. The density of

Range(Λ) follows by observing that Λ̂ : L2(R+) → ℓ2(Z+), the adjoint of Λ,
takes the following form

Λ̂f(n) =
1

n!

∫ ∞

0
f(x)e−xxndx = E[f(Gamma(n+ 1))]

where Gamma(n + 1) is a gamma random variable with n + 1 as the scale
parameter and 1 as the rate parameter. Approximating the L2(R+) func-
tions by compactly supported continuous functions, it can be shown that

Λ̂ is an injective operator, which proves that Range(Λ) is dense in L2(R+).
Hence, item (3) is proven, which completes the proof of Proposition 4.3.

Corollary 4.7. For any f : Z+ → R with f ≥ 0, we have

Qϕ
t Λf(x) = ΛQϕ

t f(x)

for all x ≥ 0.

Proof. For any nonnegative function f, we can find {fn} ⊂ Cc(Z+) such
that fn ↑ f pointwise. Then, Proposition 4.3(1) yields, for all x ≥ 0,

Qϕ
t Λfn(x) = ΛQϕ

t fn(x).
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Since Λ is a Markov kernel, Λfn ↑ Λf as well. Writing Qϕ
t g(x) = Ex[g(Xϕ(t))]

and Qϕ
t g(n) = En[g(Xϕ(t))] and invoking the monotone convergence theo-

rem, the proof follows. □

End of the Proof of Theorem 2.2. From the proof of Proposition 4.3(1),
we already have that

Qϕ
αtΛf = ΛQϕ

αtf

for all f ∈ C0(Z+). By a density argument, the above identity extends for
all functions in Cb(Z+). Now, for α ∈ [0, 1], multiplying by dα both sides of
the above equation, we obtain that, for all f ∈ Cb(Z+),

ΛQϕ
tDαf = Qϕ

t ΛDαf = Qϕ
t dαΛf = dαQ

ϕ
αtΛf = dαΛQ

ϕ
αtf = ΛDαQ

ϕ
αtf

where we used the intertwining relationship between dα and Dα given in
Proposition 4.1. By means of the injectivity of Λ on Cb(Z+), we complete
the proof. □

4.2. Proof of Theorem 2.5. Let G denote the generator of the discrete
self-similar Markov chain X. Then, from the definition of the discrete self-
similarity, for any α ∈ [0, 1], we have

GDα = αDαG on D(G).

Recalling that, for any m,n ∈ Z+, Dα(m,n) = Dαδn(m) =

(
m

n

)
αn(1 −

α)m−n
1{n≤m} we have, for all l, n ∈ Z+,∑

k≥l

G(n, k)

(
k

l

)
αl(1− α)k−l =

∑
j≤n

αj+1(1− α)n−jG(j, l).(4.21)

Taking n = 0 and l = 1 in the above equation, we obtain, for all k ∈ Z+,
that ∑

k≥1

G(0, k)α(1− α)k−1 = αG(0, 1).

Using the fact that G(0, k) ≥ 0 for all k > 0, we conclude that G(0, k) = 0
for all k ≥ 2. We now use an induction argument to prove that G(n, k) = 0
for all k ≥ n+2. Let us assume that for all n < N ∈ Z+, G(n, k) = 0 for all
k ≥ n+2. Now plugging n = N, l = N +1 in (4.21) and using the induction
hypothesis, we have∑

k≥N+1

G(N, k)

(
k

N + 1

)
αN+1(1− α)k−N−1 = αN+1G(N,N + 1).

Again invoking the nonnegativity of G(N, k) for k ̸= N , we conclude that
G(N, k) = 0 for all k ≥ N + 2. This completes the induction step and
therefore the theorem is proved. □
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4.3. Factorial moments of discrete self-similar Markov chains. Let
us recall that the skip-free Markov chain associated to ϕ is denoted byXϕ. In
the spirit of the work of Bertoin and Yor [8, Proposition 1(i)] on the integer
moments of the continuous analogues, we provide an explicit formula for the
factorial moments of Xϕ(t). For z ∈ C, we recall that pz : Z+ → C is the
function defined by

pz(n) =
Γ(n+ 1)

Γ(n+ 1− z)
.(4.22)

It is well-known that, for any n, k ∈ Z+,

nk =
k∑

j=0

{
k
j

}
pj(n)(4.23)

where

{
k
j

}
are the Stirling numbers of second kind, see [34, p. 81].

Theorem 4.8. For any n, k ∈ Z+ and t ≥ 0,

E [pk(Xϕ(t, n))] = Q
ϕ
t pk(n) =

k∑
l=0

(
k

l

)
Wϕ(k + 1)

Wϕ(l + 1)
pl(n)t

k−l(4.24)

where, for all n ∈ Z+, Wϕ(n+ 1) =
∏n

k=1 ϕ(k) and Wϕ(1) = 1.

Proof. Defining pk(x) = xk, from [8, Proposition 1(i)], we have, for all
k ∈ Z+ and t ≥ 0,

Qϕ
t pk(x) = E[(Xϕ(t, x))

k] =xk +
k∑

l=1

(
k

l

)
ϕ(k)ϕ(k − 1) · · ·ϕ(k − l + 1)xk−ltl

=
k∑

l=0

(
k

l

)
Wϕ(k + 1)

Wϕ(l + 1)
xltk−l.(4.25)

On the other hand, it is easy to see that, for all x > 0, Λpk(x) = pk(x).
Applying Corollary 4.7 with f = pk, yields, for all t, x ≥ 0,

Qϕ
t pk(x) = Qϕ

t Λpk(x) = ΛQϕ
t pk(x).

Recalling that ∇ = Λ−1, see [26, Lemma 4], we get

E[pk(Xϕ(t, n))] = Q
ϕ
t pk(n) = ∇Qϕ

t pk(n) =
dn

dxn

(
exQϕ

t pk(x)
)
(0).

Finally using the expression in (4.25) together with the Leibniz rule, the
result follows. □
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Remark 4.9. Using (4.23) and the above theorem, E
[
Xk

ϕ(t, n)
]
can be also

computed explicitly for all n, k ∈ Z+.

4.4. Proof of Theorem 2.6(2). For showing the weak convergence, we
need to check the following two facts. First, the tightness property of the
sequence (

(
Yn(t) =

1
nXϕ(nt, ⌊nx⌋

)
)t≥0) and the finite-dimensional conver-

gence of (Yn) to Xϕ. For the tightness property, applying [20, Theorem 16.1]
together with the strong Markov property of (Yn), it is enough to show that

Yn(hn)
P→ x (in probability) whenever hn → 0. We will in fact show that

E[(Yn(hn)−x)2] → 0 as n → ∞. From Theorem 4.8, we obtain for all t ≥ 0,

E[Yn(t)] =
1

n
E[Xϕ(nt, ⌊nx⌋)] =

1

n
E[p1(Xϕ(nt, ⌊nx⌋))] =

1

n
(⌊nx⌋+ ϕ(1)nt)

and

E[Y 2
n (t)] =

1

n2
E[p2(Xϕ(nt, ⌊nx⌋)) + p1(Xϕ(nt, ⌊nx⌋))]

=
1

n2
(p2(⌊nx⌋) + 2ϕ(2)nt⌊nx⌋+ ϕ(1)ϕ(2)n2t2 + ⌊nx⌋+ ϕ(1)nt).

Since hn → 0, the last two equations imply E[Yn(hn)] → x and E[Y 2
n (hn)] →

x2 as n → ∞. Therefore, E[(Yn(hn)−x)2] → 0, which proves the tightness of
(Yn). Next, to get the finite-dimensional convergence, it is enough to prove
that, for all 0 ≤ t1 < t2 < · · · < tk and (α1, α2, · · · , αk) ∈ Zk

+,

lim
n→∞

E [Y α1
n (t1)Y

α2
n (t2) · · ·Y αk

n (tk)] = E
[
Xα1

ϕ (t1, x)X
α2
ϕ (t2, x) · · ·Xαk

ϕ (tk, x)
]
,

(4.26)

as the finite-dimensional distributions of Xϕ are moment determinate. To
prove the above assertion, we need the following lemma.

Lemma 4.10. For any t ≥ 0 and k ∈ Z+,

lim
n→∞

E
[
(Yn(t)−Xϕ(t, x))

k
]
= 0.(4.27)

Proof. From Theorem 4.8, it is clear that for any t ≥ 0 and k ∈ Z+, the
sequence (Y k

n (t))n≥0 is uniformly integrable and, for each k ∈ Z+,

E[Y k
n (t)] =

1

nk
E
[
Xk

ϕ(nt, ⌊nx⌋)
]

=
1

nk

(
E[pk(Xϕ(nt, ⌊nx⌋))] + o(nk)

)
.
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Therefore,

lim
n→∞

E[Y k
n (t)] = lim

n→∞

1

nk
E[pk(Xϕ(nt, ⌊nx⌋))]

= lim
n→∞

1

nk

(
pk(⌊nx⌋) +

k∑
l=1

(
k

l

)
Wϕ(k + 1)

Wϕ(k − l + 1)
pk−l(⌊nx⌋)nltl

)

=xk +

k∑
l=1

(
k

l

)
Wϕ(k + 1)

Wϕ(k − l + 1)
xk−ltl = E[Xk

ϕ(t, x)].

Since the random variable Xϕ(t, x) is moment determinate, the above iden-
tity indicates that for each t ≥ 0, as n → ∞,

Yn(t)
d−→ Xϕ(t, x).

This together with the uniform integrability mentioned above proves the
lemma. □

Now, coming back to the proof of the main theorem, we prove (4.26) by
induction. Indeed, (4.26) is satisfied for k = 1, thanks to Lemma 4.10.
Moreover, if for some k ∈ Z+ and (α1, α2, · · · , αk) ∈ Zk

+ (4.26) holds, then,
by an uniform integrability argument as in the proof of the lemma, one can
show that

lim
n→∞

E
[(

Y α1
n (t1) · · ·Y αk

n (tk)−Xα1
ϕ (t1, x) · · ·Xαk

ϕ (tk, x)
)2]

= 0.(4.28)

Now, writing

Mn,k = Y α1
n (t1) · · ·Y αk

n (tk), Mk = Xα1
ϕ (t1, x) · · ·Xαk

ϕ (tk, x),

for any (α1, α2, · · · , αk+1) ∈ Zk+1
+ , we have∣∣∣∣∣E

[
k+1∏
i=1

Y αi
n (ti)−

k+1∏
i=1

Xαi
ϕ (ti, x)

]∣∣∣∣∣
=
∣∣∣E [Mn,kY

αk+1(tk+1)−MkX
αk+1

ϕ (tk+1, x)
]∣∣∣

=
∣∣∣E [Mn,kY

αk+1 −MkY
αk+1(tk+1) +MkY

αk+1(tk+1)−MkX
αk+1

ϕ (tk+1, x)
]∣∣∣

≤
√
E[(Mn,k −Mk)2]E[Y 2αk+1(tk+1)]

(4.29)

+
√

E[M2
k ]E[(Y αk+1(tk+1)−X

αk+1

ϕ (tk+1, x))2].

In view of Lemma 4.10, (4.26) and (4.28), the expression on the right-hand
side of (4.29) tends to 0 as n → ∞. This completes the induction step of our
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hypothesis, therefore proving (4.26) for k + 1. This completes the proof of
the finite-dimensional convergence of the process (Yn)n≥0, which concludes
the proof of the theorem. □

4.5. Intertwining of the skip-free Laguerre and generalized La-
guerre semigroups. In this section we establish the connection between
the generalized Laguerre semigroups as defined in [29] and the skip-free
Laguerre semigroups introduced therein. From Theorem 1.6(2) in the afore-
mentioned reference, it is known that, for any ϕ ∈ B, the generalized La-
guerre semigroup Kϕ on R+ has a unique invariant distribution νϕ that is
absolutely continuous and moment determinate. In the next result we show
that the intertwining relationship in (4.7) is retained for the Laguerre semi-
groups as well. In the next proposition, we use the fact that the semigroup
Kϕ has a unique invariant distribution denoted by nϕ, which is proved in
Proposition 4.12 below.

Proposition 4.11. (1) Let ϕ ∈ B, then we have, for all t ≥ 0 and
f ∈ C0(Z+),

(4.30) Kϕ
t Λf = ΛKϕ

t f

where we recall that Λf(x) = E[f(Pois(x))].

(2) nϕ = νϕΛ is an invariant distribution of Kϕ, and, for all n ∈ Z+,

nϕ(n) =
1

n!

∫ ϕ(∞)

0
e−xxnνϕ(x)dx.

(3) The Feller semigroup Kϕ extends uniquely to a strongly continuous
Markov semigroup on ℓ2(nϕ), which is again denoted by Kϕ. Fur-
thermore, the operator

Λ : C0(Z+) → C0(R+)

has a unique extension in B(ℓ2(nϕ),L
2(νϕ)), and, for all t ≥ 0 and

f ∈ ℓ2(nϕ),

(4.31) Kϕ
t Λf = ΛKϕ

t f.

Moreover, taking the adjoint in the above identity, one gets, for all
t ≥ 0 and f ∈ L2(νϕ),

K̂
ϕ
t Λ̂ϕf = Λ̂ϕK̂

ϕ
t f(4.32)
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where Λ̂ϕ : L2(νϕ) → ℓ2(nϕ) is the adjoint of Λ, and, for all f ∈
L2(νϕ),

Λ̂ϕf(n) =
1

n!nϕ(n)

∫ ∞

0
e−xxnνϕ(x)f(x)dx.(4.33)

(4) Kϕ is self-adjoint in ℓ2(nϕ) if and only if ϕ(u) = σ2u+m for some
σ2,m ≥ 0.

Proof. Since Lϕ = Gϕ + n∂− and Lϕ = Gϕ − x d
dx , it suffices to show that,

for all f ∈ Cc(Z+),

− x
d

dx
Λf(x) = Λ(n∂−)f(x).(4.34)

From [26, Lemma 23], (4.34) readily follows by considering the reverse in-
tertwining relationship (i.e., taking the inverse of ∆ in (45) of the aforemen-
tioned reference). Thus, we conclude that, for all f ∈ Cc(Z+),

LϕΛf = ΛLϕf.

The rest of the proof follows similarly as in the proof of Theorem 4.3(1).

Next, from the intertwining relation in (1), we deduce that, for all f ∈
C0(Z+),

νϕΛK
ϕ
t f = νϕK

ϕ
t Λf = νϕΛf

implying that nϕ = νϕΛ is an invariant finite measure for Kϕ. Now, for any
n ∈ Z+,

nϕ(n) = νϕΛδn =
1

n!

∫ ∞

0
e−xxnνϕ(x)dx > 0(4.35)

and
∞∑
n=0

nϕ(n) =

∫ ∞

0
νϕ(x)dx = 1.

Hence, nϕ is the invariant distribution of Kϕ. The uniqueness of the in-
variant distribution will be proved in Proposition 4.12(1). To prove (3),
we note that since C0(Z+) is dense in ℓ2(nϕ) and Λ : C0(Z+) → C0(Z+)
is a Markov kernel, Λ can be uniquely extended to a bounded operator in
B(ℓ2(nϕ),L

2(νϕ)). Also, using the density ofC0(Z+) in ℓ2(nϕ) and item (1),

the identity (4.31) follows. Now, to compute the adjoint Λ̂ϕ of Λ, let us first
show that the right-hand side of (4.33) as a function of n belongs to ℓ2(nϕ).
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Using Young’s inequality and item (2) one has
∞∑
n=0

1

nϕ(n)2

(∫ ∞

0
e−xx

n

n!
νϕ(x)f(x)dx

)2

nϕ(n) ≤
∞∑
n=0

∫ ∞

0
e−xx

n

n!
f2(x)νϕ(x)dx

= ∥f∥2L2(νϕ)
.

Now, writing f(n) =
∑∞

n=0
1

n!nϕ(n)

∫∞
0 e−xxnf(x)νϕ(x)dx, we have, for all

g ∈ ℓ2(nϕ),

⟨g, f⟩nϕ
=

∞∑
n=0

f(n)g(n)nϕ(n) =

∞∑
n=0

1

n!
g(n)

∫ ∞

0
e−xxnf(x)νϕ(x)dx

=

∫ ∞

0
Λg(x)f(x)νϕ(x)dx

where the third equality is justified by Fubini theorem. This shows that

Λ̂ϕf = f which proves (4.33). Finally, to justify (4), we note that, for a

ϕ ∈ B, Kϕ is self-adjoint in ℓ2(nϕ) if and only if, for all l, n ∈ Z+,

Lϕ(n, l)nϕ(n) = L
ϕ(l, n)nϕ(l).(4.36)

Since Lϕ(n, l) = 0 whenever l ≥ n + 2 and nϕ(n) > 0 for all n ∈ Z+ (see

the proof of item (2)), the above identity holds only if Lϕ(n, l) = 0 for
all l ̸= n, n − 1, n + 1. This happens only if ϕ(u) = σ2u + m for some
σ2,m ≥ 0. □

4.6. Proof of Theorem 2.8(2). First, we recall that, for all t ≥ 0 and

f ∈ C0(R+), K
ϕ
t f = Qϕ

et−1de−tf , see e.g. [29]. Then, from (4.30), we have

for all t ≥ 0 and f ∈ C0(Z+),

ΛKϕ
t f = Kϕ

t Λf = Qϕ
et−1de−tΛf = Qϕ

et−1ΛDe−tf = ΛQϕ
et−1De−tf

where we used, from the third identity onwards, successively (4.7) and (4.1).
We conclude the proof by invoking the Feller property of the semigroups as
well as the injectivity of Λ on C0(Z+), see [26, Lemma 4(4))].

4.7. The invariant distribution of the skip-free Laguerre semigroup.
We now show that the invariant distribution nϕ in Proposition 4.11(3) is
unique and provide several useful representations. We recall that, for any
ϕ ∈ B, Wϕ is the so-called Bernstein-gamma function which is defined as a
solution to the following functional equation

Wϕ(z + 1) =ϕ(z)Wϕ(z) ∀z ∈ C+, Wϕ(1) = 1.

The above functional equation has a unique solution in the class of Mellin
transforms of probability measures on R+. For a detailed account of these
functions, we refer to [30].
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Proposition 4.12. (1) For all ϕ ∈ B, the invariant distribution nϕ of

Kϕ is unique and is determined by its factorial moments

(4.37) nϕpk = Wϕ(k + 1)

where pk is defined in (4.22).

(2) For any n ∈ Z+ and 0 < c < n+ 1 + dϕ,

(4.38) nϕ(n) =
1

n!

1

2πi

∫ c+i∞

c−i∞
Γ(z)Wϕ(n− z + 1)dz

where dϕ = min{u ≥ 0; ϕ(−u) = −∞, ϕ(−u) = 0} ∈ [0,∞].

(3) If 0 ≤ σ2 < 1, then, for any n ∈ Z+,

nϕ(n) =
1

n!

∞∑
r=0

(−1)r
Wϕ(n+ r + 1)

r!
.(4.39)

Let us first derive the factorial moments of the skip-free Laguerre chains.

Lemma 4.13. For any t ≥ 0 and k ∈ Z+,

K
ϕ
t pk(n) =

k∑
l=0

(
k

l

)
Wϕ(k + 1)

Wϕ(l + 1)
pl(n)e

−tl
(
1− e−t

)k−l
.(4.40)

Proof. Let us recall thatQϕ denote the spectrally negative self-similar semi-
group associated to ϕ, and, for any t ≥ 0, x > 0 and f ≥ 0,

Kϕ
t f(x) = Qϕ

1−e−tde−tf(x),

and, writing pk(x) = xk, x > 0, we have, from [8], that, for all k ∈ Z+,

Qϕ
t pk(x) =

k∑
l=0

(
k

l

)
Wϕ(k + 1)

Wϕ(l + 1)
xltk−l.

Therefore,

Kϕ
t pk(x) =

k∑
l=0

(
k

l

)
Wϕ(k + 1)

Wϕ(l + 1)
e−tl

(
1− e−t

)k−l
pl(x).
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Recalling that ∇ = Λ−1 and ∇pl = pl for all l ∈ Z+, it follows that

K
ϕ
t pk(n) = K

ϕ
t ∇pk(n) =∇Kϕ

t pk(n)

=

k∑
l=0

(
k

l

)
Wϕ(k + 1)

Wϕ(l + 1)
e−tl

(
1− e−t

)k−l ∇pl(n)

=

k∑
l=0

(
k

l

)
Wϕ(k + 1)

Wϕ(l + 1)
e−tl

(
1− e−t

)k−l
pl(n)

which completes the proof. □

4.8. Proof of Proposition 4.12. From Lemma 4.13, we observe that, for
all k, n ∈ Z+,

lim
t→∞

K
ϕ
t pk(n) = Wϕ(k + 1).

On the other hand, recalling that Λpk = pk where pk(x) = xk and νϕpk =
Wϕ(k + 1), see [29, Proposition 2.6(1)], we get

nϕpk = νϕΛpk = νϕpk = Wϕ(k + 1).

Now it remains to show that nϕ is determined by its moments. Let us write
ea(n) = ean. Then, applying Tonelli theorem we get

eanϕ =

∞∑
n=0

eannϕ(n) =

∫ ∞

0
e−x

∞∑
n=0

(eax)n

n!
νϕ(x)dx =

∫ ∞

0
e(e

a−1)xνϕ(x)dx.

Next, we have ∫ ∞

0
e(e

a−1)xνϕ(x)dx =
∞∑
r=0

Wϕ(r + 1)
(ea − 1)r

r!

where we used the fact that
∫ ϕ(∞)
0 xnνϕ(x)dx = Wϕ(n+ 1) , see [29, Propo-

sition 2.6(1)], and thus eanϕ < ∞ as soon as (ea − 1) < σ−2, that is for at
least any 0 < a < log(1 + σ−2). This provides the moment determinacy of
nϕ. Next, to prove (2) and (3), we observe, from Proposition 4.14(2), that
for all n ∈ Z+,

nϕ(n) =

∫ ϕ(∞)

0
e−xxnνϕ(x)dx.

Expanding the exponential function in the identity above and using a classi-
cal Fubini argument, see e.g. [35, Section 1.77], combined with the expression
(4.37) of the moment of νϕ, we get

(4.41) nϕ(n) =
1

n!

∫ ∞

0
e−xxnνϕ(x)dx =

1

n!

∞∑
r=0

Wϕ(n+ r + 1)
(−1)r

r!
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where the series is absolutely convergent as soon as

lim
k→∞

ϕ(k + n)

k
= lim

k→∞

ϕ(k)

k
= σ2 < 1.

To justify the contour integral representation in (4.38), we consider two
cases. Assume first that σ2 > 0 and we recall that for large |Im(z)|,

|Γ(z)| ∼ CRe(z) |Im(z)|Re(z)−
1
2 e−

π
2
|Im(z)|, Re(z) > 0,(4.42)

|Wϕ(n− z + 1)| ≤ Cn−Re(z)e
−π

2
|Im(z)|, Re(z) < n+ 1 + dϕ,

where here and below CRe(z) > 0 is a constant depending only on Re(z) > 0.
Note that the first estimate is the classical Stirling formula, see e.g. [28,
(2.1.8)], whereas the second bound follows from [29, Theorem 6.2(2b)].
Therefore, the mappings z 7→ Γ(z) and z 7→ Wϕ(n − z + 1) are both in
L2(R) and holomorphic in the strip 0 < Re(z) < n+ 1 + dϕ, see [29, Theo-
rem 6.1(2)]. Moreover z 7→ Wϕ(n+z) and z 7→ Γ(z) are the Mellin transform
of x 7→ xnνϕ(x), see [29], and x 7→ e−x, respectively. Consequently, both of
these functions are in L2(R+). An application of Parseval identity for the
Mellin transform yields

1

2πi

∫ c+i∞

c−i∞
Γ(z)Wϕ(n− z + 1)dz =

∫ ∞

0
e−xxnνϕ(x)dx,

from where we easily derive the expression (4.38) for σ2 > 0. Next, we
consider the other case, that is σ2 = 0, which ensures that the series repre-
sentation (4.41) of nϕ(n) is valid for all n ∈ Z+. Then, using the facts that
the mappings z 7→ Γ(z) and z 7→ Wϕ(n− z+1) are both holomorphic in the
strip 0 < Re(z) < n+ 1 + dϕ and within this strip, (4.42) still holds and

|Wϕ(n− z + 1)| ≤ C(n−Re(z)).

This implies that for all n ∈ N, the integral (4.38) is absolutely convergent
and an application of Cauchy theorem, see [28] for the detailed computation,
yields that the contour integral can be expanded as follows

1

2πi

∫ c+i∞

c−i∞
Γ(z)Wϕ(n− z + 1)dz =

∞∑
r=0

Wϕ(n+ r + 1)
(−1)r

r!
,

which completes the proof of (4.39). □

4.9. Intertwining between skip-free Laguerre semigroups. It has been
shown in [29, Theorem 2.1] that for any ϕ ∈ B, the generalized (non
self-adjoint) Laguerre semigroup Kϕ is intertwined with the diffusive (self-
adjoint) Laguerre semigroup K (when ϕ(u) = u) and the intertwining op-
erator is a multiplicative Markov kernel corresponding to the exponential
functional of the subordinator associated with ϕ. An analogous result holds
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for the skip-free Laguerre semigroups as well (see Theorem 4.14 below), al-
though, we prove it under the assumption that σ2 in (2.5) is positive. The
following proposition describes the intertwining operator Iϕ that links the
semigroups corresponding to skip-free (non-reversible) and the reversible La-
guerre chains respectively. Let P = Span {pk, k ∈ Z+} and for any ϕ ∈ B
associated with the triplet (m,σ2,Π), let Iϕ : P 7→ P be defined by

Iϕf(n) = E [f(B(Iσ1 , n))] =

n∑
r=0

f(r)

(
n

r

)
E
[
Irσ1

(1− Iσ1)
n−r
]

(4.43)

with E
[
Ikσ1

]
=

σk
1k!

Wϕ(k+1) for all k ∈ Z+, where σ1 is defined in (2.19) and we

recall that Wϕ(k + 1) =
∏k

r=1 ϕ(r), Wϕ(1) = 1.

Theorem 4.14. (1) For any ϕ ∈ B, we have the intertwining relation
on P

K
ϕ
t Iϕ = IϕK

σ1
t(4.44)

where Kσ1 = Kϕ with ϕ(u) = σ1u.

(2) Moreover, if σ2 > 0, then Iϕ : ℓ2(nσ2) 7→ ℓ2(nϕ) is a linear operator
that is bounded, injective with a dense range and for all f ∈ ℓ2(nσ2),

(4.45) ∥Iϕf∥ℓ2(nϕ) ≤ ∥f∥ℓ2(nσ2 )

where nσ2 is the unique invariant distribution of Kσ2
, and, for all

t ≥ 0, f ∈ ℓ2(nσ2),

K
ϕ
t Iϕf = IϕK

σ2

t f.(4.46)

As a consequence of the above theorem, we obtain the intertwining relation-
ship among the class of discrete self-similar Markov semigroups.

Corollary 4.15. For ϕ ∈ B with σ2 > 0, we have

Q
ϕ
t Iϕ = IϕQσ2t

both on C0(Z+) and ℓ2(Z+), where we recall that Q
ϕ (resp. Q) is the discrete

self-similar semigroup corresponding to the Bernstein function ϕ (resp. ϕ(u) =
u).

We need the following lemma to prove the above theorem.

Lemma 4.16. Recall the definition of pz in (4.22). Then, for all k, n ∈ Z+,
we have

Iϕpk(n) =
σk
1k!

Wϕ(k + 1)
pk(n)
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where σ1 is defined in (2.19).

Proof. Recalling the definition of Iϕ in (4.43), we have, for all k, n ∈ Z+,

Iϕpk(r) =
n∑

r=0

pk(r)

(
n

r

)
E
[
Irσ1

(1− Iσ1)
n−r
]
= E [pk(B(n, Iσ1))](4.47)

where B denotes the Binomial random variable with the parameters written
in the parentheses and the moments of Iσ1 are given in (4.43). Also, invoking
the definition of the discrete dilation operator D, we can write the above
quantity as

E [pk(B(n, Iσ1))] = E[DIσ1
pk(n)] = pk(n)E[Ikσ1

] =
σk
1k!

Wϕ(k + 1)
pk(n)

where the last equality follows from (4.43). This proves the lemma. □

4.10. Proof of Theorem 4.14. From Lemma 4.13 and Lemma 4.16, we
have, for all t ≥ 0 and k ∈ N,

K
ϕ
t Iϕpk =

σk
1k!

Wϕ(k + 1)
K

ϕ
t pk

=
σk
1k!

Wϕ(k + 1)

k∑
l=0

e−tl(1− e−t)k−l

(
k

l

)
Wϕ(k + 1)

Wϕ(l + 1)
pl

=σk
1k!

k∑
l=0

e−tl(1− e−t)k−l

(
k

l

)
1

Wϕ(l + 1)
pl(n).

On the other hand, recalling that Kσ1 = Kϕ with ϕ(u) = σ1u, we have

IϕK
σ1
t pk =

k∑
l=0

e−tl(1− e−t)k−lσk−l
1

(
k

l

)
k!

l!
Iϕpl

=k!
k∑

l=0

e−tl(1− e−t)k−lσk−l
1

(
k

l

)
σl
1

Wϕ(l + 1)
,

which shows that for all k ∈ N,

K
ϕ
t Iϕpk = IϕK

σ1
t pk

and therefore, on P,

K
ϕ
t Iϕ = IϕK

σ1
t .

To prove now (2), it is plain, from Lemma 4.16, that Iϕ(P) = P. Then,
under the condition σ2 > 0, we have that P(Iσ2 ∈ [0, 1]) = 1, see [29,
Proposition 6.7] (note that Iσ2 = σ2Iϕ, where Iϕ is the exponential functional
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defined in the aforementioned paper) and thus Iϕ is a Markov operator. By
means of Hölder’s inequality, one obtains, for any f ∈ ℓ2(nσ2),

(4.48) ∥Iϕf∥ℓ2(nϕ) ≤ ∥Iϕf2∥ℓ1(nϕ) = nϕIϕf
2.

Now, for all k ∈ Z+, using Lemma 4.16 and Proposition 4.12(1), we obtain

nϕIϕpk =
∑
n∈Z+

nϕ(n)Iϕpk(n) =
∑
n∈Z+

nϕ(n)pk(n)
σ2kk!

Wϕ(k + 1)
= σ2kk! = pknσ2

which shows that nϕIϕ = nσ2 as nϕ,nσ2 are moment determinate. There-
fore, (4.48) entails that Iϕ is a bounded operator from ℓ2(nσ2) to ℓ2(nϕ)
when σ2 > 0. Hence, by the density of P in ℓ2(nσ2), the intertwining re-
lation given by (4.44) extends to ℓ2(nσ2). This completes the proof of the
proposition. □

4.11. Hilbert sequences and spectral expansion. In this section, we
introduce a few notions from non classical harmonic analysis which have been
shown recently to be central in the understanding of the spectral expansions
of non self-adjoint operators in Hilbert spaces, see e.g. [29]. Two sequences
(Pk)k≥0 and (Vk)k≥0 are said to be biorthogonal in the Hilbert space ℓ2(m)
if for any k, l ∈ Z+,

(4.49) ⟨Pk,Vl⟩m = 1{k=l}.

Moreover, a sequence that admits a biorthogonal sequence will be called
minimal and a sequence that is both minimal and complete, in the sense
that its linear span is dense in ℓ2(m), will be called exact. It is easy to show
that a sequence (Pk)k≥0 is minimal if and only if none of its elements can be
approximated by linear combinations of the others. If this is the case, then
a biorthogonal sequence will be uniquely determined if and only if (Pk)k≥0

is complete. We proceed with some basic notions related to the concept of
frames in Hilbert spaces. A recent and thorough account on these Hilbert
space sequences can be found in the book of Christensen [14]. A sequence
(Pk)k≥0 in ℓ2(m) is a frame if there exist A,B > 0 such that the frame
inequalities

(4.50) A∥f∥2ℓ2(m) ≤
∞∑
k=0

|⟨f,Pk⟩m|2 ≤ B∥f∥2ℓ2(m)

hold, for all f ∈ ℓ2(m). If only the upper bound exists, (Pk)k≥0 is called
a Bessel sequence. A frame sequence is always complete in the Hilbert
space and when it is minimal, it is called a Riesz sequence. The latter are
very useful objects as they share substantial properties with orthonormal
sequences. Indeed, a Riesz sequence always admits a unique biorthogonal
sequence (Vk)k≥0 which is also a Riesz sequence and both together form the
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so-called Riesz basis. Moreover, the expansion in terms of the Riesz basis of
any element of the Hilbert space is unique and convergent in the topology of
the norm. When (Pk)k≥0 is merely a Bessel sequence, that is only the upper
frame condition in (4.50) is satisfied, then the so-called synthesis operator,
that is the linear operator S : ℓ2(Z+) → ℓ2(m) defined by

(4.51) S : c = (ck)k≥0 7→ S(c) =
∞∑
k=0

ckPk

is a bounded operator with (operator) norm ∥S∥m ≤
√
B, that is, the series

is norm convergent for any sequence in ℓ2(Z+). However, S is not in principle
onto as the (Pk)k≥0 does not form in general a basis of the Hilbert space.

Proposition 4.17. Let ϕ ∈ B.

(1) For any k ∈ Z+, P
ϕ
k ∈ ℓ2(nϕ), and, for any t > 0,

K
ϕ
t P

ϕ
k = e−ktPϕ

k .

Moreover, Span{Pϕ
k , k > 0} = P which is dense in ℓ2(nϕ).

(2) Assume that σ2 > 0. Then, (Pϕ
k )k≥0 is an exact Bessel sequence in

ℓ2(nϕ) with bound 1 and for any k ∈ Z+,

(4.52)
∥∥∥Pϕ

k

∥∥∥
ℓ2(nϕ)

≤ 1.

(3) If σ2 > 0 and dϕ > 0. Then,
(√

ck(dϕ)P
ϕ
k

)
k≥0

is a Bessel sequence

with, for all k ∈ Z+,

(4.53)
∥∥∥Pϕ

k

∥∥∥
ℓ2(nϕ)

≤ 1√
ck(dϕ)

where ck(dϕ) =
Γ(k+dϕ+1)

Γ(k+1)Γ(dϕ+1) .

Proof. Let k ∈ Z+, then it is plain, from Proposition 1, that, as a polyno-

mial, Pϕ
k ∈ ℓ2(nϕ). Then, we recall, from [29, Theorem 7.3] (after multiply-

ing both sides of the next identity by (1 + σ−1
1 )−

k
2 ) that, for any t > 0 and

k ∈ Z+,

Kϕ
t P

ϕ
k = e−ktPϕ

k

where we have set

Pϕ
k (x) = (1 + σ−1

1 )−
k
2

k∑
r=0

(−1)r
(
k

r

)
xr

Wϕ(r + 1)
∈ L2(νϕ).
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Thus, since Λ is injective on P ⊂ ℓ2(nϕ), the algebra of polynomials, we
have Λ−1pk(n) = pk(n) and thus, by linearity

(4.54) Λ−1Pϕ
k (n) = (1 + σ−1

1 )−
k
2

k∑
r=0

(−1)r
(
k
r

)
Wϕ(r + 1)

Λ−1pr(n) = Pϕ
k (n).

Finally, we observe from the gateway relationship (4.31) and the linearity of
the operators, that

ΛKϕ
t P

ϕ
k = Kϕ

t ΛΛ
−1Pϕ

k = Kϕ
t P

ϕ
k = e−ktPϕ

k = Λe−ktPϕ
k .

The injectivity of Λ on P yields the eigenfunction property. To complete the
proof of (1), we recall the moment determinacy of nϕ, stated in Proposition
4.12(1), which entails, from classical results on the moment problem, the
density property of the algebra of polynomials in the weighted Hilbert space,
see [2]. Next, when σ2 > 0 and ϕ(u) = σ2u, we recall, from Example 3.1,

that (Pσ2

k )k≥0 is an orthonormal sequence of eigenfunctions ofKσ2

t associated

to the eigenvalues {e−kt}k≥0. Now, from Lemma 4.16, it is easily seen, from

the definition of Pϕ
k , that, for all k ≥ 0,

IϕP
σ2

k = Pϕ
k .

Since Iϕ ∈ B
(
ℓ2(nσ2), ℓ2(nϕ)

)
whenever σ2 > 0, see (4.45), it follows that,

for all k ≥ 0, one has

(4.55) ∥Pϕ
k ∥ℓ2(nϕ) ≤ ∥Pσ2

k ∥ℓ2(nσ2 ) ≤ 1.

After recalling that (Pσ2

k )k≥0 is a complete orthonormal sequence in ℓ2(nσ2),
we observe that, for any f ∈ ℓ2(nϕ),

∞∑
k=0

〈
f,Pϕ

k

〉
nϕ

=

∞∑
k=0

〈
Îϕf,P

σ2

k

〉
nσ2

= ∥Îϕf∥2ℓ2(nσ2 )
≤ ∥f∥2ℓ2(nϕ)

.

This shows that (Pϕ
k )k≥0 is a Bessel sequence in ℓ2(nϕ). Combining item (1)

with the existence of a biorthogonal sequence, see (4.60) below, we get that

(Pϕ
k )k≥0 is exact, which proves (2). Finally, to prove (3), let dϵ = dϕ − ϵ

for some 0 < ϵ < dϕ and define ϕdϵ(u) =
uϕ(u)
u+dϵ

. From [29, Lemma 10.3], it
follows that ϕdϵ ∈ B and

lim
u→∞

ϕdϵ(u)

u
= σ2.

Now, we need the following whose proof can be carried out by following a
line of reasoning similar to the one of Theorem 4.14.
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Lemma 4.18. For all t ≥ 0,

K
ϕ
t Iϕdϵ

= Iϕdϵ
K

(dϵ,σ2)
t on ℓ2(ndϵ,σ2)(4.56)

where K(dϵ,σ2) is the discrete Laguerre semigroup associated to ϕ(u) = σ2(u+
dϵ) and ndϵ,σ2 denotes its invariant distribution.

Then, the proof of item (1) ensures that

P
(dϵ,σ2)
k (n) = (1 + σ−2)−

k
2Γ(dϵ + 1)

k∑
r=0

(−1)r
(
k

r

)
pr(n)

Γ(r + dϵ + 1)

is an eigenfunction of K
(dϵ,σ2)
t corresponding to the eigenvalue e−kt. There-

fore, using Lemma 4.18, we have that Iϕdϵ
P
(dϵ,σ2)
k is an eigenfunction of Kϕ

t

corresponding to the eigenvalue e−kt, and, in fact,

Iϕdϵ
P
(dϵ,σ2)
k (n) =(1 + σ−2)−

k
2Γ(dϵ + 1)

k∑
r=0

(
k

r

)
(−1)rIϕdϵ

pr(n)

Γ(r + dϵ + 1)

=(1 + σ−2)−
k
2

k∑
r=0

(
k

r

)
(−1)rpr(n)

Wϕ(r + 1)
= Pϕ

k (n).

Since the sequence
(√

ck(dϵ)P
(dϵ,σ2)
k

)
k≥0

is an orthonormal sequence in ℓ2(ndϵ,σ2),

see [21, equation (7)] or Example 3.1, and Iϕdϵ
is bounded, we deduce that(√

ck(dϵ)P
ϕ
k

)
k≥0

is a Bessel sequence in ℓ2(nϕ) and ∥Pϕ
k ∥nϕ

≤ 1√
ck(dϵ)

. Let-

ting ϵ ↓ 0, the proof of (3) follows. □

Proposition 4.19. Let ϕ ∈ B, and, for k ∈ Z+, V
ϕ
k be defined as in (2.21).

Then, the following holds.

(1) For all k ∈ Z+, V
ϕ
k ∈ ℓ2(nϕ) and, for all t ≥ 0,

K̂
ϕ
t V

ϕ
k = e−ktVϕ

k .

(2) For all k, l ∈ Z+, 〈
Pϕ
k ,V

ϕ
k

〉
nϕ

= 1{k=l}.

(3) If σ2 > 0 and Π(0) < ∞, then

(
(1 + σ−2)−

k
2

Vϕ
k√

ck(mϕ)

)
k≥0

is a Bessel

sequence in ℓ2(nϕ) where we recall that mϕ = m+Π(0)
σ2 and ck(mϕ) =

Γ(k+mϕ+1)
Γ(mϕ+1)Γ(k+1) .
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Proof. Let us recall that for ϕ ∈ B defined by

ϕ(u) = m+ σ2u+

∫ ∞

0
(1− e−uy)Π(y)dy,

one has

ϕ(∞) = lim
u→∞

ϕ(u) = ∞1{σ2>0} +
(
Π(0) +m

)
1{σ2=0}

where 0 ≤ Π(0) =
∫∞
0 Π(y)dy. Finally, let kϕ = ∞1{σ2>0} +

Π(0)
2ϕ(∞) , and

define the set

Zϕ =

{
Z+ if kϕ = ∞
{k ∈ Z+; k < kϕ} otherwise.

(4.57)

When both Π(0) = ∞ and ϕ(∞) = ∞, we have set Π(0)
ϕ(∞) = ∞. Also, the

condition (2.4) on Π implies that∫ ∞

0
(1 ∧ y)Π(y)dy < ∞

and as a consequence, Π(0) < ∞ whenever Π(0) < ∞. Thus, kϕ < ∞ only

when σ2 = 0 and Π(0) < ∞. It is shown in [29, Theorem 5.2], that νϕ ∈
C

⌊2kϕ⌋−1
0 (R+) and in [29, Theorem 1.11] that, for any k ∈ Zϕ, V

ϕ
k ∈ L2(νϕ),

where

Vϕ
k (x) =

(1 + σ−1
1 )

k
2

k!

dk

dxk (x
kνϕ(x))

νϕ(x)
.

We now assume that k ∈ Zϕ and recall from [29, Theorem 8.1], that, for all
t > 0,

K̂ϕ
t V

ϕ
k = e−ktVϕ

k .

Now, the intertwining relationship (4.32) entails that, for any t > 0,

K̂
ϕ
t Λ̂ϕV

ϕ
k = Λ̂ϕK̂

ϕ
t V

ϕ
k = e−ktΛ̂ϕV

ϕ
k .

Let us now characterize the quantity Λ̂ϕV
ϕ
k when k ∈ Zϕ. From (4.33) it can

be easily checked that Λ̂ϕV
ϕ
0 (n) = Λ̂ϕ1(n) = 1. Writing ϱ1 =

1
2 log(1+σ−1

1 ),
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for any n, k ∈ N we have

e−kϱ1Λ̂ϕV
ϕ
k (n) =

1

n!nϕ(n)

∫ ∞

0
e−xxn

dk

dxk (x
kνϕ(x))

k!
dx

=
(−1)k

n!nϕ(n)k!

∫ ∞

0

dk

dxk
(e−xxn)xkνϕ(x)dx(4.58)

=
(−1)k

n!nϕ(n)k!

k∧n∑
j=0

(−1)k−j

(
k

j

)
n!

(n− j)!

∫ ∞

0
e−xxk+n−jνϕ(x)dx

=
1

nϕ(n)

k∧n∑
j=0

(−1)j
(k + n− j)!

(k − j)!(n− j)!j!
nϕ(k + n− j)

= e−kϱ1Vϕ
k (n)(4.59)

where we used, for the second identity, the fact that, for all j = 1, . . . , k,

lim
x→0,ϕ(∞)

dk−j

dxk−j
(xkνϕ(x))

dj

dxj
(e−xxn) = 0.

Indeed, these asymptotic behaviors are deduced easily from [29, Lemma

5.22], which states that for any x > 0, 0 ≤ j ≤ k and a < dϕ,
dk−j

dxk−j (x
kνϕ(x)) ≤

Cxj+a for some constant C > 0. Since Λ̂ϕ : L2(νϕ) 7→ ℓ2(nϕ) is a bounded

linear operator, see Proposition 4.11(3), we have that Vϕ
k = Λ̂ϕV

ϕ
k ∈ ℓ2(nϕ)

and this concludes the proof of (1) when k ∈ Zϕ. Now, let σ
2 > 0. Then, for

any k, l ∈ Z+, we have, from Propositions 4.17 and the previous computation

that both Pϕ
k ,V

ϕ
l ∈ ℓ2(nϕ) and using (4.54) and (4.59), we obtain〈

Pϕ
k ,V

ϕ
l

〉
nϕ

=
〈
Pϕ
k , Λ̂ϕV

ϕ
l

〉
nϕ

=
〈
Pϕ
k ,V

ϕ
l

〉
νϕ

= 1{k=l}(4.60)

where we used that (Pϕ
k ,V

ϕ
k )k≥0 is a biorthogonal sequence in L2(νϕ), see

[29, Theorem 1.22(2)], recall that with the notation of this paper, Pϕ
k =

(1 + σ−2)−
k
2Pk and Vϕ

k = (1 + σ−2)
k
2Vk. This proves (2) when σ2 > 0.

Next, assume that k /∈ Zϕ which implies that kϕ < ∞ and thus ϕ(∞) < ∞.
This entails that the following two-sided bounds hold for any n ∈ Z+

(4.61) e−ϕ(∞)Wϕ(n+ 1) ≤
∫ ϕ(∞)

0
e−xxnνϕ(x)dx ≤ Wϕ(n+ 1) ≤ ϕ(∞)n

where the last inequality follows since ϕ is non-decreasing. Thus, we have

e−ϕ(∞)Wϕ(n+ 1)

n!
≤ nϕ(n) ≤

Wϕ(n+ 1)

n!
≤ ϕ(∞)n

n!
.(4.62)
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Hence, for any k ∈ Z+ fixed, with

S(k) =
k∑

n=0

1

nϕ(n)

 n∑
j=0

(−1)j
(k + n− j)!

(k − j)!(n− j)!j!
nϕ(k + n− j)

2

< ∞,

we have

e−2kϱ1∥Vϕ
k∥

2
ℓ2(nϕ)

= S(k) +
∞∑
n=k

1

nϕ(n)

 k∑
j=0

(−1)j
(k + n− j)!

(k − j)!(n− j)!j!
nϕ(k + n− j)

2

≤ S(k) + eϕ(∞)
∞∑
n=k

n!

Wϕ(n+ 1)

 k∑
j=0

(k + n− j)!

(k − j)!(n− j)!j!

ϕ(∞)k+n−j

(k + n− j)!

2

≤ S(k) + eϕ(∞)
∞∑
n=k

n!ϕ(∞)2n

Wϕ(n+ 1)((n− k)!)2

 k∑
j=0

ϕ(∞)k−j

(k − j)!j!

2

≤ S(k) + eϕ(∞)

 k∑
j=0

ϕ(∞)k−j

(k − j)!j!

2
∞∑
n=k

n!ϕ(∞)2n

Wϕ(n+ 1)((n− k)!)2
< ∞

(4.63)

where the last inequality follows after observing that,

lim
n→∞

an+1

an
= lim

n→∞

(n+ 1)ϕ(∞)2

ϕ(n+ 1)(n+ 1− k)2
= 0

where the an’s are the coefficient of the last series. When ϕ ∈ B is such that
ϕ(u) = m+

∫∞
0 (1− e−uy)Π(y)dy, let us define ϕϵ ∈ B as ϕϵ(u) = ϵu+ ϕ(u)

with ϵ > 0. Then, from Proposition 4.12, it follows that for small values of
ϵ and for all n ∈ Z+,

nϕϵ(n) =
1

n!

∞∑
r=0

(−1)r
Wϕϵ(n+ r + 1)

r!
,

nϕ(n) =
1

n!

∞∑
r=0

(−1)r
Wϕ(n+ r + 1)

r!
.

As ϕϵ(u) ≥ ϕ(u) for all ϵ and u ≥ 0, it follows that Wϕϵ(n) ≥ Wϕ(n) for
all n ∈ N. Also, Wϕϵ ↓ Wϕ pointwise as ϵ → 0. Since, for small values of ϵ
(e.g. 0 ≤ ϵ < 1),

∞∑
r=0

Wϕϵ(r + n+ 1)

r!
< ∞,
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the dominated convergence theorem yields the following pointwise conver-
gence as ϵ → 0,

nϕϵ → nϕ.(4.64)

Hence, for any j, k ∈ Z+,

lim
ϵ→0

⟨Vϕϵ

k , pj⟩nϕϵ
= lim

ϵ→0

∞∑
n=0

pj(n)V
ϕϵ

k (n)nϕϵ(n)

(4.65)

= lim
ϵ→0

∞∑
n=0

pj(n)
k∧n∑
j=0

(−1)k−j (k + n− j)!

(k − j)!(n− j)!j!
nϕϵ(k + n− j)

= lim
ϵ→0

k∑
n=0

pj(n)
n∑

j=0

(−1)k−j (k + n− j)!

(k − j)!(n− j)!j!
nϕϵ(k + n− j)(4.66)

+ lim
ϵ→0

∞∑
n=k

pj(n)
k∑

j=0

(−1)k−j (k + n− j)!

(k − j)!(n− j)!j!
nϕϵ(k + n− j).

In (4.66), the first term is a finite sum and therefore

lim
ϵ→0

k∑
n=0

pj(n)
n∑

j=0

(−1)k−j (k + n− j)!

(k − j)!(n− j)!j!
nϕϵ(k + n− j)

=

k∑
n=0

pj(n)
n∑

j=0

(−1)k−j (k + n− j)!

(k − j)!(n− j)!j!
nϕ(k + n− j).

For the second term in (4.66), we have

∞∑
n=k

pj(n)
k∑

j=0

(−1)k−j (k + n− j)!

(k − j)!(n− j)!j!
nϕϵ(k + n− j)

=

k∑
j=0

(−1)k−j 1

j!(k − j)!

∞∑
n=k

pj(n)
(k + n− j)!

(n− j)!
nϕϵ(k + n− j).

Since nϕϵ → nϕ pointwise as ϵ → 0, the distribution nϕϵ converges to nϕ

weakly. Also, for any k ∈ Z+, as ϵ → 0,

∞∑
n=0

pk(n)nϕϵ(n) = Wϕϵ(k + 1) → Wϕ(k + 1) =
∞∑
n=0

pk(n)nϕ(n).
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Applying (4.23) on the previous identity we obtain that, for all k ∈ Z+, as
ϵ → 0,

∞∑
n=0

nknϕϵ(n) →
∞∑
n=0

nknϕ(n).(4.67)

Since, for any k ∈ Z+ and j ≤ k,

(k + n− j)!

(n− j)!
= O(nk)

uniformly with respect to j, using a dominated convergence theorem one
can show that for each j ≤ k,

lim
ϵ→0

∞∑
n=k

pj(n)
(k + n− j)!

(n− j)!
nϕϵ(k + n− j) =

∞∑
n=k

pj(n)
(k + n− j)!

(n− j)!
nϕ(k + n− j).

Thus, (4.66) yields

lim
ϵ→0

〈
Vϕϵ

k , pj
〉
nϕϵ

=
〈
Vϕ
k , pj

〉
nϕ

.(4.68)

Now, if σ2 = 0, since, for any k ∈ Z+, P
ϕ
k ∈ P = Span{pj , j ∈ Z+} and the

coefficient of pj in Pϕϵ

k converges to the same in Pϕ
k for all j ∈ Z+, as ϵ → 0,

applying (4.68) it follows that, for all k, l ∈ Z+,

1{k=l} = lim
ϵ→0

〈
Pϕϵ

k ,Vϕϵ

l

〉
nϕϵ

=
〈
Pϕ
k ,V

ϕ
l

〉
nϕ

where ϕϵ(z) = ϵu+ ϕ(u). This proves (2) for all σ2 ≥ 0 hence for all ϕ ∈ B.

To show that Vϕ
k is a co-eigenfunction of Kϕ when σ2 = 0, we proceed as

follows. Proposition 4.17(1) and (4.60) yield that, for l, k ∈ Z+, and t > 0,

〈
K̂

ϕ
t V

ϕ
k ,P

ϕ
l

〉
nϕ

=
〈
Vϕ
k ,K

ϕ
t P

ϕ
l

〉
nϕ

= e−tk
〈
Vϕ
k ,P

ϕ
l

〉
nϕ

= e−tk
1{k=l}.

Therefore, for all ϕ ∈ B, t > 0 and k, l ∈ Z+, we get〈
K̂

ϕ
t V

ϕ
k − e−tkVϕ

k ,P
ϕ
l

〉
nϕ

=0.

Since (Pϕ
k )k≥0 is dense in ℓ2(nϕ), we deduce that, for all t ≥ 0 and k ∈ Z+,

etkK̂ϕ
t V

ϕ
k = Vϕ

k ,(4.69)

which proves (1) for all ϕ ∈ B.

To prove item (3), it is known from [29, Theorem 10.1(1)] (after multi-

plying by the factor (1 + σ−2)−
k
2 ) that, when σ2 > 0 and Π(0) < ∞,
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(
(1 + σ−2)−

k
2

Vϕ
k√

ck(mϕ)

)
k≥0

is a Bessel sequence in L2(νϕ). Recalling that,

for any k ≥ 0, Λ̂ϕV
ϕ
k = Vϕ

k , see (4.59), and Λ̂ϕ : L2(νϕ) → ℓ2(nϕ) is a con-

traction, we conclude that

(
(1 + σ−2)−

k
2

Vϕ
k√

ck(mϕ)

)
k≥0

is a Bessel sequence

in ℓ2(nϕ) and for all k ∈ Z+,

∥Vϕ
k∥ℓ2(nϕ) ≤ (1 + σ−2)

k
2

√
ck(mϕ).

□

4.12. Proof of Theorem 2.10. The proof of the item (1) and (2) follows
directly from Proposition 4.17(1) and Proposition 4.19(1),(2).

Finally for the proof of (3), we now assume that σ2 > 0. We recall from
(2.19) that σ1 = σ2 in this case. Then, for all f ∈ ℓ2(nσ2) and t > 0, the
intertwining relation (4.46) yields that

K
ϕ
t Iϕf = IϕK

σ2

t f

= Iϕ

∞∑
k=0

e−kt
〈
f,Pσ2

k

〉
nσ2

Pσ2

k

=

∞∑
k=0

e−kt
〈
f,Pσ2

k

〉
nσ2

Pϕ
k(4.70)

where the second identity relies on the spectral decomposition of the re-
versible birth-death chain, see Example 3.1 with ϕ(u) = σ2u, whereas the
last one is justified as follows. First, since σ2 > 0, Iϕ : ℓ2(nσ2) 7→ ℓ2(nϕ) is a
bounded linear operator, and, with the help of Lemma 4.16 and the defini-

tion of Pϕ
k in (2.20), it follows that IϕP

σ2

k = Pϕ
k . Moreover, from Proposition

4.17, we have that the sequence (Pϕ
k )k≥0 is a Bessel sequence and thus its as-

sociated synthesis operator S : ℓ2(Z+) 7→ ℓ2(nϕ), see (4.51) for definition, is

bounded. Since
(
Pσ2

k

)
k≥0

is an orthonormal sequence in ℓ2(nσ2), it implies

that for all t ≥ 0, (
e−kt

〈
f,Pσ2

k

〉
nσ2

)
k≥0

∈ ℓ2(Z+)

and hence the series on the right-hand side of (4.70) is in ℓ2(nϕ). Next, as

noted before, we have that IϕP
σ2

k = Pϕ
k for all k ∈ Z+. Now, recalling that

(Pϕ
k ,V

ϕ
k )k≥0 is biorthogonal in ℓ2(nϕ), see Proposition 4.19(2), we have for
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any l, k ∈ Z+,〈
Pσ2

l , ÎϕV
ϕ
k

〉
nσ2

=
〈
IϕP

σ2

l ,Vϕ
k

〉
nϕ

=
〈
Pϕ
l ,V

ϕ
k

〉
nϕ

= 1{k=l}

As (Pσ2

k )k≥0 is orthonormal in ℓ2(nσ2) (hence biorthogonal to iteself), by

uniqueness of biorthogonal sequence we conclude that ÎϕV
ϕ
k = Pσ2

k for all
k ∈ Z+. Therefore, writing g = Iϕf ∈ ℓ2(nϕ), we have, for all k ∈ Z+,〈

g,Vϕ
k

〉
nϕ

=
〈
f, ÎϕV

ϕ
k

〉
nσ2

=
〈
f,Pσ2

k

〉
nσ2

Thus, from (4.70), for g ∈ Ran(Iϕ), the range of Iϕ, one gets

K
ϕ
t g =

∞∑
k=0

e−kt
〈
g,Vϕ

k

〉
nϕ

Pϕ
k = Stg

where the last identity serves as defining the spectral operator. Note that

since ⟨Kϕ
t g,V

ϕ
k ⟩nϕ

= ⟨g, K̂ϕ
t V

ϕ
k ⟩nϕ

= e−kt⟨g,Vϕ
k ⟩nϕ

, we deduce that

Stg =
∞∑
k=0

〈
K

ϕ
t g,V

ϕ
k

〉
nϕ

Pϕ
k .

Moreover, as the closure (in ℓ2(nϕ)) of Ran(Iϕ) is ℓ2(nϕ), by the bounded

linear transformation theorem, Kϕ
t is the unique continuous extension of the

continuous operator St : Ran(Iϕ) 7→ ℓ2(nϕ). We now extend the domain of
St to ℓ2(nϕ). First, by means of Cauchy-Schwartz inequality, we have, for
any g ∈ ℓ2(nϕ) and k ∈ N,∣∣∣⟨g,Vϕ

k ⟩nϕ

∣∣∣ ≤ ∥g∥ℓ2(nϕ)

∥∥∥Vϕ
k

∥∥∥
ℓ2(nϕ)

= ∥g∥ℓ2(nϕ)∥Λ̂ϕV
ϕ
k∥ℓ2(nϕ)

≤ ∥g∥ℓ2(nϕ)

∥∥∥Vϕ
k

∥∥∥
L2(νϕ)

where we used Proposition 4.19 and the fact that Λ̂ϕ is a bounded operator.
Next, since from [29, Theorem 10.1], we have for k large enough and all

ϵ > 0, ∥Vϕ
k∥L2(νϕ) ≤ Cϵ(1 + σ−2)

k
2 eϵk, with Cϵ > 0, this implies that for all

g ∈ ℓ2(nϕ) and t > 1
2 log

(
1 + σ−2

)
,(

e−kt⟨g,Vϕ
k ⟩nϕ

)
k≥0

∈ ℓ2(Z+).

Finally, the Bessel property of the sequence (Pϕ
k )k≥0 entails that Stg ∈

ℓ2(nϕ), which completes the proof.

For the item (4), we recall from [29, Theorem 10.1] and the proof of The-
orem 2.10(3) that, for all ϵ > 0 and k ∈ Z+, there exists Cϵ > 0 such
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that ∥∥∥Vϕ
k

∥∥∥
ℓ2(nϕ)

≤
∥∥∥Vϕ

k

∥∥∥
L2(νϕ)

≤ Cϵ(1 + σ−2)
k
2 eϵk(4.71)

whenever σ2 > 0. Moreover, for all k ∈ Z+, ∥Pϕ
k ∥ℓ2(nϕ) ≤ 1. Therefore,

(2.22) entails that for all t > 1
2 log

(
1 + σ−2

)
, the operator Kϕ

t can be ap-
proximated by the sequence of finite dimensional operators

f 7→
N∑
k=0

e−kt
〈
f,Vϕ

k

〉
nϕ

Pϕ
k , N ≥ 1,

which proves the compactness of the semigroup. Finally, for l ∈ Z+, let us
choose f = δl in (2.22). Then, for all σ2 > 0, t > 0 and n ∈ Z+, we have

K
ϕ
t (n, l) = K

ϕ
t δl(n) =

∞∑
k=0

e−ktPϕ
k (n)V

ϕ
k (l)nϕ(l)(4.72)

where the last identity holds in ℓ2(nϕ). Now, from Proposition 4.17(2), we
have that, for all k, n ∈ Z+,

Pϕ
k (n)

2nϕ(n) ≤ ∥Pϕ
k ∥

2
ℓ2(nϕ)

≤ 1

while, from Jensen’s inequality and (4.71), we get, for all k, l ∈ Z+, that
there exists a uniform constant Cϵ > 0 such that for all ϵ > 0,

|Vϕ
k (l)nϕ(l)| ≤ ∥Vϕ

k∥ℓ1(nϕ) ≤ ∥Vϕ
k∥ℓ2(nϕ) ≤ Cϵ(1 + σ−2)

k
2 eϵk.(4.73)

Since nϕ(n) > 0 for all n ∈ Z+, see (4.35), for all
1
2 log

(
1 + σ−2

)
+ ϵ < t, we

have
∞∑
k=0

e−kt|Pϕ
k (n)||V

ϕ
k (l)|nϕ(l) ≤ Cϵ

∞∑
k=0

e−kt eϵk√
nϕ(n)

< ∞.(4.74)

As ϵ > 0 is arbitrary, the proof of the item (5) is completed.

4.13. Proof of Theorem 2.12(1). From [29, Lemma 10.4], we get that

mϕ = lim
n→∞

ϕ(n)− σ2n

σ2
=

m+
∫∞
0 Π(y,∞)dy

σ2
> dϵ = (dϕ − ϵ)1{dϕ−ϵ>0}.

Let us write ϱ = 1
2 log(1+σ−2). Then, using (2.22) along with the fact that

Pϕ
0 ≡ 1, we obtain, for all f ∈ ℓ20(nϕ) =

{
g ∈ ℓ2(nϕ);nϕg = 0

}
,

K
ϕ
t f =

∞∑
k=1

e−kt
〈
f,Vϕ

k

〉
nϕ

Pϕ
k

=

∞∑
k=1

e−kt

√
ck(mϕ)

ck(dϕ)
ekϱ

〈
f, e−kϱ Vϕ

k√
ck(mϕ)

〉
nϕ

√
ck(dϕ)P

ϕ
k .(4.75)
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Since
(√

ck(dϕ)P
ϕ
k

)
k≥1

is a Bessel sequence with bound 1, we obtain from

the boundedness of the synthesis operator, see (4.51), and (4.75) that, writ-

ing Vϕ
k =

Vϕ
k√

ck(mϕ)
, for all f ∈ ℓ20(nϕ),

∥Kϕ
t f∥2ℓ2(nϕ)

≤
∞∑
k=1

e−2kt ck(mϕ)

ck(dϕ)
e2kϱ

∣∣∣∣〈f, e−kϱVϕ
k

〉
nϕ

∣∣∣∣2
=e−2t c1(mϕ)

c1(dϕ)
e2ϱ

∞∑
k=1

e−2(k−1)(t−ϱ) ck(mϕ)c1(dϕ)

ck(dϕ)c1(mϕ)

∣∣∣∣〈f, e−kϱVϕ
k

〉
nϕ

∣∣∣∣2 .(4.76)

Now, from the proof of [29, Theorem 1.18(3)], we know that

sup
k≥1

e−2(k−1)(t−ϱ) ck(mϕ)c1(dϕ)

ck(dϕ)c1(mϕ)
≤ 1 ⇐⇒ t > T =

1

2
log

(
mϕ + 2

dϕ + 2

)
+ ϱ.

Thus, using this bound, the fact that
(
e−kϱVϕ

k

)
k≥1

is also a Bessel sequence

(with bound 1) in ℓ2(nϕ) and the second inequality in (4.50), we deduce
from (4.76) that, for all f ∈ ℓ20(nϕ) and t > T ,

∥Kϕ
t f∥2ℓ2(nϕ)

≤ e
2t

σ2
1
c1(mϕ)

c1(dϕ)
e−2t∥f∥2ℓ2(nϕ)

=
1 + σ2

1

σ2
1

mϕ + 1

dϕ + 1
e−2t∥f∥2ℓ2(nϕ)

.

(4.77)

When t ≤ T ,
1+σ2

1

σ2
1

mϕ+1
dϕ+1 e

−2t ≥ mϕ+1
dϕ+1

dϕ+2
mϕ+2 ≥ 1 as mϕ ≥ dϕ. Therefore, (4.77)

holds for all t > 0 as Kϕ is a contraction semigroup. Finally, noting that,
for any f ∈ ℓ2(nϕ), f − nϕf ∈ ℓ20(nϕ), the proof of the theorem follows.

4.14. Interweaving between skip-free and continuous Laguerre semi-
groups. Following [27], for two Markov semigroups P, P ′ defined on two
Banach spaces B,B′ respectively, we say that P has an interweaving rela-
tion with P ′ if there exist two Markov kernels Λ : B′ → B and Λ′ : B → B′,
and a non-negative random variable τ such that

PΛ = ΛP ′ on B′

P ′Λ′ = Λ′P on B and

ΛΛ′ = Pτ =
∫∞
0 PtP(τ ∈ dt).

We call τ the warm-up time or the delay and we write P ↫ P ′ or P
τ
↫ P ′

to emphasize the dependence on τ . Note that when τ = δt0 is the degenerate
random variable at t0 > 0, we may simply write, when there is no confusion,

P
t0
↫ P ′.
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When τ is in addition infinitely divisible we say that P admits an inter-
weaving relation with an infinitely divisible warm-up time with P ′

and we write P
τ
↫ P ′. Finally, when we also have

(4.78) ΛΛ′ = P ′
τ

we say that there is a symmetric interweaving relation between P and

P ′ and we write P
τ
↭ P ′. We refer to [27] for a thorough study and several

applications of this concept that refines the one of intertwining relations.

Let now Kϕ be the skip-free Laguerre semigroup corresponding to the Bern-

stein function ϕ associated with the triplet (m,σ2,Π), see (2.5), and Kσ2
be

the diffusive Laguerre semigroup with generator

Lσ2
= σ2x

d2

dx2
+ (σ2 − x)

d

dx
.(4.79)

Theorem 4.20. If σ2 > 0 and Π(0) =
∫∞
0 Π(y,∞)dy < ∞, then for all

β > mϕ = m+Π(0)
σ2 ,

Kϕ τβ
↭ Kσ2

where τβ is an infinite divisible random variable characterized, for any u > 0,
by ∫ ∞

0
e−utP(τβ ∈ dt) =

(
σ2

1 + σ2

)u
Γ(1 + β)Γ(u+ 1)

Γ(u+ β + 1)
(4.80)

=

(
σ2

1 + σ2

)u

e−ϕβ(u).

Before proving the theorem, let us show the following lemma.

Lemma 4.21. Let Kσ2
be the semigroup defined as above and K be the

semigroup with generator

L = x
d2

dx2
+ (1− x)

d

dx
.

Then, for all t ≥ 0,

Kσ2

t d 1
σ2

= d 1
σ2
Kt on L2(ν)

where for α > 0, dαf(x) = f(αx) is the dilation operator on R+ and
ν(x)dx = e−xdx, x > 0, is the unique invariant distribution of the semi-
group K.
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Proof. It can be easily checked that if f is a polynomial, then

Lσ2
d 1

σ2
f = d 1

σ2
Lf.(4.81)

Next, we recall from [29, Theorem 1.6(3)] that the set of all polynomials form
a core for L in L2(ν) and d 1

σ2
νσ2 = ν where νσ2 is the invariant distribution

of Kσ2
. Since

d 1
σ2

: L2(ν) → L2(νσ2)

is an invertible operator, (4.81) extends at the level of the corresponding
semigroups, which proves the lemma. □

4.15. Proof of Theorem 4.20. Let K(β) be the self-adjoint Laguerre semi-
group with the generator

L(β) = x
d2

dx2
+ (1 + β − x)

d

dx
.

From [27, Proposition 26], it is known that, for all β > mϕ,

Kϕ τ (β)
↭ K(β)

where τ (β) is an infinitely divisible random variable with Laplace transform
given by ∫ ∞

0
e−usP(τ (β) ∈ ds) =

Γ(1 + β)Γ(u+ 1)

Γ(u+ β + 1)
, u > 0.

More precisely, for all t ≥ 0,

Kϕ
t IϕB̂β = IϕB̂βK

(β)
t on L2(νβ)

K
(β)
t Vβ = VβK

ϕ
t on L2(νϕ)

with

Iϕf(x) = E[f(xIϕ)](4.82)

and, for all k ∈ Z+, E[Ikϕ ] =
k!

Wϕ(k+1) . Vβ is another multiplicative Markov

kernel associated with the random variable Yβ whose law is determined by
its moment sequence given, for all k ∈ Z+, by

E[Y k
β ] = Γ(1 + β)

Wϕ(k + 1)

Γ(k + 1 + β)
.

Finally, we have B̂βf(x) = xβ

Γ(β)

∫∞
0 f((1 + y)x)yβ−1e−yxdy, x > 0, and

IϕB̂βVβ = Kϕ

τ (β)
. Now, from Proposition 4.14, we know that

K
ϕ
t Iϕ = IϕK

σ2

t on ℓ2(nσ2)(4.83)
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where Kσ2
= Kϕ with ϕ(u) = σ2u. On the other hand, from Proposi-

tion 4.11, it is known that

Kϕ
t Λ = ΛKϕ

t on ℓ2(nϕ)(4.84)

and from [26, Proposition 25] along with [27, Proposition 30] and Lemma 4.21,
we have

Kσ2

t Λ̂σ2 = Λ̂σ2Kσ2

t on L2(νσ2)

Kσ2

t d 1
σ2
B̂β = d 1

σ2
B̂βK

(β)
t on L2(νβ)

K
(β)
t Vβ = VβK

ϕ
t on L2(νϕ)

where νσ2 (resp. νβ) equals νϕ (the invariant distribution of the semigroup

Kϕ, see Proposition 4.11(2)) with ϕ(u) = σ2u (resp. ϕ(u) = u+β), dαf(x) =

f(αx) is the dilation operator and Λ̂σ2 : L2(νσ2) → ℓ2(nσ2) is a Markov
operator defined by

Λ̂σ2(n, dx) =
σ2(n−1)

(1 + σ2)n
xn

n+ 1
e−x(1+σ−2)dx.

By transitivity of the intertwining relation, it follows that

K
ϕ
t IϕΛ̂σ2 = IϕΛ̂σ2Kσ2

t on L2(νσ2)(4.85)

Kσ2

t Υ = ΥKϕ
t on ℓ2(nϕ)(4.86)

where Υ = d 1
σ2
B̂βVβΛ. Now, from (4.85) and (4.86), it remains to show

that IϕΛ̂σ2Υ = Kϕ
τβ , where τβ is defined as in the proposition.

Lemma 4.22. The operator Iϕ in (4.82) commutes with the dilation oper-
ator d. Moreover, if σ2 > 0 then dσ2IϕΛ = IϕΛ on ℓ2(nϕ).

Proof. Since Iϕ is a multiplicative Markov kernel, commutation with the
dilation operator follows readily. Now, for the intertwining relationship, by
density of P = Span{pk; k ∈ Z+} in ℓ2(nϕ), it suffices to show that, for all
k ∈ Z+,

dσ2IϕΛpk = ΛIϕpk.

However, Iϕpk = σ2kk!
Wϕ(k+1) and dσ2IϕΛpk = dσ2Iϕpk = σ2kk!

Wϕ(k+1) , which proves

the lemma. □

Coming back to the main proof, by an application of Lemma 4.21 and
Lemma 4.22, we obtain

(4.87) ΛIϕΛ̂σ2Υ = dσ2IϕΛΛ̂σ2Υ = dσ2IϕΛΛ̂σ2d 1
σ2
B̂βVβΛ.
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Again invoking [27, Proposition 25], we have ΛΛ̂σ2 = Kσ2

log(1+σ−2). Writing

ϱ = 1
2 log(1 + σ−2) as before, (4.87) yields

ΛIϕΥ =dσ2IϕK
σ2

γ d 1
σ2
B̂βVβΛ

=dσ2Iϕd 1
σ2
B̂βK

(β)
γ VβΛ

=IϕB̂βVβK
ϕ
2ϱΛ

=Kϕ

τ (β)
Kϕ

2ϱΛ

=ΛKϕ
τβ

where in the last line of the above equation, we used the fact that τβ =

τ (β) + 2ϱ. By injectivity of Λ, it follows that IϕΥ = K
ϕ
τβ . This proves the

proposition. □

4.16. Proof of Theorem 2.12(2). We recall that Lσ2
is the generator of

the self-adjoint Laguerre diffusion defined in (4.79) whose invariant distri-

bution is νσ2(x)dx = 1
σ2 ν(x/σ

2) = 1
σ2 e

−x/σ2
dx, x > 0. Let us first prove

the Φ-entropy decay for Kσ2
, the semigroup generated by Lσ2

, that is, for
all admissible function Φ and f ∈ L1(νσ2) with Φ(f) ∈ L1(νσ2) one has

EntΦνσ2
(Kσ2

t f) ≤ e−tEntΦνσ2
(f).(4.88)

In Lemma 4.21, we have shown that the semigroups Kσ2
and K are equiv-

alent via the similarity transform induced by the dilation operator dσ2 .
We first claim that it is enough to prove the exponential entropy decay

in (4.88) replacing Kσ2
by K. To see why, we note that for any σ2 > 0,

f ∈ L1(νσ2) with Φ(f) ∈ L1(νσ2), one has by the change of variable along
with Lemma 4.21 that,∫ ∞

0
Φ(Kσ2

t f(x))νσ2(x)dx =

∫ ∞

0

1

σ2
Φ
(
Ktdσ2f

( x

σ2

))
ν
( x

σ2

)
dx

=

∫ ∞

0
Φ(Ktdσ2f(x))ν(x)dx.

We also observe by the change of vairable that for any f ∈ L1(νσ2), one has
Φ(νσ2f) = Φ(νdσ2f). As a result, we have

EntΦνσ2
(Kσ2

t f) = EntΦν (Ktdσ2f)

which proves our claim. Next, we state the following result regarding the
exponential entropy decay of the semigroup K generated by L.
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Lemma 4.23. For any Φ as above and f ∈ L1(ν) with Φ(f) ∈ L1(ν), one
has

EntΦν (Ktf) ≤ e−tEntΦν (f).

Proof. Since L is a diffusion operator, from [11, Equations (6) and (7)],
it suffices to show that for an admissible function Φ and f ∈ L1(ν) with
Φ(f) ∈ L1(ν), one has the following Φ-entropy inequality

EntΦµ (f) ≤ µ(Φ′′(f)Γ(f))(4.89)

where Γ is the carré-du-champ operator, see [5, Section 1.4.2] associated to
L, that is, for smooth funcitons

Γ(f) = L(f2)− 2fLf.

From [13, Theorem 2.1(2)] it follows that (4.89) is equivalent to the fact that
the operator L satisfies the curvature dimension condtion CD(12 ,∞), which
is indeed true from [5, Section 2.7.3]. Hence the lemma is proved. □

Now coming back to the proof of Theorem 2.12(2), due to the interweaving
relation in Theorem 4.20 and the estimate in (4.88), the proof of this theorem
follows directly from [27, Theorem 8]. □

4.17. Proof of Theorem 2.14. For ergodic self-adjoint diffusion semi-
groups, we know from [5, Theorem 5.2.3] that the hypercontractivity can
be interpreted in terms of the log-Sobolev constants corresponding to the

semigroups. Let us consider the self-adjoint Laguerre semigroup Kσ2
de-

fined in Proposition 4.20. For this semigroup, the invariant distribution is

νσ2(x)dx = 1
σ2 e

−x/σ2
dx, x > 0, and the log-Sobolev constant is

cLS = inf
f∈C1

b(R+):∥f∥L2(ν
σ2 )=1

4
∫
R+

xf ′(x)2νσ2(dx)∫
R+

f(x)2 log(f(x)2)νσ2(dx)
.(4.90)

The numerator in the above expression is four times the Dirichlet energy

associated to Lσ2
defined by

E(f, f) = −⟨Lσ2
f, f⟩ν =

∫
R+

xf ′(x)2νσ2
1
(dx).

It was shown by Bakry [4] that cLS = 1. Hence, by applying [5, Theo-
rem 5.2.3], we infer that for all t ≥ 0,

|||Kσ2

t |||L2(νσ2 )→Lp(t)(νσ2 )
≤ 1

where p(t) = 1+ et and ν(dx) = e−xdx, x > 0. Having the above hypercon-
tractivity estimate, the rest of the proof follows from [27, Theorem 9] and
Theorem 4.20. □
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4.18. Proof of Theorem 2.15. First, we note that the semigroup Kϕ,τβ

has the same invariant distribution nϕ as Kϕ. Let us recall that for σ2 > 0,

ϱ = 1
2 log(1 + σ−2). If t > 1

2 , Theorem 2.10(3) entails that, for all s > 0 and

f ∈ ℓ2(nϕ), we have

K
ϕ
s+2ϱtf =

∞∑
k=0

e−kϱte−ks⟨f,Vϕ
k ⟩nϕ

Pϕ
k in ℓ2(nϕ).(4.91)

For t ≥ 0, let us define the random variable τ̃β(t) such that τβ(t) = 2ϱt +
τ̃β(t). Indeed, from (2.29) it follows that for all t ≥ 0,

logE
[
e−uτ̃β(t)

]
= − log

(
Γ(u+ β + 1)

Γ(1 + β)Γ(u+ 1)

)
.

Then, integrating both sides of (4.91) with respect to P(τ̃β(t) ∈ ds) with

t > 1
2 we obtain

K
ϕ,τβ
t f =

∫ ∞

0
Kϕ

s f P(τβ(t) ∈ ds) =

∫ ∞

0
K

ϕ
s+2ϱtf P(τ̃β(t) ∈ ds)

=

∫ ∞

0

( ∞∑
k=0

e−2kϱte−ks⟨f,Vϕ
k ⟩nϕ

Pϕ
k

)
P(τ̃β(t) ∈ ds)

=
∞∑
k=0

e−2kϱt⟨f,Vϕ
k ⟩nϕ

Pϕ
k

∫ ∞

0
e−ksP(τ̃β(t) ∈ ds)

where the last equality follows due to Fubini theorem with the help of the

estimates ∥Pϕ
k ∥ℓ2(nϕ) ≤ 1, ∥Vϕ

k∥ℓ2(nϕ) ≤ Cϵe
k(ϱ+ϵ) for arbitrary ϵ > 0 and

k ∈ Z+, see Proposition 4.17 and the proof of Theorem 2.10(3). The proof
of this item is concluded by recalling that, for all k ∈ Z+,

e−2ϱt

∫ ∞

0
e−ksP(τ̃β(t) ∈ ds) = e−tϕβ(k).

For the next item, applying Jensen’s inequality we observe that, for all
β, t > 0,

EntΦnϕ

(
K

ϕ,τβ
t+1 f

)
≤
∫ ∞

0
EntΦnϕ

(
K

ϕ
s+τβ

f
)
P(τβ(t) ∈ ds).

Using Theorem 2, when σ2 > 0 and β > mϕ, the right-hand side of the
above inequality is bounded above by∫ ∞

0
e−sEntΦnϕ

(f)P(τβ(t) ∈ ds) = e−tϕβ(1)EntΦnϕ
(f).
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This proves (2). Finally, for any f ∈ ℓ2(nϕ), we have by the triangle inequal-
ity ∥∥∥Kϕ,τβ

t+1 f
∥∥∥
ℓ2(nϕ)

=

∥∥∥∥∫ ∞

0
K

ϕ
s+τβ

f P(τβ(t) ∈ ds)

∥∥∥∥
ℓ2(nϕ)

≤
∫ ∞

0

∥∥∥Kϕ
s+τβ

f
∥∥∥
ℓ2(nϕ)

P(τβ(t) ∈ ds).

Invoking Theorem 2.14, the right-hand side of the above inequality is bounded
above by

∥f∥ℓ2(nϕ)

∫ ∞

0
P(τβ(t) ∈ ds) = ∥f∥ℓ2(nϕ)

which completes the proof.
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