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Abstract

In this paper, we present a filtering technique that robustifies stabilizing controllers for systems composed of heterodirectional
linear first-order hyperbolic Partial Differential Equations (PDEs) interconnected with Ordinary Differential Equations (ODEs)
through their boundaries. The actuation is either available through one of the ODE or at the boundary of the PDE. The
proposed framework covers a broad general class of interconnected systems. Assuming that a stabilizing controller is available,
we derive simple sufficient conditions under which appropriate low-pass filters can be combined with the control law to robustify
the closed-loop system. Our approach is based on a rewriting of the distributed dynamics as a delay-differential algebraic
equation and an analysis in the Laplace domain. The proposed technique will simplify the design of stabilizing controllers
for the class of systems under consideration (which can now be done only on a case-by-case basis due to the complexity and
generality of the underlying interconnections) since it dissociates the stabilization problem from the robustness aspects. Indeed,
it becomes possible to use convenient (but non-robust) techniques for the stabilization of such systems (as the cancellation
of the boundary coupling terms or the inversion of the ODE dynamics), knowing that the resulting control law can be made
robust (to delays and uncertainties) using the proposed filtering methodology.

Key words: Hyperbolic Partial Differential Equations; difference systems; backstepping; interconnection; filtering; robustness.

1 Introduction

This paper deals with the robustification of stabilizing
controllers for systems of linear first-order hyperbolic
Partial Differential Equations (PDEs) coupled with Or-
dinary Differential Equations (ODEs) at both bound-
aries of a one-dimensional spatial domain. Such systems
model, e.g., the propagation of torsional waves in drilling
systems [2,39].

The control of interconnections involving hyperbolic
PDEs has been the focus of a large number of recent pub-
lications. In the seminal paper [29], a re-interpretation
of the classical Finite Spectrum Assignment [34,31]
is proposed, by modeling ODEs with input delays as
PDE-ODE interconnections. Subsequently, this result
has enabled the design of observers, controllers, param-
eter estimation methods, etc. for a plethora of inter-
connected systems: systems with varying delays [12,15],
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parabolic PDEs coupled with ODEs [40], cascades of
PDEs [9], etc.
Here, we focus on interconnections involving ODEs at
both boundaries of the spatial domain. We assume that
actuation is located either at one boundary of the PDE
domain or affects only one of the ODEs, referred to
as proximal. When the ODE is actuated, a stabilizing
observer-controller robust to delays is proposed in the
case of a scalar proximal ODE in [24]. In [22], a controller
is designed based on assumptions that guarantee the
existence of a Byrnes–Isidori normal form for the prox-
imal ODE, as well as a relative degree one condition.
These restrictions are partially avoided in [13] where the
proximal ODE is simply assumed to be minimum phase
for the output that affects the PDE. Numerous contri-
butions deal with the case where the PDE is directly
actuated [23,16]. However, a large number of the pro-
posed controllers feature vanishing robustness margins.
Indeed, as detailed in [33,20,25], controls laws designed
to stabilize hyperbolic systems can result in unstable
closed-loop systems in the presence of arbitrarily small
delays in the feedback loop or uncertainty in some pa-
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rameters. Conversely, a controller ensuring stability
even in the presence of small delays and parameter un-
certainties is said to strongly stabilize the system [25].
This justifies the necessity for studying delay robust-
ness while designing controllers for hyperbolic systems.
In [4,6], modifications to standard backstepping con-
trollers are proposed that guarantee the strong stability
of the closed-loop dynamics for a variety of systems.
The main idea behind these modifications is to avoid the
complete cancellation of the reflections at the bound-
aries of the spatial domain of the PDE. The gained
robustness comes at the price of degraded performance.

Here, rather than proposing a new stabilizing controller,
we assume that one has already been designed for the
systems of interest. Our main contribution is the sim-
plification of the control design for the class of systems
under analysis by decoupling the design of a stabilizing
control law from its robustification. This robustification
is achieved by the design of appropriate filters, generaliz-
ing the approaches in [14,7], that robustify the controller
with respect to delays and parameter uncertainty. More
precisely, when applied conjointly with the existing con-
troller, they ensure strong stability of the closed-loop
dynamics. Our approach is as follows. Using a triangu-
lar integral transformation, we rewrite the dynamics as
a system of Delay-Differential Algebraic Equations, in
the time and Laplace domains. Then, the filters are de-
signed by leveraging the fact that robustness issues ap-
pear at high frequencies. We give sufficient conditions
that ensure strong stabilization provided the original
control laws ensured simple stabilization. This strategy
can be considered a generalization of the PI controllers
calibrated for drilling applications such as SoftSpeed [32]
or Z-torque, which aim at canceling the boundary re-
flection only on a portion of the frequency domain, as
detailed in [1].

2 Notations and preliminary results

In this section we detail the notations used through
this paper and recall some important results. We
denote L2([0, 1],R) the space of real-valued square-
integrable functions defined on [0, 1] with the stan-
dard L2 norm, i.e., for any f ∈ L2([0, 1],R), we

have ||f ||L2 =
(∫ 1

0
f2(x)dx

) 1
2

. Similarly, we de-

note the Hilbert space L2(0,∞) as L2(0,∞) = {U :
[0,∞) → C |

∫∞
0
|U(t)|2dt < ∞}. The L2-norm,

||U ||2 =
(∫∞

0
|U(t)|2dt

)1/2
often has interpretation

as the energy of the signal, and so it is reasonable
to consider only inputs U in L2(0,∞) and to ask
that outputs are in L2(0,∞). We denote the state
space χ = Rp × L2([0, 1];R)n+m × Rq, where p, n,m, q
are positive integers. For (X,u, v, Y ) ∈ χ, we intro-
duce the corresponding χ−norm ||(X,u, v, Y )||2χ =

||X0||2Rp + ||u||2L2 + ||v||2L2 + ||Y ||2Rq , i.e., the norm of each

component is the usual Euclidean norm or the L2-norm.
The set L∞([0, 1],R) denotes the space of bounded
real-valued functions defined on [0, 1] with the stan-
dard L∞ norm, i.e., for any f ∈ L∞([0, 1],R), ||f ||L∞ =
ess sup
x∈[0,1]

|f(x)|. For a function φ : [−τ,∞) 7→ Rm, we

define its partial trajectory φ[t] by φ[t](θ) = φ(t + θ),
−τ ≤ θ ≤ 0. This maximum delay τ > 0 will be re-
lated to the transport time of the PDE system we
consider in this paper. The associated norm is given by

||φ[t]|| =
(∫ 0

−τ φ
T (t+ s)φ(t+ s)ds

) 1
2

. The variable s de-

notes the Laplace variable. The space C+ corresponds to
the complex right half plane: C+ = {s ∈ C, Re(s) ≥ 0},
where Re denotes the real part of a complex num-
ber. For any η ∈ R, the space Cη corresponds to
{s ∈ C, Re(s) ≥ −η}. Provided it is defined, the
Laplace transform of a function f(t) will be denoted

f(s) (or, when there is an ambiguity f̂(s)). The Laplace
transform of a function in L2(0,∞) is analytic in the
open right half-plane. For all r ∈ N, we denote Idr the
identity matrix of dimension r (or Id if no confusion
arises). We denote Cn1×n2 the set of complex matrices
with n1 rows and n2 columns. For any proper and sta-
ble transfer matrix G(s), we denote σ̄(G(s)) the largest
singular value of G(s) (s ∈ C+) and σ(G(s)) its low-
est singular value. We recall the following results on
singular values [27]. For any (A,B) ∈ Cn×m, we have
σ̄(A + B) ≤ σ̄(A) + σ̄(B). For any (A,B) ∈ Cn×n, we
have σ̄(AB) ≤ σ̄(A)σ̄(B).

The set A(0) stands for the convolution Banach algebra
of BIBO-stable generalized functions in the sense of [42]
(sometimes referred as Wiener algebra). A function g(·)
belongs to A(0) if it can be expressed as g(t) = gr(t) +∑∞
i=0 giδ(t− ti), where gr ∈ L1(R+,R),

∑
i≥0 |gi| <∞,

0 = t0 < t1 < . . . and δ(·) is the Dirac distribution.
If we only have e−βtgr ∈ L1(R+,R) (β being a real),
then we say that g ∈ A(β). The associated norm is

||g||A = ||gr||L1 +
∑
i≥0 |gi|. The set Â(0) of Laplace

transforms of elements in A(0) is also a Banach alge-
bra with associated norm ||ĝ||

Â(0) = ||g||A(0). An input-

output linear system given in the form of a convolution,
y = h ? u is BIBO-stable if its kernel h belongs to the
class A. The class A includes finite-dimensional linear
systems with rational transfer, time-delay systems, or
systems with distributed delays. We define the follow-

ing subalgebras of Â(0): Â−(0) = {f̂ |f̂ ∈ Â(β), β < 0}
and Â∞(0) = {f̂ |f̂ ∈ Â−(0), infs∈C̄+,|s|≥ρ |f̂(s)| >
0 for some ρ > 0}. Finally, we define the Callier Desoer

class of transfer functions B̂(0) as the quotient algebra

Â−[Â∞(0)]−1. The multivariable extensions will be de-

noted with a M (e.g. M(B̂(0))). We now recall several
results adjusted from [19].

Definition 1 If a system maps every input U in

L2(0,∞) to an output inL2(0,∞), and if supU 6=0
||y||2
||U ||2 <

2



∞, the system is stable. A transfer function G(s) is
proper if for sufficiently large ρ sup

Re(s)≥0,|s|>ρ
|G(s)| <∞.

If the limit of G(s) at infinity exists and is 0, G is said
to be strictly proper.

Theorem 2 A linear system is stable if and only if
its transfer function G belongs to H∞ = {G : C+ →
C | G analytic and sup

Re(s)>0

|G(s)| < ∞}, with the norm

||G||∞ = sup
Re(s)>0

|G(s)|. In this case, the function G is

called a stable transfer function.

Finally, we recall different robustness concepts

Definition 3 (w-stability [20]) Consider a plant

transfer function G ∈ MB̂(0) and a feedback con-

troller K ∈ MB̂(0). The closed-loop system is w-
stable if and only if for any approximate identity Iδ
(where 0 ≤ δ < µ), the closed-loop transfer func-

tion GK (I + IδGK)
−1

is stable. An approximate iden-

tity is a family of transfer functions Iδ ∈ MÂ−(0) such
that

(1) ‖Iδ‖∞ < 1, I0 = I;

(2) On every compact set of C̄+
0 , Iδ converges to I when

δ goes to zero.

Suppose that (G,K) is input-output stable. Then (G,K)
is w-stable if there exists a ρ > 0 such that

sup
{s∈ C̄+| |s|>ρ}

||G(s)K(s)|| < 1. (1)

Approximate identities may include more general trans-
fer functions than the ones stemming from uncertain-
ties on the delays. Thus, w-stability implies delay-robust
stability in the sense of [33]. It also includes robustness
w.r.t some uncertainties (but not all, since it has been
shown in [5] that uncertainties in the transport veloci-
ties cannot be modeled by approximate identities).

Definition 4 Let G and G∆ be transfer matrices in

MB̂(0). A perturbation ∆a ∈ MB̂(0) is an admissible
multiplicative uncertainty if G∆ = (I + ∆a)G, if ∆a

has no poles on the imaginary axis, and if G and G∆

have the same number of unstable poles in C̄+. It is an
admissible additive uncertainty if G∆ = G + ∆a and
if either ∆a is a transfer matrix satisfying the previous
requirements, which is strictly proper on C̄+, or it is
a stable perturbation. If G = M̃−1Ñ is a left-coprime

factorization of G over MÂ−(0) [20], a perturbation

(∆N ,−∆M ) ∈ MÂ−(0) is an admissible left-coprime-

factor uncertainty if det(M̃ + ∆M ) ∈ Â∞(0) and

G∆ = (M̃ + ∆M )−1(Ñ + ∆N ).

3 General context

3.1 Systems under consideration

We consider in this paper a n × m linear hetero-
directional hyperbolic system coupled through its
boundaries with linear ODEs. This structure can repre-
sent, for instance, systems with wave-like propagation
between an actuator (with non-negligible dynamics)
and a load to be stabilized. It is the case for vertical
wells subject to coupled axial-torsional oscillations for
which the top-drive and Bottom-Hole Assembly iner-
tia cannot be neglected. More precisely, we consider
systems with the following structure

Ẋ0(t) =A0X0(t) + E0v(t, 0) +BXU(t), (2)

u(t, 0) =C0X0(t) +Qv(t, 0) +BuU(t), (3)

ut + Λ+ux = Σ++(x)u+ Σ+−(x)v, (4)

vt − Λ−vx = Σ−+(x)u+ Σ−−(x)v, (5)

v(t, 1) =Ru(t, 1) + C1X1(t), (6)

Ẋ1(t) =A1X1(t) + E1u(t, 1), (7)

for a.e. (t, x) ∈ [0,+∞)× [0, 1]. The state of the system
is (X0(t), u(t, ·), v(t, ·), X1(t)) ∈ χ. The initial condition
is taken as ((X0)0, u0, v0, (X1)0) ∈ χ and we consider
weak solutions to (2)-(7) [11]. The system is well-posed
in the sense of [11, Theorem A.6, page 254]. The control
input is denoted U(t) ∈ Rr. In what follows, we do not
consider the case where the PDE and the ODE can be si-
multaneously actuated, which means that eitherBX ≡ 0
or Bu ≡ 0. The matrices Λ+ and Λ− are diagonal and
represent the transport velocities. We have Λ+ = diag
(λi) and Λ−p = diag (µi) and we assume that their coef-
ficients satisfy −µm ≤ · · · ≤ −µ1 < 0 < λ1 ≤ · · · ≤ λn.
The spatially-varying coupling matrices Σ·· are regular
matrices (we assume here that each coefficient of the
matrix is a continuous function). The different coupling
matrices satisfy A0 ∈ Rp×p, E0 ∈ Rp×m, BX ∈ Rp×r,
Bu ∈ Rn×r, C0 ∈ Rn×p, A1 ∈ Rq×q, E1 ∈ Rq×n,
C1 ∈ Rm×q, R ∈ Rm×n, Q ∈ Rn×m. Finally, we de-
note τ the maximum transport delay for the PDE sys-
tem τ = max

i,j
( 1
λi

+ 1
µj

). The class of systems represented

by equations (2)-(7) is extremely broad as the proposed
representation can be used to model a large variety of
interconnected ODE-PDE systems. The system can be
actuated through the ODE or the PDE. Multiple partic-
ular cases have already been considered in the literature
for the design of stabilizing control laws. We give below
several examples.

• Example 1: heterodirectional linear coupled hyperbolic
PDEs. Choosing A0 ≡ E0 ≡ C0 ≡ BX ≡ A1 ≡ E1 ≡
C1 ≡ 0, Bu = In, X0(0) = 0 and X1(0) = 0, system
(2)-(7) can be rewritten as a system of heterodirec-
tional linear coupled hyperbolic PDEs:

ut(t, x) + Λ+ux(t, x) = Σ++(x)u+ Σ+−(x)v,

3



vt(t, x)− Λ−vx(t, x) = Σ−+(x)u+ Σ−−(x)v,

v(t, 1) = Ru(t, 1), u(t, 0) = Qv(t, 0) + U(t).

For this class of systems, a stabilizing control law has
been proposed in [18]. The proposed controller guar-
antees finite-time stabilization. However, it requires
the cancellation of the reflection term Qv(t, 0), which
results in a non-strictly-proper controller and raises
some robustness issues with respect to small delays in
the loop [8]. Modifications have been proposed in [10]
(by canceling only a part of the reflection terms) to
guarantee the existence of robustness margins.

• Example 2: ODE-PDE-ODE system with scalar hy-
perbolic states. In the case where n = m = 1 and
Bu ≡ 0, stabilizing control laws have been designed
in [44,22,14]. However, most of the proposed designs,
even though mathematically correct, possess a zero
robustness margin. In [14], the proposed control law
combines the backstepping approach with a Laplace
analysis. Several assumptions were required to guar-
antee the exponential stability. A low-pass filter has
been added to the control law to make it strictly
proper, thus guaranteeing the existence of robustness
margins.

• Example 3: underactuated network of two intercon-
nected n + m hyperbolic PDE systems. In [7], the
authors considered a system composed of two inde-
pendent hyperbolic subsystems coupled through their
boundaries. The system can be recast under the form
(2)-(7) using a technique referred to as folding (see [7]
for details). A robust stabilizing controller has been
designed in [7] combining the backstepping approach
with a flatness-based feedforward tracking control de-
sign. The robustness properties of the closed-loop sys-
tem are guaranteed by combining the stabilizing con-
trol law with a well-tuned low-pass filter.

3.2 Objectives

As it can be seen through the various examples we pre-
sented above, multiple contributions in the literature
have already considered the problem of stabilizing par-
ticular systems whose structure belongs to the class de-
scribed by equations (2)-(7). However, the controllabil-
ity analysis of (2)-(7) and the design of the correspond-
ing generic stabilizing controllers is a challenging open
question. Contributions in the literature mainly focus on
specific configurations of networks for now. Again, we
would like to emphasize that the representation (2)-(7)
is a general representation that may not always be the
most suitable for all systems, since it could hide specific
network/cascade structures of the system that could be
leveraged in the control design. For instance, recent con-
tributions have introduced a recursive dynamics frame-
work that explicitly uses the cascade structure of the net-
work to recursively design a stabilizing controller [38].

To design stabilizing control laws for the class of sys-
tem (2)-(7), it may be convenient either to cancel the
reflection terms in the PDE or to inverse the ODE dy-
namics, using high order derivatives. Although such ap-
proaches considerably simplify the design, the resulting
control laws are not strictly proper, which may result in
vanishing robustness margins [8] (which is a major dif-
ference with finite-dimensional linear time invariant sys-
tems). Several alternative solutions have been proposed
in the literature to overcome this issue. A first solution
was to cancel only a part of the reflection terms in the
PDE, using a convolutional procedure as performed, e.g.,
in [6,45,35]. Although somehow standard, this approach
presents the drawback of not distinguishing the effects of
high and low frequencies in terms of stability and robust-
ness. In addition, such an approach can be challenging
to implement when considering chains with a large num-
ber of subsystems. Recently, an alternative approach has
been proposed in [14,7]. It combines the proposed non-
proper control law with a well-tuned low-pass filter. The
resulting control law then becomes strictly proper, which
guarantees the existence of robustness margins. How-
ever, such a filtering approach has only been performed
on a case-by-case basis for now.

In this paper, we give standard conditions under which
it becomes possible to low-pass filter a control law that
already stabilizes (2)-(7). This will simplify the design of
future control laws for the considered class of underac-
tuated systems. The proposed techniques will be applied
in Section 6 on two different test cases.

4 Time-delay formulation

To analyse the properties of the controller combined with
the low-pass filter in the frequency domain, we rewrite
our interconnected ODE-PDE-ODE as a time-delay sys-
tem, adjusting the backstepping method given in [10].
In what follows, we do not consider diagonal coupling
terms in the PDEs (i.e. Σ++

ii = Σ−−ii = 0). This is not
restrictive since these coefficients can be transferred to
the anti-diagonal terms via a change of variables as in
[41]. Using several backstepping transformations, we will
move the local in-domain coupling terms Σ·· at the ac-
tuated boundary (where they will take the form of inte-
gral couplings). This will allow us to adjust the approach
presented in [10] and to simplify the stability analysis.

4.1 Integral transformations

Inspired by [18], we first combine two integral trans-
formations to move the local coupling terms Σ·· to the
boundary (in the form of integral terms). Due to these
transformations, non-local coupling terms and ODE
terms may appear in the system. Consider the following
Volterra transformation, similar to the one introduced
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in [18,28,10]

u(t, x) = α(t, x)−
∫ 1

x

Lαα(x, y)α(t, y)dy

−
∫ 1

x

Lαβ(x, y)β(t, y)dy + γα(x)X1(t), (8)

v(t, x) = β(t, x)−
∫ 1

x

Lβα(x, y)α(t, y)dy,

−
∫ 1

x

Lββ(x, y)β(t, y)dy + γβ(x)X1(t), (9)

where the kernels L·· are bounded functions defined on
Tu = {(x, y) ∈ [0, 1]2, x ≤ y}, while the kernels γα
and γβ are bounded functions defined on [0, 1]. They
satisfy the following set of equations on their domains of
definition

ΛLx + LyΛ = Σ(x)L, Λγx(x) = Σ(x)γ − γ>Ā1 (10)

with the boundary conditions

ΛL(x, x)− L(x, x)Λ = Σ(x) (11)

γα(1) = D, γβ(1) = RD + C1, (12)

where Λ = diag(Λ+,−Λ−), Σ =
(

Σ++ Σ+−

Σ−+ Σ−−

)
and L =(

Lαα Lαβ

Lβα Lββ

)
, γ = (γα, γβ), D is an arbitrary matrix and

where the matrix Ā1 is defined by Ā1 = A1 +E1D (if the
pair (A1, E1) is stabilizable, the matrix D is such that
Ā1 is Hurwitz). To this set of equations, we add arbi-

trary continuous values for Lααij (x, 1) and Lββij (x, 1), for

i > j (or on the (0, y)-boundary for j ≥ i). The set of
PDEs and ODEs (10)-(12) has a unique solution which
is piecewise continuous. This follows with minor adap-
tions, from the results presented in [23]. The transforma-
tion (8)-(9) maps the original system (2)-(7) to a target
system that we do not detail here for lack of space. We
now consider a second transformation whose objective
is to obtain the framework of [10]. Let us consider the
transformations defined by

α(t, x) = α̌(t, x)−
∫ 1

x

Ľ(x, y)α̌(t, y)dy (13)

α̌(t, x) = ᾱ(t, x)−
∫ 1

0

L̄(x, y)ᾱ(t, y)dy, (14)

The kernel Ľ is a lower triangular matrix (i.e. (Ľ)ij =
0 if i < j) whose components are bounded functions.
The kernel L̄ is a strictly upper-triangular matrix (i.e.
L̄ij = 0 if i ≥ j) whose components are bounded. The
invertibility of the transformation is a consequence of its
triangular structure. The kernel Ľ satisfies the following
set of equations if i ≥ j

Λ+Ľx(x, y) + Ľy(x, y)Λ+ = 0, (15)

Λ+Ľ(x, x)− Ľ(x, x)Λ+ = 0, (16)

(Ľ(x, 1))ij = (G1(x)(Λ+)−1)ij

+

∫ 1

x

n∑
k=1

Ľik(x, y)Ǧkj(y)
1

λj
dy, (17)

where the matrix Ǧ(x) is strictly upper-triangular (i.e.
Ǧi,j(x) = 0 if i ≥ j) and satisfies for all x ∈ [0, 1]

(Ǧ(x))ij = (G1(x))ij

+

∫ 1

x

n∑
k=1

Ľik(x, y)Ǧkj(y)dy if i < j. (18)

and where the functions G1 and G2 satisfy

G1(x) =

∫ 1

x

Lαα(x, y)G1(y) + Lαβ(x, y)G2(y)dy

− Lαα(x, 1)Λ+ + Lαβ(x, 1)Λ−R− γα(x)E1, (19)

G2(x) =

∫ 1

x

Lβα(x, y)G1(y) + Lββ(x, y)G2(y)dy

− Lβα(x, 1)Λ+ + LββΛ−R− γβ(x)E1. (20)

One can verify that the kernel equations (15)-(18) are
well-defined due to the triangular structure of the dif-
ferent matrices. Indeed, for j = 1 equation (17) can
be rewritten as (Ľ(x, 1))i1 = (G1(x)(Λ+)−1)i1. Com-
bining this boundary condition with equation (16), we
can solve equation (15) to compute Ľi1 on its domain
of definition. For j = 2, equation (18) can be rewrit-

ten as (Ǧ(x))12 = (G1(x))12 +
∫ 1

x
Ľ11(x, y)Ǧ12(y)dy,

which is a Volterra equation that can be solved to ob-
tain Ǧ12(y) [46]. This in turns gives the kernels Ľi2 using
(17). Iterating the process allows us to compute the ker-
nel matrix Ľ and the function Ǧ. The kernel L̄ satisfies
the following set of equations

Λ+L̄x(x, y) + L̄y(x, y)Λ+ = 0, L̄(1, y) = 0, (21)

(L̄(x, 1))ij = (Ǧ(x)(Λ+)−1)ij if i < j, (22)

Due to its triangular structure, we can obtain a direct
expression of L̄ (and consequently show its existence)
using the method of characteristics. We define the func-

tion G3(x) as G3(x) = L̄(x, 0)Λ+ +
∫ 1

0
L̄(x, y)G3(y)dy.

This matrix is upper-triangular. The transformations
(13)-(14) map the system to the target system

Ẋ0 = A0X0 + E0β(t, 0) + E0γβ(0)X1(t) +BXU

− E0(

∫ 1

0

L(y)ᾱ(t, y) + Lββ(0, y)β(t, y)dy), (23)

ᾱ(t, 0) = C0X0(t) +Qβ(t, 0) +Qγβ(0)X1(t) +BuU,

− γα(0)X1 +

∫ 1

0

L1(y)ᾱ(t, y) + Lαβ(0, y)β(t, y)dy
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−Q(

∫ 1

0

L(y)ᾱ(t, y) + Lββ(0, y)β(t, y)dy), (24)

ᾱt(t, x) + Λ+ᾱx(t, x) = G3(x)ᾱ(t, 0), (25)

βt(t, x)− Λ−βx(t, x) = G2(x)ᾱ(t, 1), (26)

β(t, 1) = Rᾱ(t, 1), Ẋ1 = Ā1X1 + E1ᾱ(t, 1), (27)

where

L(y) = Lβα(0, y)−
∫ 1

0

Lβα(0, ν)L̄(ν, y)dν

−
∫ y

0

Lβα(0, ν)Ľ(ν, y)dν

+

∫ 1

0

∫ η

0

Lβα(0, ν)Ľ(ν, η)L̄(η, y)dνdη, (28)

L1(y) = Lαα(0, y)−
∫ 1

0

Lαα(0, ν)L̄(ν, y)dν

−
∫ y

0

Lαα(0, ν)Ľ(ν, y)dν

+

∫ 1

0

∫ η

0

Lαα(0, ν)Ľ(ν, η)L̄(η, y)dνdη. (29)

The initial condition of the system (23)-(27) is denoted
(X0, ᾱ0, β0, X1) ∈ χ. It is obtained by applying the dif-
ferent inverse backstepping transformations on the ini-
tial condition (X0, u0, v0, X1) of the system (2)-(7). The
original system (2)-(7) and the target system (23)-(27)
have equivalent stability properties. In particular, we
have the following lemma , whose proof is a simple con-
sequence of the invertibility of the backstepping trans-
formations and of the boundedness of the kernels [30].

Lemma 5 Consider the system (23)-(27) with the ini-
tial condition ((X0)0, ᾱ0, β0, (X1)0) ∈ χ and any arbi-
trary admissible feedback control law. Then, if the state
(X0, ᾱ, β,X1) exponentially converges to zero in the
sense of the χ-norm, so does the state (X0, u, v,X1),
solution of (2)-(7) with corresponding initial condition
((X0)0, u0, v0, (X1)0).

This lemma implies that the system (23)-(27) can be
used for the stability analysis and the control design.
Although the target system (23)-(27) may appear more
complex than the original system (2)-(7) it presents the
advantage that the right part of the PDE equations (25)-
(26) does not contain any local in-domain coupling terms
but only terms that depend on ᾱ(t, 1) and ᾱ(t, 0). This
is essential to express the system in a time-delay form.

4.2 Target system in delay form

Using the method of characteristics, it is possible to ex-
press ᾱ(t, 0) as the solution of a neutral equation with
distributed delays [10]. Following the steps proposed
in [10], and denoting z(t) = ᾱ(t, 0), we can express

ᾱ(t, x) and β(t, x) as functions of (delayed values of)
z(t). More precisely, we have the following lemma

Lemma 6 There exist an integer N > 0, positive delays
τi ≤ τ , constant matricesMi,M

0
i andM1

i andL∞([0, τ ])
functions H1, H2, H3 such that for all t > τ , we have

z(t) =

N∑
i=1

Miz(t− τi) +

∫ τ

0

H1(ν)z(t− ν)dν

+ C0X0(t) + (Qγβ(0)− γα(0))X1(t) +BuU(t), (30)

Ẋ1(t) = Ā1X1(t) +

n∑
i=1

M1
i z(t−

1

λi
)

+

∫ τ

0

H2(ν)z(t− ν)dν, (31)

Ẋ0(t) = A0X0 +

N∑
i=1

M0
i z(t− τi) +

∫ τ

0

H3(ν)z(t− ν)dν

+ E0γβ(0)X1(t) +BXU(t). (32)

There exists a constant κ1 such that for any lin-
ear bounded state-feedback law U(t) (function of
(X0, ᾱ, β,X1)), for any t > τ

||(X0, ᾱ, β,X1)||χ ≤ κ1||(z,X1, X0)|| (33)

PROOF. The proof, although technical is similar to
the one given in [10] and relies on the method of char-
acteristics. Note that any feedback law function of
(X0, ᾱ, β,X1) (or equivalently of (X0, u, v,X1)) can be
expressed as a function of (z,X1, X0). 2

The different matrices Mi and Hi can be explicitly com-
puted following the methodology of [10]. They only de-
pend on the kernels of the backstepping transformations
and on the parameters on the system. In what follows,
we will assume that the delays τi are rationally inde-
pendent. Indeed, as shown in [26], extending the vari-
able z, it is always possible to rewrite the system in a
situation where the delays are rationally independent.
System (30)-(32) can be seen as a comparison sys-
tem for the PDE system (23)-(27) (see, e.g., [37] and
the references therein for some discussions for delay sys-
tems). The exponential stability of the state (z,X1, X0)
implies the one of the state (X0, ᾱ, β,X1) (since the ini-
tial condition of z can be expressed as a function of the
initial condition of (ᾱ, β)). Note that any feedback law
expressed in terms of (X0, z,X1) can, in the end, be ex-
pressed as a function of (X0, u, v,X1) using the different
backstepping transformations.

4.3 Equation in the Laplace domain

The stability analysis will be done in the frequency do-
main using the Laplace transform. Without any loss of
generality for the asymptotic stability analysis of the
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plant, we assume all-zero initial conditions. The Laplace
transform applied to (30)-(32) leads to

z(s) = F (s)z(s) + P11(s)z(s) + P12(s)X0(s)

+ P13(s)X1(s) +BuU(s), (34)

(sId−A0)X0(s) = P21(s)z(s) + P23(s)X1(s)

+BXU(s), (35)

(sId− Ā1)X1(s) = P31(s)z(s), (36)

where

F (s) =

N∑
i=1

Mie
−τis, P11(s) =

∫ τ

0

H1(ν)e−νsdν, (37)

P21(s) =

N∑
i=1

M0
i e−τis +

∫ τ

0

H3(ν)e−νsdν. (38)

P31(s) =

n∑
i=1

M1
i e
− s
λi +

∫ τ

0

H2(ν)e−νsdν, (39)

P12(s) = C0, P13(s) = Qγβ(0)− γα(0), (40)

P23(s) = E0γβ(0). (41)

We use general functions F, Pij in the expression of (34)-
(35) to state our results in the most general framework.

4.4 A remark on robustness

Equation (34) corresponds to a difference equation
whose principal part Id − F (s) may have an infinite
number of zeros in the right-half plane [26]. It has been
shown in [33] that having an open-loop transfer func-
tion with a non finite number of poles in the right-half
plane (RHP) makes delay-robust stabilization impossi-
ble. Having a principal part with an infinite number of
poles in the RHP would imply having an infinite num-
ber of poles in the RHP for the whole open-loop system
as the integral term is strictly proper. We can avoid
such a case with the following assumption.

Assumption 7 We have

sup
θp∈[0,2π]N

Sp (

N∑
k=1

Mk exp(jθk)) < 1, (42)

where Sp denotes the spectral radius and j is the imagi-
nary unit. Then, there exists η0 > 0 such that Id− F (s)
does not vanish on Cη0 .

Assumption 7 is slightly stronger than a necessary con-
dition for delay-robust stabilization and guarantees ex-
ponential stability of the characteristic equation Id −
F (s) = 0 (and prevents having an infinite number of
poles on C+). Condition (42) is simplified if the delays
are rationally dependent. Furthermore, since the spec-
tral radius of a matrix is upper-bounded by any norm

of the matrix, easy-to-compute sufficient conditions for
this spectral radius condition to hold can be derived us-
ing different norms of the matrices involved at the cost
of increased conservatism [17].

5 Filtering of the control law

Consider a dynamical system expressed in the Laplace
domain by the set of equations (34)-(36). Let us denote ¯̀

0

(resp. ¯̀
1) the largest eigenvalue (in modulus) of (sI−A0)

(resp. (sI − A0)) Let us define Cu = {s ∈ C+, |s| >
max(¯̀

0, ¯̀
1)}, so that the functions (sI−A0)−1 and (sI−

A1)−1 are properly defined on Cu. Consider a feedback
law U(s) of the form

U(s) = Kz(s)z +KX0
(s)X0 +KX1

(s)X1, (43)

where the operators Kz, KX0
and KX1

are holomorphic
functions that will satisfy some conditions given later.
Most (if not all) the feedback laws that have been de-
signed in the literature [18,23,8,14] to stabilize systems
of the form (2)-(7) have this form in the Laplace do-
main. However, a non strictly-proper control may not
guarantee the existence of robustness margins [8]. This is
why we will give in this section general conditions under
which it becomes possible to low-pass filter the control
law to obtain a strictly proper control law, thus allowing
the existence of robustness margins.

The closed-loop characteristic equation associated
to (34)-(36) with the feedback law (43) reads as

det(Q(s)) = det(I1(s)− P0(s)−BK(s)) = 0

where the matrix I1(s) is defined by I1(s) = diag (Id−
F (s), sId − A0, sId − Ā1), while the matrix P0(s) is
defined by P0(s) = Pij(s) (with P22(s) = P32(s) =
P33(s) = 0). The matrices B and K(s) are defined by

B =
(
Bu BX 0

)T
, K(s) =

(
Kz(s) KX0

(s) KX1
(s)
)
.

We consider that the proposed feedback law has been
designed to exponentially stabilize the system, i.e., we
make the following assumption

Assumption 8 The system (34)-(35) with the feedback
law (43) is exponentially stable. Then, there exist η1 > 0
and ε > 0 such that |det(Q(s))| > ε for all s ∈ Cη1 .
Moreover, we assume that the explosion rate of the func-
tion K(s) is at worst polynomial.

The condition for exponentially stability should actu-
ally read |det(Q(s))| > 0 for all s ∈ Cη1 [20]. However,
simple computations show that the function |det(Q(s))|
is lower-bounded |s| tends to infinity. Thus, this implies
the proposed characterization.

In what follows, we denote η = min{η0, η1} (where η0

is defined in Assumption 7). The problem of designing
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a stabilizing control for the system (2)-(7) has not been
solved in the general case (in particular whenBu 6= 0). In
most of the cases considered in the literature (see the ex-
amples given above in Section 3), it appears convenient
for the control design to cancel some of the PDE bound-
ary reflection terms or to invert a part of the ODE dy-
namics. However, this may result in a non-strictly proper
control law, which implies robustness issues [8]. Here, we
give general conditions under which it is possible to low-
pass filter the (potentially non-strictly proper) control
law to make it strictly proper, thus preserving suitable
robustness properties while keeping the controller design
simple. Indeed, the proposed approach allows separating
the stabilization problem from the robustness problem.

5.1 Low-pass filter design

We now give general results that guarantee the possibil-
ity to low-pass filter the control U(s) and make it strictly
proper while stabilizing the system (34)-(35). We distin-
guish the two cases BX ≡ 0 (only the PDE is actuated)
and Bu ≡ 0 (only the ODE is actuated) as the require-
ments slightly differ depending on the considered case.
We first rewrite Assumption 7 in a more amenable form.

Assumption 9 There exists 0 < ε0 < 1 such that
σ̄(F (s)) < ε0 < 1 on Cη1 .

We start with the case where only the PDE is actuated
(i.e. BX ≡ 0).

Theorem 10 Consider the system (34)-(35) with the
stabilizing feedback control law U(s) given by (43). Con-
sider that Assumptions 8, and 9 are satisfied. Assume
that BX ≡ 0 and that

(1) The controller gains are such that the functions
BuKX1

(s)(sId − Ā1)−1P31(s), BuKX0
(s) (sId −

A0)−1P21(s), andBuKX0
(s)(sId−A0)−1P23(s)(sId−

Ā1)−1 are strictly proper
(2) The function Kz(s) is defined by Kz(s) = Kp

z (s) +
Ku
z (s), where Kp

z (s) is strictly proper and Ku
z sat-

isfies Ku
z (s) = −H0(s)F (s), such that BuH0(s) is

similar to a diagonal matrix whose components be-
long to [0,1].

For any M > 0 and any integer N > 0, define w(s) a
low-pass filter (i.e. w(s) → 1 as |s| → 0 and |w(s)| → 0
as |s| → +∞) with relative degree N , such that we have
on Cη1 , |1 − w(s)| < 1, |w(s)| < 1 and the following
additional condition if |s| ≤M :

|1− w(s)| < σ(Q(s))(σ̄(
(
Bu 0 0

)T
K(s)) + 1)−1.

(44)

Then, there existsM > 0 andN > 0 such that the filtered
control law w(s)U(s) stabilizes the system (34)-(35) with
w(s)K(s) being strictly proper.

The proof of this theorem is given in Appendix. It pro-
vides a suitable value for the constant M (that depends
on N). The constant N is chosen such that w(s)K(s) is
strictly proper (which is always possible as the explosion
rate of the function K(s) is at worst polynomial).

Although the different conditions given in the statement
of Theorem 10 may appear complex at first sight, they
are simple to verify. The first condition is always satis-
fied for bounded feedback gains. In particular, this con-
dition is satisfied for all the cases that have been cur-
rently considered in the literature (see [7] for instance,
where X0 ≡ 0). The second condition (on the feedback
gain Ku

z ) is always satisfied when we cancel all the re-
flection terms at the actuated boundary of the PDE (as
it is done in [18]). The requirements on the function Ku

z
could be lowered by considering a matrix filter instead
of a scalar one. This would allow canceling the reflection
terms arbitrarily. However, in terms of stabilization ob-
jective, it appears relevant to cancel as many reflection
terms as possible for each line where a control input is
available. In pathological cases (for instance, a case for
which the same control input acts on two boundary con-
ditions), it may be necessary to perform a change of vari-
ables to write the system in a more amenable form. All
in all, we believe that condition (2) is not restrictive in
its present form. The following lemma gives a construc-
tive way to design the filter w.

Lemma 11 There exists ν0 > 0 such that the low-pass
filter defined for all s ∈ C+ bywν0(s) = 1

(1+ν0s)N
satisfies

the requirements of Theorem 10.

PROOF. We immediately have |wν0 | < 1 and
|1 − wν0 | < 1. The set S = {s ∈ C+, |s| ≤
M} is compact. Thus, we can define M̃ = infs∈S

σ(Q(s))(σ̄(
(
Bu 0 0

)T
K(s)) +1)−1 > 0. Choosing

ν0 = M̃
1
N (2M)−1, we directly obtain |1−wν0(s)| < M̃ ,

which implies that condition (44) is always satisfied.
The order of the filter can be chosen arbitrarily high to
make the filtered control law strictly proper. 2

Note that such a filter only has an illustrative purpose
and may not be the most relevant choice. Butterworth
filters may have more amenable properties while satis-
fying the required conditions. In the second theorem,
we consider the case where only the ODE is actuated
(i.e. Bz ≡ 0). To simplify the analysis, we assume that
K(s) = Ku(s)+Kb(s), where Kb somehow corresponds
to the bounded parts of K while the functions Ku may
not be proper (as it is the case in [14], when using a dy-
namical inversion of the ODE). We have the following
result.

Theorem 12 Consider the system (34)-(35) with the
stabilizing feedback control law U(s) given by (43). Con-
sider that Assumptions 8 and 9 are verified. Assume that
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Bz ≡ 0. Assume that there exists a matrix Ā0 such that
(sId− Ā0)−1 is properly defined on Cu. Consider that

(1) The function Ku
X0

(s) satisfies Ku
X0

(s) = K̄u(s)C0.

Moreover, the functions C0(sId− Ā0)−1BXK̄
u(s),

C0(sId − Ā0)−1BXK
u
z (s), and C0(sId − Ā0)−1

BXK
u
X1

(s)P31(s) are strictly proper.

(2) The function Kb
X0

(s) satisfies BXK
b
X0

(s) =

K̄b(s)C0 + Ā0−A0. Moreover, the functions (sId−
Ā0)−1 BXK

b
z(s), (sId − Ā0)−1BXK

b
X1

(s)(sId −
Ā1)−1 P31(s), and (sId− Ā0)−1BXK̄

b
X0

are strictly
proper.

For any M0 > 0 and any N0 > 0 define w0(s) a low-
pass filter with sufficiently high relative degree N0, that
satisfies for all s ∈ Cη1 |w0(s)| < 1, |1− w0(s)| < 1 and
the additional condition

|1− w0| < σ(Q(s))(σ̄(
(

0 BX 0
)T

Ku(s)) + 1)−1 (45)

if |s| ≤M0. For anyM1 > 0 definew1(s) a low-pass filter
with sufficiently high relative degree N1, that satisfies for
all s ∈ Cη1 |w1(s)| < 1, |1−w1(s)| < 1 and the additional
condition when |s| ≤M1

|1− w1| < σ(Q̄(s))(σ̄(
(

0 BX 0
)T

Kb(s)) + 1)−1 (46)

where Q̄(s) = I1−P0−
(

0 BX 0
)T

(w0K
u+Kb).Then,

there exists M0,M1, N0, N1 such that the filtered control
law defined by

Uf (s) = w1(s)Kb
z(s)z(s) + w1(s)Kb

X1
(s)X1(s)

+ w1(s)Kb
X0

(s)X0(s) + w0(s)Ku
z (s)z(s)

+ w0(s)Ku
X0

(s)X0(s) + w0(s)Ku
X1

(s)X1(s), (47)

is strictly proper and stabilizes the system (34)-(35).

The proof of this theorem is given in Appendix. Condi-
tion (1) is inspired by [14] and naturally appears when
dealing with dynamical inversions of ODE dynamics.
The functions Ku correspond to the unbounded parts
of the control input and must grow slower at high fre-
quencies than the ODE part of the dynamics (sId− Ā0).
Condition (2) is always satisfied in that case. Note that
two filters are required (one for the unbounded part and
one for the bounded part of the control input). This
two-steps procedure is needed since the filter w1 corre-
sponding to the (bounded) ODE state-feedback needs
to be fast enough with respect to the resulting closed-
loop PDE-distal ODE subsystem (the dynamic of which
depends already on the filter w0).

5.2 Robustness properties

We now show that having a strictly proper control op-
erator (which can be obtained using adequate low-pass
filters) leads to the existence of robustness margins. In
what follows, we denote G(s) the input-output (the out-
put being here the state) transfer functions associated
to (34)-(36) and K(s) the controller transfer matrix, we
have that (G,K) is input-output stable, and that GK is
strictly proper (since G is bounded).

Theorem 13 Consider system (34)-(35) with the sta-
bilizing feedback control law (43) (i.e. Assumption 8 is
verified). Assume that the functions Kz(s), KX0

(s) and
KX1

(s) are strictly proper. Then, the closed-loop system
is w − stable. Moreover, K stabilizes G+ ∆ for any ad-
missible additive perturbation that verifies on C̄+

||∆(s)|| < (||K(s)(Id−G(s)K(s))−1||)−1. (48)

Then, K stabilizes (Id + ∆)G for any admissible multi-
plicative perturbation that verifies on C̄+

||∆(s)|| < (||G(s)K(s)(Id−G(s)K(s))−1||)−1. (49)

Finally, if G = M̃−1Ñ is a left-coprime factorization of

G over MÂ−(0), thenK stabilizes (M̃+∆M )−1(Ñ+∆N )
for any left-coprime-factor perturbation ∆ = (∆N , −
∆M ) that verifies on C̄+, ||∆M (s)|| < ||M̃(s)|| and

||∆|| < ||

(
K(s)(Id−G(s)K(s))−1M̃−1

(Id−G(s)K(s))−1M̃−1

)
||−1 (50)

Note that the right hand sides of equations (48) (49)
and (50) are well defined since GK is continuous and
strictly proper, since (G,K) is exponentially stable, and

since det(M̃) ∈ Â∞(0) (left-coprime factorization).

PROOF. The proof is adjusted from [20, Theorem
9.2.6]. The w-stability is a consequence of Definition 3 as
equation (1) is verified sinceGK is strictly proper). Con-
sider now an admissible additive perturbation that veri-
fies (48). DenoteG∆ = G+∆. We have det(Id−G∆K) =
det(Id − GK) det(Id − ∆(K(Id − GK)−1)). Denote
pK (resp. pG) the number of poles of K (resp. G)
counted according to their McMillan degree. Since K
stabilizes G, det(Id − GK) has a well defined Nyquist
index (ind) equal to −pK − pG [20, Th. 9.1.8]. Con-
sider the function f(s) = det(Id − G∆K)(s). We have
ind(f) = ind(Id−GK) + ind(Id−∆(K(Id−GK)−1)).
The function g1(s) = det(Id − ∆(K(Id − GK)−1) has
a well defined nonzero limit at infinity in C̄+. Since
K is a stabilizing controller for G, the function g1 is
meromorphic on some open set containing C̄+. So g1

has a well defined Nyquist index. Since ∆ is an ad-
missible perturbation that verifies (48), we have that
supω∈R ||∆(jω)(K(jω)(Id − G(jω)K(jω))−1)|| < 1.
Define h(s, t) : (−j∞, j∞) × [0, 1] → C by h(jω, t) =
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det(Id− t∆(jω)K(jω)(Id−G(jω)K(jω))−1). The func-
tion h is continuous and h(jω, t) and h(∞, t) are nonzero
for every t ∈ [0, 1]. This implies that the Nyquist index
of g1 is equal to zero [20, Lemma A.1.18]. Consequently,
K stabilizes G∆. The proof can be easily adjusted
to deal with the case of multiplicative perturbations.
For the case of left-coprime-factor perturbations, the
proof can be adjusted noticing that det(Id − G∆) =
det(Id − GK) det(Id + ∆MM

−1)) det(Id − (K(Id −
GK)−1M̃−1, (Id − GK)−1M̃−1)T ). See [20, Th 9.2.6]
for additional details. 2

Theorem 13 guarantees the existence of robustness mar-
gins for a broad class of perturbations: input delays, un-
certainties on the ODE parameters, uncertainties on the
transport velocities. Provided we have a stabilizing con-
trol law that fulfills the different requirements of Theo-
rem 10 or Theorem 12, it is possible to low-pass filter it
to make it strictly proper. This in turns implies the ro-
bustness of the closed-loop system (Theorem 13). The
proposed approach dissociates the stabilization problem
from the robustness analysis which considerably simpli-
fies the design. In particular this allows the cancellation
of the PDE reflection terms or the inversion of the ODE
dynamics, thus overcoming the limitations highlighted
in [8]. The robustness results given in Theorem 13 do not
depend on the model of the disturbances but on their
bounds (that must be small enough). One significant ad-
vantage of such an approach is that, even for complex
systems, it guarantees the existence of non-zero robust-
ness margins by means of a simple low-pass filter that can
be characterized by a single degree of freedom (its band-
width). This bandwidth must verify some constraints
that can be easily computed using the norms of the dif-
ferent functions. Qualitatively, increasing the bandwidth
would imply reducing the robustness (at least w.r.t de-
lays). We believe that a quantitative analysis is out of
the scope of this paper. However, it is worth mentioning
that such an analysis would be necessary to understand
how the available degrees of freedom can be exploited
to design a robust controller with an optimal behavior
for a given uncertainty model for some industry-inspired
constraints (similarly to what is done with H∞-based
approaches).

Remark 14 Having a strictly proper control law is suf-
ficient to guarantee the existence of robustness margins.
However, it is not a necessary condition. As it can be
seen in [8], it is possible to cancel a part of the reflection
terms while guaranteeing robustness margins. However,
the proof in this case can become technical.

Finally, it is important to mention that such a strictly
proper controller can be combined with a state-observer
(a crucial step for practical implementation) and that
the resulting output-feedback law can be made strictly
proper by increasing the order of the filter.

6 Application: state feedback stabilization of an
ODE-PDE-ODE system

In this section, we apply our filtering methodology to
design strictly proper stabilizing state-feedback control
laws for an ODE-PDE-ODE system (described by equa-
tions (2)-(7)) in different configurations. In the first con-
figuration, only the ODE is actuated (i.e., Bu ≡ 0). Un-
der some general conditions (adjusted from [14]), we de-
sign a stabilizing control law using an inversion of the
ODE dynamics. We then apply our filtering procedure
(Theorem 12) to obtain a strictly proper controller, thus
guaranteeing the existence of robustness margins. In the
second configuration, only the PDE is actuated (i.e.,
BX ≡ 0). However, the PDE subsystem is considered
scalar. Such a case has not been well studied in the lit-
erature, and the control design we propose is based on
an Artstein-like transformation [3]. As it requires a com-
plete cancellation of the reflection term qv(t, 0), it is not
strictly proper but can be robustified using our method-
ology (Theorem 10).

6.1 ODE-PDE-ODE system with actuation on the
ODE (Bu ≡ 0)

We consider in this part that only the ODE is actuated
(i.e., Bu ≡ 0). Such a system has been considered in [14]
for the case of a scalar PDE subsystem and a state-
observer was also proposed in [43]. Here, we extend the
approach of [14] to deal with the difficulties resulting
from the non-scalar PDE subsystem. We will still con-
sider that Assumption 7 is verified.

6.1.1 General assumptions

Similarly to what has been done in [14], we make the
following assumptions to design the control law

Assumption 15 The pairs (A1, E1), (A0, BX) are sta-
bilizable (i.e. there exist F0 ∈ Rr×p and F1 ∈ Rn×q such
that Ā0 = A0+BXF0 and Ā1 = A1+E1F1 are Hurwitz).

This assumption is not very conservative since it is im-
possible to stabilize the ODE subsystems independently
of the PDE or interconnection structure without the sta-
bilizability of (A1, E1) and (A0, BX) at the very least.
In this case, we ask for the slightly stronger condition
(A0, BX) stabilizable in order to stabilize the actuator
dynamics without requiring to go through the PDE dy-
namics. This condition, in exchange, allows us to obtain
constructive control formulations with assumptions that
can be easily checked based only on the ODE coefficients
and basic finite-dimensional control tools known to any
control engineer.

Assumption 16 For all s ∈ C+, the matrices

(A0, BX , C0) satisfy rank

(
sI −A0 BX

C0 0

)
= p+ n.

10



This last assumption serves multiples purposes. It im-
plies that the matrices C0 and BX are not identically
zero. This is crucial for the stabilization of the PDE and
of theX1 subsystems throughX0. Under Assumption 16,
we have that the function P0(s) = C0(sI − Ā0)−1BX
does not have any zeros in C+ that is common to all its
components. Thus, the function P0(s) admits a right in-
verse whose entries have no unstable poles (such a right
inverse is not proper) [36]. We denote P+

0 any such right
inverse. A possible starting point for the search of such
an inverse is given by the Moore-Penrose right inverse
P̄+

0 (s) = PT0 (s)(P0(s)PT0 (s))−1 (which should be veri-
fied to be stable a posteriori). If this is not stable, then
a more involved stable inversion procedure is needed,
which is outside of the scope of this paper (such an in-
verse can always be found). This assumption is directly
used in the constructive design of a control law and can
be tested in a simple way. It is less restrictive than other
conditions that can be found in the literature in terms
of relative degree of the actuator (such as invertibility
of BX [13] or of C0BX [22]), and does not require the
system to be written in any particular form [44]. The
methodology we present here for the design of the sta-
bilizing state-feedback control law is an extension of the
design given in [14].

6.1.2 Stabilizing state-feedback law

In this section, we will use a frequency-domain formula-
tion of the system as given by (34)-(36). We will choose
the degree of freedom D introduced in (12) as D = F1

such that the matrix Ā1 in equation (36) corresponds
to the one introduced in Assumption 16. We will also
choose the control input asU(t) = Ū(t)+F0X0(t).Thus,
the system (30)-(32) can be rewritten as

z(s) = F (s)z(s) + P11(s)z(s) + C0X0(s)

+ (Qγβ(0)− γα(0))X1(s) (51)

(sId− Ā0)X0(s) = P21(s)z(s) + E0γβ(0)X1(s)

+BX Ū(s), (52)

(sId− Ā1)X1(s) = P31(s)z(s). (53)

Note that the stabilization of z actually implies the sta-
bilization of the whole system provided that Ū(s) can be
rewritten as a stable, dynamic state feedback of z. This
is a consequence of the cascade structure of (51)-(53).
Since the matrix Ā0 and Ā1 are Hurwitz, there exists
η > 0 such that we can invert (sId− Ā0) and (sId− Ā1)
on Cη. Injecting the corresponding terms into (51), we
obtain

z(s) = (F (s) +G(s))z(s) + C0(sId− Ā0)−1BX Ū(s)

= F (s)z(s) +G(s)z(s) + P0(s)Ū(s), (54)

where

G(s) = P11(s) + (Qγβ(0)− γα(0))(sId− Ā1)−1P31(s)

+ C0(sId− Ā0)−1P21(s) + C0(sId− Ā0)−1

· E0γβ(0)(sId− Ā1)−1P31(s). (55)

Thus, we can define the control law Ū(s) as Ū(s) =
−P+

0 (s)G(s)z(s), which gives us z(s) = F (s)z(s). Due
to Assumption 7, it implies the stabilization of z (and
consequently of X0 and X1). Since the function G(s) is
strictly proper, we can apply Theorem 12 to filter the
control law and obtain a strictly proper control law.

Theorem 17 Consider system (2)-(7) under Assump-
tions 7, 15 and 16. Consider the stabilizing control U1(s)
defined in the frequency domain by U1(s) = F0X0(s) −
P+

0 (s)G(s)z(s), where z(s) is defined by z(s) = ᾱ(s, 0),
the state ᾱ being defined through the backstepping trans-
formations (8), (9), (13) and (14) and where G(s) is de-
fined by equation (55). Then, there exist two low pass fil-
ters w0(s) and w1(s) that satisfy equations (45) and (46)
such that the control law

U(s) = w1(s)F0X0(s)− w0(s)P+
0 (s)G(s)z(s) (56)

is strictly proper and exponentially stabilizes the sys-
tem (2)-(7).

PROOF. The different conditions of Theorem 12 are
verified with C̄ = C0, Kb

X0
= F0, Ku

X0
= Ku

X1
= 0,

Kb
X1

= 0, Kb
z = 0 and Ku

z (s) = −P+
0 (s)G(s). In-

deed, we have BXK
b
X0

= Ā0 − A0, and C0(sId −
Ā0)−1BXK

u
z (s) = −G(s), that is strictly proper. It

implies that the filtered control law exponentially stabi-
lizes the system (34)-(36). The exponential stability of
(X1, z,X2) implies the exponential of (X0, ᾱ, β,X1) due
to inequality (33). This in turns implies the exponential
stability of (X0, u, v,X1) due to the invertibility of the
backstepping transformations. 2

Remark 18 So far, we have not discussed the time-
domain realization of such a feedback law. Nevertheless,
the components of our feedback law are of two types: (i)
distributed or pointwise delays of the states of the system
and (ii) transfer matrices. The time-domain realization
of the distributed delays corresponds to an integral oper-
ator with delayed values of the states, whereas a suitable
state-space realization of the transfer matrices can be eas-
ily found. Thus the control law (56) is causal (it does not
require future values of the state) and can be suitably ap-
proximated for implementation.

6.2 ODE-PDE-ODE system with actuation on the PDE
(BX ≡ 0)

We now consider the case where the control input acts
at the connection point between the PDE and ODE
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(BX ≡ 0). This case has not been well studied in the
literature and most of the contributions do not consider
the ODE X0 [8,5,21]. However, in all these works, can-
celing the PDE reflection term Qu(t, 0) simplified the
analysis, and the resulting control laws verify the condi-
tions of Theorem 10. In [22] a state observer was designed
for an ODE-PDE-ODE system where the measurement
corresponds to the PDE state. The dual controllability
problem would correspond to Bu = Id. As the observ-
ability problem is the dual of the controllability prob-
lem, the properties of the observer operator easily ad-
just to the controller operator. Consider n = m = 1 and
Bu = 1. We assume R 6= 0 (otherwise the computations
are slighlty more complicated). From system (23)-(27),
we can define the intermediate control input Ū(t) as

Ū(t) = U(t) + C0X0(t) +Qβ(t, 0) +Qγβ(0)X1

− γα(0)X1 +

∫ 1

0

L1(y)ᾱ(t, y) + Lαβ(0, y)β(t, y)dy

−Q(

∫ 1

0

L(y)ᾱ(t, y) + Lββ(0, y)β(t, y)dy), (57)

so that ᾱ(t, 0) = Ū(t). Note that, due to the cancella-
tion of the reflection term Qv(t, 0), the control law U(t)
is not strictly proper. Consequently, it will be neces-
sary to low-pass filter it to guarantee the robustness of
the closed-loop system. Imposing Lαα(x, 1) = (Λ+)−1

(Lαβ(x, 1)Λ−R − γα(x)E1) and Lββ(x, 1) = (Λ−R)−1

(Lβα(x, 1)Λ−R+ γβ(x)E1) we obtain G1 = 0 and G2 =
0. Using the method of characteristics, we get

Ẋ0 =A0X0 + E0RŪ(t− τ) + E0γβ(0)X1

+

∫ τ

0

N̄(ν)Ū(t− ν)dν, (58)

Ẋ1 =Ā1X1 + E1Ū(t− 1

λ
), (59)

where we recall that τ = 1
λ + 1

µ , and where we have

N̄(ν) = −1[0, 1λ ](ν)λE0L
βα(0, λν)−1] 1

λ ,τ ](ν)µE0L
ββ(0, 1+

µ
λ − νµ). Define the function Y0 as

Y0 = X0+τ2

∫ 1

0

∫ x

0

e−A0τ(x−y)N̄(τ(1− y))dy·

Ū(t− (1− x)τ)dx. (60)

We obtain Ẏ0 = A0Y0+E0γβ(0)X1+Ē0U(t)+E0RŪ(t−
τ) where Ē0 = τ

∫ 1

0
e−A0τ(1−y)N̄(τ(1− y))dy. Denote

Y (t) =

(
Y0

X1

)
, Ā =

(
A0 E0γβ(0)

0 Ā1

)
.

Inspired by [3], we finally define the state Z as

Z =Y +

∫ t

t−τ
eĀ(t−s−τ)

(
E0R 0

)T
Ū(s)ds

+

∫ t

t− 1
λ

eĀ(t−s− 1
λ )
(

0 E1

)T
Ū(s)ds. (61)

We obtain Ż(t) = ĀZ(t) + B̄Ū(t), with

B̄ =

(
Ē0

0

)
+ e−Āτ

(
E0R

0

)
+ e−Ā

1
λ

(
0

E1

)
.

We then have the following theorem

Theorem 19 Consider system (2)-(7) (with n = m =
Bu = 1) under Assumptions 7. Assume that there exists
a matrix D in equation (12) such that the pair (Ā, B̄)
is stabilizable (i.e., there exists K such that Ā + B̄K is
Hurwitz). Consider the control law U(t) defined by equa-
tion (57) where Ū(t) = KZ(t), where Z is defined from
X0 and X1 using transformations (60) and (61). Then,
there exists a low pass filter w0(s) that satisfies equa-
tion (44) such that the control law Uf (s) = w0(s)U(s)
is strictly proper and exponentially stabilizes the sys-
tem (2)-(7).

PROOF. Using the control law U(t), the closed-loop
stability is straightforward. Indeed, the exp. stability of
Z implies that Ū converges to zero. This implies the exp.
stability of the state Y (using (61)) and X0 (using (60)).
This in turns implies the exp. convergence of the state
α(t, 0) and consequently of (X0, u, v,X1). Finally, since
the controller gains KX1 , KX0 are bounded and since
Kz = −F (s), the conditions of Theorem 10 are veri-
fied and the strictly proper controller Uf exponentially
stabilizes the system (2)-(7). This concludes the proof.
2

6.3 Simulation results

In this section, we illustrate the performances of our two
output-feedback controllers. We implemented the pro-
posed approach using Matlab and Simulink. The PDE
system is simulated using an explicit in time, first-order,
upwind finite difference method with 101 spatial dis-
cretization points. The ODE state was simulated using
the Matlab medium order method ode45.

6.3.1 ODE-PDE-ODE system with actuation on the
ODE

We consider the framework of Section 6.1. The trans-
fer functions and the control law were transformed to
a time-domain representation as discussed in Remark

12



18 for implementation and the integral appearing in the
distributed-delay terms were approximated by a trape-
zoidal rule using discrete values for the delay. The numer-
ical values used are Λ+ = diag(1, 2), Λ− = diag(1.2, 1.8)

Σ++ =

0 x

1 0

 , Σ+− =

0.7x 0

0.1 0.2e−0.1x

 , Σ−+ =

−0.3 0

−0.3 0

 ,

Σ−− =

 0 0

0.4x2 0

 , Q =

0.3 0.3

0 0

 , R =

0.4 0

0.9 0

 ,

A1 =

−0.15 0.1

0 0.1

 , E1 =

0 0.1

0 0.1

 , C1 =

0.1 0

0 0.1


E0 =

 0.1 0.2 0 0.1

−0.2 0 0.1 0

T

, C0 =

−0.40 −0.75 −0.30 0.66

0.80 −1.26 −0.09 0.16

 ,

A0 =


−0.15 0.85 0.65 0.85

0.5 −2 0.5 0.5

1.35 −0.15 −0.85 −0.15

0.5 0.5 −0.5 −2

 , BX =


0.5 0 −1

0.5 −0.7 −1

−0.5 0 1

0.5 0.7 −1

 .

Notice that the system satisfies Assumptions 15 and 16.
Furthermore, the ODE systems are only stabilizable in
that case and do not need to be transformed in any
particular standard form. Each subsystem (ODEs and
PDEs) are independently unstable (and remain so when
plugged together). We added an input delay of 0.05s to
show the robustness of the design to small delays in the
loop. Some parameters are subject to a constant mul-
tiplicative uncertainty. We used simple low-pass filters
of 4th order with different bandwidths, as illustrated
by Lemma 11, one does not require extremely specific
shapes for the low-pass filters. In this case, the stable
right-inverse was obtained by diagonalizing the actuator
system and computing the transfer functions and inver-
sions based on a diagonal transfer matrix (thus simpli-
fying the computations). We have plotted in Figure 1
the time evolution of the χ−norm of the system in open-
loop, with the unfiltered control law and with filtered
controllers (for two different bandwiths: 125 rad.s−1 and
6.3 rad.s−1). The control effort for one of the filter is
shown in Figure 2. The input is subject to a 0.05s delay
and the coupling matrices R, Q and A0 are subject to
5% uncertainties. As expected, the states of the system
converge to zero despite the presence of the input delay.

6.3.2 ODE-PDE-ODE system with actuation on the
PDE

We now consider the framework of Section 6.2. The pa-
rameters are now Λ+ = 1, Λ− = 2, Σ−+ = −0.4e−x,
Σ+− = 0.8x, Q = 0.7, R = 1, E1 = (−0.1, 0.2)T ,
C1 = (0.1, 0.2), C0 = (−0.4 − 0.75), E0 = (−0.1, 0.3)T ,
Bu = 1. The matrix A1 is identical to the ones of Sec-

tion 6.3.1, while A0 =

(
−0.15 0.1

0 0.1

)
. The matrix K in
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Fig. 1. Evolution of the || · ||χ-norm of the state with an
input delay of 0.05s. and in presence of uncertainties for three
situations: a) Without filter, b) With a fourth order filter
(ωc = 6.3 rad.s−1), c) With a fourth order filter (ωc = 125
rad.s−1)
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Fig. 2. Evolution of the filtered control input with an input
delay of 0.05s (ωc = 125 rad.s−1).

Theorem 19 is chosen such that the poles for the eigen-
values of Ā+ B̄K are -0.2, -0.3, -0.4 and -0.5. The coeffi-
cients Σ−+ and Σ+− are subject to an additive sinusoidal
uncertainty (amplitude 0.05). We have pictured in Fig-
ure 3 the time evolution of the χ-norm in four situations.
The first case corresponds to the closed-loop behavior
in the absence of low-pass filter and delay. In the second
case, we consider a 0.05 input delay. Finally, in the third
case and fourth case, we consider a filtered control law
(with simple low-pass filter of 2nd order with a band-
width of 40 rad.s−1 and 120 rad.s−1 as illustrated by
Lemma 11) in presence of a 0.05s input delay. The nom-
inal controller exponentially stabilizes the system. Note
that the proposed design may be the cause of high tran-
sient values. It can be seen that, due to the cancellation
of the reflection term −Qv(t, 0) in the control design,
the unfiltered control law is not robust to this (small)
input delay. Conversely, the filtered control law still sta-
bilizes the system in presence of this delay. Nevertheless,
the filter slightly deteriorates the transient behavior. In-
creasing the bandwith improves the performance but can
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Fig. 3. Evolution of the || · ||χ-norm of the state for three
situations: a) Without filter and without input delay (blue),
b) without filter and with an input delay of 0.05s (red), c)
with low-pass filter and input delay of 0.05s (yellow).

deteriorate the robustness margins. Knowing the struc-
ture of the uncertainty, it is theoretically possible to in-
crease the bandwith (thus improving the performance)
while guaranteeing that the conditions of Theorem 13
are still verified. However, due to the presence of the de-
lay, a deeper analysis would be require to verify that the
closed-loop system is still robust to delays.

7 Concluding remarks

This paper introduces a filtering methodology that ro-
bustifies stabilizing control laws for systems composed
of interconnections of hyperbolic PDEs and ODEs. As-
suming that a stabilizing controller is available, we de-
rive simple sufficient conditions under which appropri-
ate low-pass filters can be combined with the control
law to obtain a strictly proper controller, thus enabling
the existence of robustness margins. The proposed ap-
proach relies on a frequential analysis performed using
the equivalence between hyperbolic systems and neu-
tral delay-differential equations. This filtering technique
simplifies the design of stabilizing controllers for the pro-
posed class of systems as it dissociates the stabilization
problem from the robustness problem. For future prob-
lems that belong to the broad class we consider in this
paper, the stabilization problem can be solved using any
arbitrary control technique, while the robustness aspects
can be solved using the presented low-pass filter design.
However, the proposed approach is qualitative for now
as only a sufficient robustness condition has been given
on the design of the low-pass filters. The impact of the
tuning of the filter on performance and robustness mar-
gins, and a quantitative analysis should be the purpose
of further investigations. Future discussions should also
include the cases where the actuator can simultaneously
act on the ODEs and the PDE sub-systems.
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Appendix

Proof of Theorem 10

We give here the proof of Theorem 10. Let us consider
a constant M > 0 and define a low pass-filter w(s) that
satisfies |1 − w(s)| < 1, |w(s)| < 1 and equation (44).
The relative order of this filter is denotedN and is chosen
such that w(s)K(s) is strictly proper (which is possible
since the growth rate of K(s) is at worst polynomial).
Our objective is to prove that we can choose the constant
M such that the new filtered control law wM (s)U(s) still
guarantees the stabilization of (34)-(35). Plugging this
filtered control law into the system (34)-(35), we obtain
the characteristic equation:

det(I1(s)− P0(s)− w(s)BK(s)) = 0. (62)

In what follows, we denote Q̄(s) = I1(s) − P0(s) −
w(s)BK(s). For the sake of contradiction, assume that
equation (62) admits a solution s ∈ C+. Consider in
a first time that s ∈ Cu so that det(sId − A0) and
det(sId−Ā1) do not vanish. Since s is a solution of equa-
tion (62), there exists ζ 6= 0 (where ζ = (ζ1, ζ2, ζ3)) such
that Q̄(s)ζ = 0. We obtain

F0(s)ζ1 =(P12(s) + w(s)BuKX0
(s))ζ2
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+(P13(s) + w(s)BuKX1
(s))ζ3, (63)

(sId−A0)ζ2 =P21(s)ζ1 + P23(s)ζ3, (64)

(sId− Ā1)ζ3 =P31ζ1, (65)

where F0(s) = Id−F (s)−P11(s)−w(s)BuKz(s).Multi-
plying equation (65) by (sId− Ā1)−1 and equation (64)
by (sId− A0)−1 and injecting them into equation (63),
we obtain

F̄ (s)ζ1 =0, (66)

where F̄ (s) = F0(s) − P13(s)(sId − Ā1)−1P31(s) −
w(s)BuKX1

(s)(sId − Ā1)−1P31(s) − P12(s)(sId −
A0)−1P21(s) − w(s)BuKX0

(s)(sId − A0)−1P21(s) −
(P12(s) + w(s)BuKX0(s))(sId − A0)−1 · P23(s)(sId −
Ā1)−1. Due to condition (2) in the statement of the
Theorem, and Assumption 9, we have

σ̄(F + w(s)BuK
u
z ) ≤ σ̄(Id− w(s)BuH0(s))ε0 ≤ ε0,

sinceBuH0(s) is similar to a diagonal matrix whose com-
ponent belong to [0, 1] and since for all d ∈ [0, 1], |1 −
w(s)d| < 1 (due to the requirements on the filter). More-
over, due to condition (1) and the definitions of the dif-
ferent matrices, the remaining functions that appear in
the definition of F̄ (except the identity in F0(s)) are
strictly proper. Thus, equation (66) can be rewritten
as (Id + R1(s) + R2(s) + w(s)R3(s))ζ1 = 0, where R2

and R3 are strictly proper and where R1(s) satisfies
σ̄(R1(s)) ≤ ε0 < 1. Consequently, using the fact that
|w(s)| < 1, there exist ε1 > 0 and M1 > 0 that do not
depend on the choice of w such that if |s| > M1, we
have σ̄(R1(s) +R2(s) +w(s)R3(s)) < 1− ε1, which im-
plies σ(F̄ (s)) > ε1. Due to equation (66), we must have
ζ1 = 0 which in turns implies ζ2 = ζ3 = 0 due to equa-
tions (64)-(65) (since s ∈ Cu). This is a contradiction.
Thus, the characteristic equation does not admit a so-
lution on Cu if |s| > M1. Let us now consider the case
|s| < M1. SetM = M1 in the definition of the filter given
by equation (44). The closed-loop system (34)-(35) can

be rewritten as Q(s) = −(1 − w(s))
(
Bu 0 0

)T
K(s).

We have (1− w(s))σ̄(
(
Bu 0 0

)T
K(s)) < σ(Q(s)), due

to equation (44). This results in a contradiction. Conse-
quently, the characteristic equation has no zeros on C+.
The proof could be adjusted to show that the asymp-
totic vertical chain of zeros of Q̄(s) cannot be the imagi-
nary axis and that Q̄(s) does not have any zeros on Cη1 .
This proves the exponential stability of the closed-loop
system [26]. 2

Proof of Theorem 12

We give here the proof of Theorem 12. We will consider
in a first time that w1 ≡ 1 and that w0 is a low-pass filter
that satisfies |w0(s)| < 1, |1 − w0(s)| < 1, and equa-
tion (45). Consider that the control law is now Uf (s) =

w0(s)Ku
z z(s) + w0(s)Ku

X0
X0(s) + w0(s)Ku

X1
X1(s) +

Kb
z(s)z(s) +Kb

X1
(s)X1(s) +Kb

X0
(s)X0(s). For the sake

of contradiction, assume that the characteristic equa-
tion of the system admits a solution s ∈ Cη1 . Consider
in a first time that this solution belongs to s ∈ Cu
(where Cu is defined in Section 5). Thus, there exists
ζ 6= 0 (where ζ = (ζ1, ζ2, ζ3)) such that

(Id− F (s)− P11(s))ζ1 = P12(s)ζ2 + P13(s)ζ3, (67)

(sId−A0)ζ2 = (P21(s) +BXK
b
z(s))ζ1

+ w0(s)BXK
u
X0

(s)ζ2 +BXK
b
X0

(s)ζ2

+ w0(s)BXK
u
z (s)ζ1 + w0(s)BXK

u
X1

(s)ζ3

+ (P23(s) +BXK
b
X1

(s))ζ3, (68)

(sId− Ā1)ζ3 = P31(s)ζ1. (69)

Multiplying equation (69) by (sId− Ā1)−1 and injecting
it into equation (67), we obtain

F̄ (s)ζ1 = P12(s)ζ2 = C0ζ2, (70)

where F̄ (s) = Id − F (s) − P11(s) − P13(s)(sId −
Ā1)−1P31(s). Due to Assumption 9, there exist εF > 0
and MF > 0 such that if |s| > MF , we have
σ(F̄ (s)) > εF . Consequently, if |s| > MF , we can mul-
tiply equation (70) by (F̄ (s))−1 and inject it into (68).
Using conditions (1) and (2), equation (68) can be
rewritten as

(sId− Ā0)ζ2 = w0(s)BXK̄
u(s)C0ζ2 + w0(s)BXK

u
z (s)

F̄−1(s)C0ζ2 + w0(s)BXK
u
X1

(s)(sId− Ā1)−1

P31(s)F̄−1(s)C0ζ2 + (R(s) +BXK̄
b
X0

)C0ζ2, (71)

where the functionR(s) is defined byR(s) = [P23(s)(sId−
Ā1)−1P31(s)+P21(s)+BXK

b
X1

(s)(sId− Ā1)−1P31(s)+

BXK
b
z(s)]F̄

−1(s). Note that the function (sId −
Ā0(s))−1(R(s) + BXK̄

b
X0

) is strictly proper due to the
different requirements given in the statement of the
theorem. Multiplying equation (71) by C0(sId− Ā0)−1,
and denoting ζ̄2 = C0ζ2 we obtain

ζ̄2 = w0(s)C0(sId− Ā0)−1BX(K̄u(s) +Ku
z (s)F̄−1(s)

+Ku
X1

(s)(sId− Ā1)−1P31(s)F̄−1(s))ζ̄2 + C0(sId

− Ā0)−1(R(s) +BXK̄
b
X0

(s))ζ̄2 = G(s)ζ̄2. (72)

Due to the second requirement of the theorem, G(s)
is strictly proper. There exists M̄0 > MF (that does
not depend on the choice of w0) such that if |s| > M̄0,
σ̄(G(s)) < 1. This implies ζ̄2 = 0. Injecting into equation
(71), we obtain (sId − Ā0)ζ2 = 0. There exists M0 > 0
such that if s > M0 σ((sId− Ā0)) > 1. It implies ζ2 = 0
which in turns results in ζ1 = ζ3 = 0. This is a contradic-
tion. Let us now consider the case |s| < M0. Let us choose
this M0 for the definition of equation (45). The closed-
loop system (34)-(35) can be rewritten as Q(s) = −(1−
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w0(s))B
(
Ku
z (s) Ku

X0
(s) Ku

X1
(s)
)

. In the meantime,

we have (1 − w0(s))σ̄(B
(
Ku
z (s)Ku

X0
(s)Ku

X1
(s)
)

) <

σ(Q(s)), due to equation (45). This results in a con-
tradiction. Consequently, the characteristic equation
cannot be verified on Cη. Thus, the system is exponen-
tially stable. Moreover, the order of the filter w0 can
always be chosen to make the function w0(s)BX0

Ku(s)
strictly proper (see Remark 11). Thus, we have that

the function (sId − Ā0)−1
(

0 BX 0
)T

Ku(s)C0w0(s))

is strictly proper.

Consider now that w1(s) is a low-pass filter that satisfies
|w1(s)| < 1, |1 − w1(s)| < 1, and equation (46). Con-
sider that the control law is now Uf (s) = w0(s)Ku

z z(s)+
w0(s)Ku

X0
X0(s) +w0(s)Ku

X1
X1(s) +w1(s)[Kb

z(s)z(s) +

Kb
X1

(s)X1(s)+Kb
X0

(s)X0(s)]. For the sake of contradic-
tion, assume that the characteristic equation of the sys-
tem admits a solution s ∈ Cη1 . Consider in a first time
that this solution belongs to s ∈ Cu. Thus, there exists
ζ = (ζ1, ζ2, ζ3) 6= 0 such that

(Id− F (s)− P11(s))ζ1 = P12(s)ζ2 + P13(s)ζ3, (73)

(sId−A0)ζ2 = (P21(s) + w1(s)BXK
b
z(s))ζ1

+ w0(s)BXK
u
X0

(s)ζ2 + w0(s)BXK
u
z (s)ζ1

+ w0(s)BXK
u
X1

(s)ζ3 + w1(s)BXK
b
X0

(s)ζ2

+ (P23(s) + w1(s)BXK
b
X1

(s))ζ3, (74)

(sId− Ā1)ζ3 = P31(s)ζ1. (75)

In a similar way to what has been done above, we obtain
(when |s| > MF )

(sId− Ā0)ζ2 = w0(s)BX(Ku
X0

(s) +Ku
z (s)F̄−1(s)

+Ku
X1

(s)(sId− Ā1)−1P31(s)F̄−1(s))ζ2

+ (Rw(s) + w1(s)BXK
b
X0

(s))C0ζ2

− (1− w1(s))(Ā0 −A0), (76)

where Rw(s) = [P23(s)(sId − Ā1)−1P31(s) + P21(s) +
w1(s)BXK

b
X1

(s)(sId−Ā1)−1P31(s)+BXw1(s)Kb
z(s)]F̄

−1(s).
Multiplying the right-hand side of equation (76) by
(sId− Ā0)−1, we obtain strictly proper functions (since
w0(s)BXK

u
· (s) is strictly proper). Thus, there exists

M1 > MF (that does not depend on the choice of w1

since |w1(s)| < 1 and |1 − w1(s)| < 1) such that if
|s| > M1, ζ2 = 0. This in turns implies ζ = 0 which is a
contradiction. The rest of the proof (when |s| < M1) is
a consequence of equation (46). 2
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