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Abstract—This paper investigates the distributed coverage
control algorithm of robotic sensor networks consisting of mul-
tiple quadcopters which guarantees its finite-time convergence.
The proposed technique alters the objective function originated
from the locational optimisation problem to accommodate the
consensus constraint, and solves the problem within a given time
limit. The coverage problem is solved by sending angular-rate and
thrust commands to the quadcopters. By exploiting the finite-time
stability theory, we ensure that the rotational and translational
controllers of the quadcopters are finite-time stable, able to be
implemented distributedly, and able to collaboratively drive the
quadcopters towards the desired position and velocity of the
Voronoi centroid independent of their initial states.

Index Terms—Coverage control, finite-time stability, motion
control, robotic sensor network, flying robots

I. INTRODUCTION

Coverage control problem of the robotic sensor network
(RSN) has attracted attention from the robotics community. One
of the main tasks of an RSN is to maximise the coverage of the
deployed sensors, which would lead to the best measurement
data of the corresponding environment. The locational optimisa-
tion has been proposed to find the best locations of agents given
an interest function; and centroidal Voronoi Tessellation has
become a well-known tool to tackle this problem [1], and [2]. By
adopting the locational optimisation problem, a simple propor-
tional controller was initially developed [3], [2]. This algorithm
is improved to tackle time-varying density coverage on a group
of nonholonomic mobile robots in [4]. Various coverage control
strategies to relax the assumptions about unlimited, isotropic
and homogenous sensing range, and convex environment have
been addressed in [5], [6], [7] and [8]. Adaptive coverage control
to estimate the information density function has been studied
in [9], [10]. Regarding the communication topology, the result
in [11] has included a dynamically routing communication
algorithm while optimising the coverage control problem. How-
ever, the coverage algorithm from the control perspective that
guarantees timely convergence in a finite time has not been in-
vestigated among the existing strategies. Timeliness has become
a crucial requirement in many applications, such as in a post-
disaster evacuation and nuclear decommissioning, to prevent
worsening situations [12]. In control theory, timeliness relates
to the settling or convergence time of an autonomous system
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from initial values to the origin. The study reported in [13] has
initiated the finite-time stability analysis in the control system
by showing that the convergence time depends on the initial
states. By utilising the proposed finite-time strategy, a finite-time
consensus of a team of agents with single-integrator dynamics,
double-integrator dynamics and nonholonomic dynamics were
presented in [14], [15]. The finite-time based controller has also
found applications in the pose synchronisation of spacecraft
whose poses are represented by dual-quaternion as reported in
[16]. However, since those results depend on the initial values,
the system requires more time to converge to a formation if
the agents are initially separated with a large distance. To
overcome this problem, authors in [17] proposed a finite-time
consensus controller that guarantees the convergence within
a specified boundary of settling time regardless of the initial
states. Subsequently, work in [18] has extended the result in
[17] to consensus of multi-agent systems with double-integrator.
Furthermore, this approach has also been applied to design a
finite-time consensus controller with the presence of time delays
in a networked system in [19]. This paper presents a distributed
coverage control algorithm of a multi-quadcopter sensor net-
work that guarantees finite-time stability; whose contributions
of this work are highlighted as follows. First, different from the
existing approaches, we aim to solve the locational optimisa-
tion and consensus problems simultaneously. This scheme is
to maintain the position and velocity of the Voronoi centroid
and the formation shape of the agents. Second, the proposed
strategy exploits the finite-time stability theory to ensure that
the desired position and velocity, i.e., the Voronoi centroids,
and the desired attitude are timely reached. Third, since we
consider quadcopters as the agents, the algorithm also considers
the nonlinear dynamics.

The remainder of this paper is organised as follows. Section
2 briefly reviews the notions of graph theory, locational op-
timisation and quaternion. Section 3 states the main problem
addressed in this paper. Afterwards, the main algorithms for
finite-time coverage control of the quadcopter formation are
presented in Section 4. Finally, numerical simulations validating
the proposed algorithm are provided in Section 5, followed by
concluding remarks in Section 6.



II. PRELIMINARIES
A. Graph Theory

A graph G(V,€) is a collection of n vertices V =
{v1,va,...,v,} connected by a collection of edges £ C V x V.
If there exists an edge (v;,v;) € &, vertex v; is able to
receive information from vertex j. If, for (v;,v;) € &, there
exists (vj,v;) € &, the graph is called undirected. We refer
v; € N; C V, for v; # w;, to the neighbor of vertex v; if
(Uz‘, Uj) eé.

B. Locational Optimisation

Consider n robots deployed in an environment denoted by a
convex set @ C R?. The set containing the position of all robots
is denoted by P = {p; }]—; C Q with p; is the position of robot
i. Sensing unreliability function g : @ x Q — Ry : (z,p;) —
g(x, p;), is a function that provides the quantitative information
of the sensing performance at point + € Q measured by agent
1 at p;. In our discussion, we assume the sensing unreliability
function to be isotropic, increasing and convex. A function is
isotropic if the value is independent on its direction. Hence,
the function g(x,p;) can be re-parametrised to a norm-valued
function f : R — R, such that g(z,p;) = f(||z — p;l|), for
ie{1,2,...,n}h

The distribution of information in the environment is repre-
sented by a density function, or information distribution func-
tion, and denoted by ¢ : Q@ — Ry : x +— ¢(x). This density
function indicates the importance of a quantity to measure at
particular point q.

Generated by the sensor positions at time ¢, P, we are able to
use the Voronoi tessellation of Q given by

Vilpi) ={z € Q: lz—=pill < llz—=p;l,vVp; € P,j # i} (1)

With this Voronoi partitions, the objective function of the loca-
tional optimisation is formulated as !

1P =3 [ ae.posta)da. @

The following lemma states the convexity of the objective
function of the locational optimization.

Lemma 1 (Sensing Unreliability Function). Assume that the
sensing unreliability function is isotropic, increasing, and con-
vex inp; € P, foralli € {1,2,... ,n}. Then, for a positive
density function, the cost function H in 2 is convex.

In our study, we will utilise the quadratic sensing unreliability
function as, f(|lz — pil]) = |lz — pi|*>. With the quadratic
function, we may borrow some notions of rigid body motion.
Consider the mass, moment of inertia and centroid of i-th
Voronoi region expressed as

Ty,

i

My,

i

3)

My, :/ ¢(x)dz, Ly, :/ z¢(x)dzr, and Cy; =
V; Vi

'In the following discussion, we use V; conveniently to refer to V;(p;).

respectively. Therefore, applying the parallel-axis theorem of
rigid-body motion [20] to the cost function (2) leads to an
equivalent expression given by

n n
H(p) =Y Iy, + Y My,
i=1 =1

where p = [p{,...,p;]T € R"™ denotes the vectorised
positions of the robots. The coverage control problem could be
considered as a problem that aims to designing control inputs
of robots that are capable of driving them towards the optimal
positions such that the objective function of the locational
optimisation is minimised.

2, e

pi — Cy,

C. Quaternion-based Rotation

To avoid singularity of the Euler-angle-based rotation, the
rotational motions of a rigid body are parameterised using
quaternions, whose set is denoted by H = {q € R*|¢"q = 1}.
Rotation from frame W? to frame W can be represented by
quaternion g; € H. The element-wise expression of this quater-
nion is given by q1 = [m QHT = [cos % k| sin %}T,
where ¥ is the rotation angle around the unit vector k;. In this
paper, dot operator represents the quaternion multiplication of
quaternions, for example,

43 = q1 - G2, for q1,q2 € H. %)
A function T : H — R**4 is defined as
_T
m -4

T =/ _\, 6

(@) Lh ml+ S((h)} ©)

where the cross product between two vectors vi,vy € R3 is
represented using a skew-symmetric matrix operator S € R3*3
such that v; x v = S(v1)ve. Utilising this function, expression
(5) becomes

q3 = T(q1)q2- (7

The angular velocity of frame WW? relative to frame W refer-
enced in frame W is defined using w; € R3. The relationship
between the time derivative of quaternion ¢; and the angular
velocity wy is given by

¢ = %q1 : L?J = %T(Ch) L?J = %T(QI)wh (®)
where T = [—q (m I+ S(g1))"]" because the first column of
T'(¢1) vanishes.

Rotation matrix can also be constructed using quaternion via
Rodrigues’ formula. A rotation from frame W to YW can be
formulated as

Ry =TI+ 2m8(q1) +25% (@) )

III. PROBLEM FORMULATION

Consider a robotic sensor network consisting of n quad-
copters deployed in a convex space @ C RY, and their con-
nection topology represented by a connected undirected graph
Gn = (Vn,&n). In this work, we are employing the Delaunay



graph and Delaunay triangulation to generate the Voronoi tes-
sellation in (1). The corresponding Laplacian of this graph is
denoted by L,, € R™*™,

In the coverage control problem, the locational optimisation
with consensus performance index can be constructed from (2)
nto

- 1 A

H(p) = H(p) + 50— Cv) Lalp = Cv).  (10)
with £,, = £, ® I; € RMxnd pp — [pT . pT]T € R and
Cv =[Cy,,...,Cy |7 e R

World

Fig. 1: Coordinate frame of a quadcopter.

Quadcopter ¢ € V,, in the network has position, velocity,
attitude and angular rate denoted by p; € Q, v; € R3, ¢¢ € H
and w¢ € R?, respectively. The coordinate frames are illustrated
in Fig. 1 where we use the ENU coordinate convention. The
motions of a quadcopter can be classified into two components:
translation and rotation. The translational motion is imposed
by the attitude and the total thrust of the propellers. In inertial
frame, the mass-normalised translational dynamics of the quad-
copter is governed by

(1D

where ¢¢ € S?® is the unit quaternion denoting the current
attitude of the quadcopter, g = [0 0 g] T the gravitational vector,
for g being the gravitational acceleration, and f; = [00 f;] " the
thrust control input, for f; being the total thrust input. Following
(8), the rotational motion of the quadcopter is governed by

pi=d fi ¢ —g=R{fi -3,

-C 1 c O 1- w
4% = 5 [u‘*’} = iT(ql)uiv 12)

(2
where in this paper the control input for the rotational motion is
the angular rate uy’.

With the transformed constrained optimisation problem and
the defined quadcopter dynamics in (11) and (12), the objectives
of this work are to design the quaternion-based attitude and dis-
tributed coverage controllers which guarantee the convergence
within a given settling time independent of the initial values.

IV. FINITE-TIME CONTROL DESIGN

A. Translational Control

In the following control design, we propose a distributed
coverage controller with non-static Voronoi centroid that still
guarantees the convergence to the optimal position and velocity

in finite time independent of the initial positions with informa-
tion only from neighbouring agents.

Recall the performance index of the coverage problem as
defined in (10). The corresponding optimal point of this opti-
misation given by p* = Cy — %M‘; YLn7, for some vector
T, € R™. Given a connected graph, it follows that the last
term vanishes due to the zero eigenvalue of the Laplacian matrix
L, such that (p; — Cy,)* = ... = (p, — Cy,)*. In other
words, we could say that the objective function H (p) is optimal
when the position of the robots converge to the optimal point
p* = Cy and the consensus is achieved. The optimal position
of the velocity is v* = C'/ B

For all agent i € V), consider the following errors: (; =
[p; 91" and ¢; = ~Z-Tj @ZTJ]T where p;, = p;, — Cy,,
Pij = sgn(pi — pj)|Pi — bjl, v = vi — Oy, Uy = sgn(v; —
0;)|9; — 05| Since there are two terms to optimise in (10), by
employing these errors, we design a controller consisting of
centroid stabiliser and the consensus stabiliser. The proposed
centroid stabiliser, which is responsible for driving the robots
toward the centroids, is expressed as

ud = —rgsgn(() (G ), (13)

with kg, = [kgp kgv]—'—, for kgp, kg > 0, and some positive odd
integers my, Ny, Py, v, for my > n, and p, < ¢,. Similarly,
the consensus stabiliser, assigned to maintain the consensus, is
given by

Py
Qv

my e
G

n
= s My s by
u§ = —ke Y aijsgn(Ci) (161 ™ + |Gl @),

Jj=1

(14)

with K. = [kep keo] T and kep, ke > 0. Hence, the augmented

controller reads
ul = uf +uf +3g. (15)

To analyse the performance of the designed control protocol,
we require the following lemmas.

Lemma 2 ([17]). Let x1,xo,...
>r x)*, fora € (0,1)
Lemma 3 ([17]). Let x1,xs,...
nt=e (Y0 x,)*, fora > 1

0. Then >.%_ 2% >

s Ty = j=1Tj

Y
Y

s&n > 0. Then Y0, o}

Lemma 4 ([17]). The equilibrium point of the scalar system
i=—azrt — Bri, z(0) =z,

where o, 3 > 0, and a, b, ¢, d are positive odd integers satisfying
a > band c < d, is finite-time stable with the settling time given

by
1 b 1 d

T < Tmax = — Bd—c

aa—>b
In the following theorem, we present our next result about
the finite-time convergence of the proposed coverage control
protocol.

Theorem 1 (Convergence of Finite-time Coverage Controller).
Consider a group of n agents connected via a connected Delau-
nay graph G, = (Vn, &) with agent dynamics defined in (12)



and (11). Then, there exist some constants K1, ks > 0 such that
the finite-time coverage problem can be solved by employing the
coverage control protocol (15) with settling time given by

1 Ny 1

Qv
Tl’{lax = )
K1 My — Ny K2 qv — Pv
where my, Ny, Py, @y are positive odd integers satisfying m., >

ny and py < @y.

Tf<

(16)

Proof. Using the translational controller (15), the translational
dynamics of the quadcopter can equivalently be expressed as

G=advpul = [ gl G [J] o

Define a Lyapunov function: V7 ({(t)) = i, C2(t) With
the system dynamics in (17), the time derivative of the candidate
function is given by

V() = V() + VD).

The centroid stabiliser in the first term of (18) can be ex-
panded into

17)

(18)

< M > Gsen(G)(IGI™ +Gw),  (19)

i=1

VI(()

in which we already utilise the smallest eigenvalue of A — Bk,
denoted by A2, . By using the fact that |¢;| = (isgn((;) along
with Lemmas (2) and (3), the centroid stabiliser term could be
written as

my+ny Py+ay

V (g) < )‘iun n T Z§2 2ny +n’1v2;p ZCZ Zqy
my+ny pv+qv
B I R Ty

(20)

Similarly, the inequality of the consensus stabiliser from the
second term of (18) can be expressed as

VeE) < AfanQZamsgn GG ™ +1Cs

=1 Jj=1

),
(21

where A¢ . is the smallest eigenvalue of A — Bk.. By util-
ising the property of the adjacency matrix and also the fact
that |(;;| = (i;5¢n(¢i5), by employing Lemmas 2 and 3, the
consensus stabilizer term could be written as

o~ Sy
Vel) < — >‘mm ’I’LMZ o § :2 :a/rrL\+rL\ %
=1 j=1
q P =9 £ tdy
+n o § § aly *q‘ ) (22)
=1 j=1

To analyze the graph, consider two adjacency matrices of
connected undirected graphs G, and Gg denoted by A, =

[a?]nv/mv—t-nv] € R"¥" and AB _ [a?;]v/pv-i-q\/] c Rnxn’

respectively. The corresponding Laplacians are given by £, and

L. It follows that the inequality of the consensus stabiliser can
equivalently be expressed as

c

g 0T L)

ve) < -

my+ny
2ny

n 2ny
pv+q

ot (2T £p0) ),

with ¢ = [¢],..., {7 e R, Applymg the Courant- Flscher
theorem of the Laplaman matrices, ¢ Lo¢ > AS||IC[|? an
CTLsC > A ||C)|? for 1] ,¢ = 0,4, leads (23) to

(23)

c
my mytny

D G
V(O £ == (n AV "5
0 ANV B, 24)

By adding (20) and (24) followed by some re-arrangements,
the time derivative of the Lyapunov function can be written as

. 1 mytny
VI(Q) < = 5 T (205 + Mo (229) 55 (2VF) "5
1 qv—Dpv . pvtay pvtay

B §n B (2>\fnln + )‘(r:mn(2)‘§) 2;' )(2Vf) 2; .

(25)

By denoting & = V2V and € = 2V /v/2V 7 for VI (C) # 0,

we have

1 ny my+ny my+ny
€< — on T (20, + Aun (238) TR
1 av— TJ\, (I\ bvTay

— 5T (2N X (2X9) ) 26)

Choosing positive odd integers m,, n, Py, ¢ satisfying m, >
ny and p, < ¢ and employing Lemma 4 with the Comparison
Pr1nc1ple [21] yield the boundary of the settling time expressed

1 v 1 v
Tf < Tr]rclax = z + — 1 )
R1 My — Ny R2 Qv — Pv
with
1 ny=—my
Kl - 5” e (2>\?nm J’» )\I?IIIII(Z)\Q) an )’ and
1 av—Dv pvtay
Ko = in 2y (2>\fn1n + >‘rcn1n(2>‘2) 2av )
It can be obseryed that the system is ﬁnite-time~ stable, i.e.,
lim, s V/(C) = 0, implying that lim, s [|([| =0. O

By utilising the translational control input in (15), we may
obtain the thrust via f; = (u/)TRS[001]T.

B. Rotational Control

Since the translational motion depends on the rotational mo-
tion, we need to design the attitude controller which guarantees
the finite-time stability.

Given the current and desired attitudes of i-th quadcopter
denoted by ¢¢ = [n¢ ¢¢"]" and ¢¢ = [n¢ g?7]", respectively,
the error quaternion can be obtained via ¢¢ = ¢&* - ¢¢ =
T(q¢*)qd = [n¢ @¢T]". For controller analysis, an error vector
is also defined as follows:

1
eqr = [ :!]:771} . 7



Differentiating this error yields the error dynamics expressed as

. 15

bqe = §T(qf)u;" (28)
In this attitude control scheme, by employing the error vector,

the angular-rate control command is defined as

- o mw - Pw
uf = —kysgn (€4 (|eq§| w4 |eq§|qw) (29)
with ége = [T(qf)] " eqe and kg > 0.
The following theorem states our first result on the attitude
controller of a quadcopter.

Theorem 2 (Convergence of Finite-time Rotational Controller).
Let the attitude dynamics of a quadcopter be given by (12) and
the error vector between the current and desired attitudes given
by (27). Then, given the control protocol (29), there exist some
positive constants k., such that the equilibrium point of the error
vector is finite-time stable with settling time given by

1 n Qw
T, <T% ::( v+ )
¢ max w My — Ny dw — Pw

where My, Ny, Pw, Gw are positive odd integers satisfying
My > Ny and Py < Q.

(30)

Proof. Define a Lyapunov function:

o 1
Vv (eqf) = -ege

ceq;;.

34 (31)

Taking the derivative of the Lyapunov function yields
‘ra 1 ~ ~ ~ my - Pw.
V(eqe) = fnwﬁe;';jsgn (€qe) (|eq;;| w4 |eq§|qW> , (32)

where ¢, = [T'(gf)]"eqe and the error dynamics with the
proposed control command have been utilised. Since ’éqf

Eqesgn (€q¢ ), (32) can be expressed as
pué-%—qw
+ () ) (33)

- I
\%4 (eq;a) = —Iiwi (eq§>
Subtituting 2V = €Z. to 33 leads to
. 1 mw+nw
Va(eqf) = _’@'wi ((QVQ) o

By taking p = v2V ¢ and ¢ = 2V“/\/ 2Ve for V¢ > 0, (33)
can equivalently be rewritten as

v G

(35)

. mw Pw
0= =KK™ — KRu0M™.

Therefore, utilising the comparison principle [21] and Lemma
4 with some positive odd integers My, Ny, Pw, Gw, fOr My, > Ny
and p,, < gy, we may conclude that the settling time of the
attitude system can be expressed as

1
Ta < Tr?nx = fw + I )
: Ry My — Nw qw — Pw

and the system is finite-time stable, i.e., lim; ,7a  V(e4e) =
0, implying that lim; 7 [lege|| = 0 O

Based on Egs. (30) and (16), the computation of the boundary
of the settling time of this coverage controller is indeed de-
pendant to some controller parameters and the algebraic graph

topology but independent to the initial values. Furthermore, the
quadcopters will reach the optimal position and velocity within
the settling time Tyys = T + T/ < T2, + T/

max max-*

To obtain the desired quaternion, given translational control
input (15) and desired heading z/;ld, let a heading vector z§ =
[cos ¢ sinepd 0]T. Then, we may have a rotation matrix R¢ =

d,d d d d
[ x i /|2 x

xd yd 24] composed of 2¢ = u{/||u{ cyd = 2

zg|, and o =y x 28 /|lyd x 22|

V. SIMULATION

In this section, a numerical simulation is provided for val-
idation of the proposed control protocols. The simulation is
performed on Gazebo simulator with Mavros controller package
and Robot Operating System (ROS) [23]. A computer with
Linux-based operating system, 3.2-GHz processor, and 16-GB
RAM is utilised to run the simulation. The screenshot of the
simulator can be observed in Fig. 2.

Fig. 2: Quadcopters on Gazebo Simulator.

In this simulation, we deploy 16 quadcopters randomly in a
space. These quadcopters are equipped with sensors to acquire a
planar space whose boundaries are {(0, 0), (0, 2), (2,2), (2,0)}.
We also consider the altitude of the quadcopter to be constant
and the quadcopters will only adjust the * — y position and
velocity. The planar information distribution of this scenario is
uniform, that is, ¢(z,y) = 1. The parameters of the controller
are my = My = 5,My = Ny = 3,py = Py = 3, ¢y =
gy = 5,k = 0.8, kg = 0.5, k. = 0.4. The Delaunay graph
used in this scenario has the smallest non-zero eigenvalue of
A2 = 0.4615. Based on Theorems 2 and 1, we may obtain the
estimate maximum settling time is Ty = 20.21s.

By applying the control protocols in (29) and (15) to the
quadcopter as modelled in (12) and (11), we obtain the resulting
trajectory of robots and the Voronoi partition illustrated in Fig. 3.
We can also observe the error convergence trajectory ||p; — Cly;
and the objective function of this finite-time case depicted in
Figs. 4a and 4b, respectively.

Fig. 3 demonstrates that the controller has successfully drive
the robots such that their positions align with their centroids.
Since the density function is uniform within the boundary, we
observe that the number of robot deployed per a unit area is
constant. Fig. 4a verifies that the error between the position and
the optimal position is minimised before the expected settling
time Ti,a.x. In Fig. 4b, we also see the convergence of the
objective function to an optimal value when the centroids are
reached. These simulation results verifies that the protocol (15)
can successfully solve the coverage control problem and drive




éoronoi Partition - o := Robots, + := Centroids
o
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Fig. 3: Trajectories and optimal centroidal Voronoi regions
with double-peak distribution.

Error Convergence

0.8 o5 Objective Value
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0 5 10 15 20
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(a) Convergence result of the
centroid errors of coverage prob-
lem with double-peak distribu-
tion.

(b) Convergence result of the
objective function of coverage
problem with double-peak distri-
bution.

Fig. 4: Convergence result of the objective function of cover-
age problem with double-peak distribution.

the quadcopters close to the optimal positions with a finite-time
convergence.

VI. CONCLUSION

In this work, some control protocols to overcome the coverage
control problem of quadcopter sensor networks with finite-time
stability in a distributed manner have been investigated. By re-
formulating the locational optimisation problem, the transla-
tional control protocol was designed to drive the quadcopters to
follow the position and velocity of the Voronoi centroid from the
coverage control problem. The translational control command
was then supplied to the rotational controller to calculate the
desired attitude of the quadcopter. Since the planar translation of
the quadcopter was coupled with its attitude, we also proposed
a rotational control protocol for each quadcopter based on
quaternion to follow the desired attitude. Those translational
and rotational protocols were carefully analysed using the finite-
time stability theory to ensure that the quadcopters position and
velocity converge to the Voronoi centroid position and velocity
within a designed settling time, independent of the initial values.
Through simulation on the Gazebo simulator with ROS, we have
validated the performance of the proposed control protocols.
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