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Abstract
This article presents a new formalism based on
Petri nets to model aging hybrid systems and
take uncertainties into account: the Heteroge-
neous Petri Nets (HtPN). A new definition of hy-
brid systems is introduced: a class of systems that
can present continuous, discrete or hybrid dynam-
ics by subparts. After presenting the formalism
and explaining how it can be used to specify the
behavior of complex dynamic systems, the paper
presents its application on two examples, a pro-
duction system from Motorola and a photovoltaic
panel system.

1 Introduction
The correct modeling of a system is essential, because it al-
lows, among other things, to specify, control and monitor
accurately the system considered. However, with the global
complexification of systems, it is necessary for modeling
formalisms to evolve as well. For this purpose, a new for-
malism based on the well-known Petri Nets formalism [1]
is introduced in this paper. This formalism, named Hetero-
geneous Petri Nets (HtPN), was created to fulfill specific
needs, although we claim that it can be used to represent
everything the usual Petri Net can do.

The specific needs we focus on are modeling and moni-
toring the health of a hybrid system under all kinds of un-
certainty. In short, a hybrid system, according to our defi-
nition, is a system in which purely discrete, purely contin-
uous or hybrid parts (i.e. parts mixing discrete and con-
tinuous aspects) are all linked and communicate with each
other. For example, cyber-physical systems [2] main char-
acteristic is the different nature of their elements. They inte-
grate various devices which have heterogeneous dynamics.
Hence, we need a formalism able to represent such hybrid
systems. We also need to be able to represent different types
of uncertainty (on modeling or observations, for example)
through parallelism or noise functions. Finally, monitoring
the health of hybrid systems has become such an important
challenge for the industry that we wanted to define a formal-
ism that is easy and natural to understand and appropriate.
For health monitoring purpose, the formalism has to repre-
sent the aging of the system, through degradation dynamics
for example. To sum up, the new formalism should make it
possible to:

• model and monitor hybrid systems composed of het-
erogeneous components. This need includes paral-
lelism representation for multi-component systems;

• represent uncertainty on the system, be it of modeling
or because of problems on observations (noise or com-
munication problems);

• monitor the health of the system and follow its degra-
dation process.

This paper is organized as follows. Section 2 proposes a
new definition for hybrid systems. A survey of the existing
formalisms in Section 3 will exhibit that they do not comply
with these needs. We thus propose the Heterogeneous Petri
Nets (HtPN) based on the work of [3] in Section 4. This
new HtPN formalism based on Petri Nets is able to fulfill
our needs for simulating and health monitoring of hybrid
systems under uncertainty. We implemented a software to
simulate systems modeled with HtPN. This implementation
was applied on a production system from Motorola already
defined in the literature [4] and on a photovoltaic panel sys-
tem we designed. This work is presented in Section 5.

2 Hybrid Systems
2.1 Definitions
Although the notion of Hybrid Systems (HS) exists in the
literature, their formal definition is often too restrictive.
The authors in [5] consider hybrid systems where discrete
models and continuous models have to communicate dur-
ing simulation, but hybrid behaviors are never considered.
Other works simply consider hybrid systems as the inte-
gration of diverse specific components in various domains
such as the electrical, mechanical and optical fields [6;
7]. This section aims at proposing a definition of Hybrid
Systems (HS) focused on the dynamics of the systems. To
better understand this definition, the definitions of Discrete
Event Systems (DES) and Continuous Systems (CS) must
be recalled.

A Discrete Event System [8] is a system which will only
manage discrete data: the state space is a discrete set and the
state transition mechanism is event-driven. The state evolu-
tion of a DES depends entirely on the occurrence of asyn-
chronous discrete events over time. Some events are ob-
servable, whereas some are unobservable (like some spon-
taneous fault events for diagnosis purpose for example). If
continuous data are encountered by a DES, they will be ab-
stracted to generate discrete events.

A Continuous System [8] is a system with continuous
time dynamics. The evolution of such a system can be de-
scribed by a dynamic equation C of the form:

C =

{
xk+1 = f(xk, uk) + v(xk, uk)

yk = h(xk, uk) + w(xk, uk)
(1)



where xk ∈ Rnx is the continuous state vector of n state
variables at time k, uk ∈ Rnu is the vector of nu continu-
ous input variables at time k, f is the noise-free continuous
evolution function, v is a noise function, yk ∈ Rny is the
vector of ny continuous output variables at time k, h is the
noise-free output function and w is the noise function asso-
ciated with observation.

In [9], a hybrid system is defined as a system that will en-
counter both discrete and continuous data at any time. This
definition may be too restrictive to correspond to heteroge-
neous multi-component systems. Then, we propose a new
definition for HS.

Definition 1 (Hybrid System). A Hybrid System can be di-
vided into different sub-systems that communicate together.
These sub-systems can be either purely discrete, purely con-
tinuous, or hybrid merging discrete and continuous. From a
data point of view, some parts of an HS are affected solely
by discrete data, some only by continuous data and some
others by both continuous and discrete data.

In the context of health monitoring, the aging of the sys-
tem plays an important role on the evolution of its health
state. We therefore define aging Hybrid Systems (aHS):

Definition 2 (aging Hybrid System). An aHS is a HS which
includes the aging of the system as a continuous time func-
tion. This aging process is usually represented through
degradation dynamics.

2.2 Running Example of an aging Hybrid System
Our running example is an aHS that can be found in any
control process involving a water tank. A water pump has
two operating modes: either it is on and pumps water, or it
is off. The pump can get stuck, and the system will enter a
faulty state and shut down. When the pump is on, there are
three ways for the system to stop: the user manually turns it
off, the observed (i.e. measured) water level exceeds a given
threshold (50 liters here) or a fault occurs on it. The only
way to turn on the pump is for the user to start it by pressing
the ON button. The system can enter the faulty state from
both the on and off states. When in the faulty state, the pump
is considered unavailable and cannot be started. When a
repair action is made, the system returns into its off state.

In this example of aging hybrid system, one part of the
model is hybrid (when the system is on, we consider both
discrete and continuous data or observations) and another
part is purely discrete (when the system is off, we only con-
sider discrete data and observations). Both parts commu-
nicate with each other. An illustration of how this system
works will be given with the new HtPN formalism we pro-
pose.

3 Related Work
This section aims at studying existing solutions and for-
malisms to deal with aging hybrid systems corresponding
to our new definition. We will try to identify a priori so-
lutions likely to satisfy the needs stated in the introduction:
parallelism in various systems, representation of uncertainty
both in the model and in the observations, representation
and monitoring of system aging.

The theory of hybrid automata has been published in [9].
Each discrete state of the automaton represents a possi-
ble state of the system. It is associated with continuous
dynamics defining the evolution of the continuous space.
In this model, only one state can be active at a time.

By definition, this is incompatible with the idea of paral-
lelism. The transitions are defined by 5-tuples of the form
(q,Guard, σ, Jump, q′) with q the state before the transi-
tion, q′ the state after the transition, Guard the condition to
fulfill in order to fire the transition, σ the event received or
emitted during the transition firing and Jump the changes
on the variables taking place during the firing. Concepts
such as Guard and Jump are very interesting. However,
even if hybrid automata composition is possible, they can-
not share a common state. Therefore, it is impossible to rep-
resent uncertainty concerning observations or on the current
system state.

Petri nets have the advantages to be very intuitive for
modeling and designing systems and are recognized for
their compactness and their relevance in decision-making
and system monitoring. They are also used for proving some
properties on systems. In hybrid Petri nets [4], there are two
types of places: continuous and discrete places. Tokens in
continuous places are real numbers, whereas tokens in dis-
crete places are integer. Two types of transitions can be dis-
tinguished: continuous and discrete transitions. A crossing
quantity is defined for continuous transitions and acts like
a weight on the arcs. It is possible for transitions to have
both types of places as inputs, but the discrete place must
be an input and an output of the transition, and the weights
of the ingoing and outgoing arcs must be the same. In case
of a conflict between continuous and discrete transitions, the
discrete transition has the priority. The idea of parallelism is
applicable, as different tokens can evolve simultaneously in
the model. However, continuous places are not associated
with any dynamics. It is therefore impossible to associate
to a state variable an evolutionary dynamic according to the
state of the system, or to make a degradation variable evolve
according to a level of stress associated with a state of the
system.

In mixed Petri nets, proposed by [10], a place can be con-
tinuous and associated to dynamics. In this case, one, or
few, differential equation is associated to the place. A place
can also represent a discrete phenomenon. The continuous
variables’ evolution is modeled through two sets, giving the
set of equations activated when a place is marked or when
a marking is true. One contains the set of the equations ac-
tivated when a place is marked, whilst the other contains
a set of equations activated for a specific marking. The
idea of Jump and Guard from hybrid automaton is also
present. The idea of parallelism is applicable as long as the
marked places do not change the value of the same variable
through equations. The continuous variables are shared with
the whole system and evolve following the active equations.
This is still kind of restricting according to our needs, with
the idea of parallelism and uncertainty, as this formalism
does not allow two places in parallel to modify the same
variables.

In previous works, we proposed a formalism named Hy-
brid Particle Petri Nets (HPPN) in [11; 12]. A diagnostic
method was developed based on this formalism. It repre-
sents uncertainty both in the model and in the observations,
and system aging can be represented and monitored. How-
ever, the HPPN formalism can be applied only on hybrid
systems merging discrete and continuous dynamics at any
time. We thus worked on the evolution of HPPN towards
design and monitoring of any type of systems (discrete, con-
tinuous or hybrid systems).

Even if each formalism can bring some interesting ideas
for our approach, the definition of a new formalism dedi-



cated to aHS will thus meet a need.

4 HtPN Formalism
As we have seen with the related works, the existing for-
malisms do not fulfill our particular needs. Hence, we had
to define a new formalism, extended from the classical Petri
Nets. This section presents this new formalism, the Het-
erogenous Petri Nets (HtPN) and their semantics.

The hybrid system presented in Section 2.2 was modeled
using HtPN and will be used as a running example to illus-
trate the different notions of the proposed formalism (see
Figure 1).
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Figure 1: Example of an HtPN (a) and dynamics associated
to its places (b)

4.1 General Presentation
A HtPN is formally defined as follows.

Definition 3 (HtPN). A HtPN is a set of 5 elements:
< P, T, Pre, Post,M0 > gathering information to de-
scribe discrete, continuous and degradation dynamics
through places and the relationships linking these places
through transitions:

• P is the set of places;

• T is the set of transitions;

• Pre is the matrix of firing conditions of the system;

• Post is the matrix of firing assignments of the system;

• M0 is the initial marking of the network.

Places
In HtPN, a place is an object which may be associated with a
continuous dynamic, and/or a dynamic of degradation. Dis-
crete information is represented by the place itself.

Hence, to a place p ∈ P can be associated a set of equa-
tions Cp ∈ C modeling continuous dynamic of the system
and the associated noise (uncertainties on the evolution and
on the measurements) as well as a set of equations Dp ∈ D
modeling degradation dynamic of the system, where C and
D respectively are the set of continuous dynamics of the
system and the set of degradation dynamics of the system.

p = {Cp, Dp} (2)
The set of equations Cp is defined as in Equation 1 where

the functions f , v, h and w are dependent on the considered
p place.

The set of equations Dp is defined as:

Dp =
{
γk+1 = d(γk, bk, xk, uk) + z(γk, bk, xk, uk) (3)

where γk ∈ RnD is the degradation state vector with nD

degradation state variables. d is the noiseless hybrid degra-
dation function. It depends on discrete events represented
by bk and on the continuous state vector xk. z is the noise
function of the degradation evolution. The functions d and
z are dependent on the considered p place. In the example
in Figure 1, there are 3 places: p1, p2 and p3 and the associ-
ated continuous and degradation dynamics are explained in
Figure 1 (b).

In the HtPN formalism, there is no need to associate each
place with continuous and/or degradation dynamics. This is
illustrated in Figure 1 (b) with the continuous dynamics of
p2 or both dynamics of p3. By default, if no dynamics are
specified, the place p is defined as:

p = {−,−} (4)

Tokens
A place p contains nH(p) tokens (nH(p) ≥ 0). Each to-
ken h has three attributes: a discrete attribute, a continuous
attribute and a degradation attribute. These three attributes
are represented as a set < δk, πk, ϕk >, with δk represent-
ing discrete information at time k, πk representing continu-
ous information at time k and ϕk representing degradation
information at time k. These attributes evolve according to
discrete events and dynamics associated to the place p the
token belongs to.

The discrete information carried by a token h is called
a configuration. The configuration of a token is the set of
events that have occurred in the system up to time k. More
formally, δk is the set bk of events that occurred up to time
k:

bk = {(v, κ) | κ ≤ k} (5)
where (v, κ) represents an event v ∈ E that occurs at time
κ.

The continuous information carried by a token is called
the state of the token. The state πk represents the values of
the continuous state vector xk ∈ X of the system at time k.
The state of a token h evolves according to the continuous
dynamics Cp (see Equation ??) of the place it belongs to.
If no continuous dynamic is specified, the state of the token
will not evolve and will therefore remain constant.

The degradation information carried by a token is called
the status of the token. The status ϕk represents the values of
the degradation status vector γk ∈ Γ at time k. The status of
a token h evolves according to the degradation dynamics Dp

(see Equation 3) of the place it belongs to. If no degradation
dynamic is specified, the status of the token will not change
and will therefore remain constant.



Definition 4 (Marking). The marking Mk of a HtPN at time
k is the distribution of tokens in the different places of the
network.

Initial marking M0 represents the initial conditions of the
system. Each token carries its initial configuration (the set of
events that have occurred until time 0), its initial continuous
state and its initial degradation status.

Arcs
Let denote A ⊂ (P × T ∪ T × P ) the set of arcs.

Incoming arcs Pre is the matrix containing the firing
conditions of arcs connecting the places to the transitions,
of dimension P × T . Pre(t) is thus a vector containing
the firing conditions of arcs connecting the input places to a
given transition t. An arc connecting an input place p to a
transition t is noted ap,t. Based on the concept of Guard of
hybrid automata, the elements of Pre(p, t) are:

Pre(p, t) =

{
((ΩS

p,t,Ω
N
p,t,Ω

D
p,t); ρp,t) iff ∃ap,t ∈ A

∅ otherwise
(6)

with:
• (ΩS

p,t, Ω
N
p,t, Ω

D
p,t) a triplet of conditions (respectively a

symbolic, numerical and a degradation condition)
• ρp,t ∈ N+ a weight.
By default, this set is Pre(p, t) = {(⊤,⊤,⊥); 1}, which

means that if nothing is specified, the symbolic and numeri-
cal conditions are set to TRUE (i.e. they are basically satis-
fied), the degradation condition to FALSE and the weight to
1. If an element is omitted in the definition of the arc, either
the triplet of conditions or the weight, this element will take
its default value.

The symbolic condition ΩS
p,t is a condition related to the

configuration of the tokens located in an input place p of a
transition t. This condition can be set to TRUE (⊤), FALSE
(⊥) or tests a logical equation, i.e. the occurrence of one, or
more, events in E. In this case, it takes the form ΩS

p,t(δk) =
occ(v) (which is true if v has occurred).

The numerical condition ΩN
p,t is a condition related to

the state of the tokens in an input place p of the transi-
tion t. It can be set to TRUE (⊤), FALSE (⊥) or repre-
sents a constraint on the continuous state vector. In this case,
ΩN

pt(πk) = c(xk) is a test on the continuous state vector xk.
The degradation condition ΩD

p,t is a condition related to
the status of the tokens in an input place p of the transi-
tion t. It can be set to TRUE (⊤), FALSE (⊥), or represents
a constraint on the degradation status vector. In this case,
ΩD

p,t(ϕk) = c(γk) is a test on the degradation state vector
γk.

Examples can be seen in the running example (see Figure
1 (a)):

1. Pre(p1, t1) contains a numerical condition to test if the
continuous state vector is xk > 50 and no symbolic or
degradation conditions,

2. Pre(p1, t2) contains a symbolic condition to check if
the event OFF occurred and no numerical or degrada-
tion conditions,

3. Pre(p1, t4) contains only a degradation condition to
test if the degradation state vector is γk > 100.

Definition 5 (Accepted token). A token h is said to be ac-
cepted by an incoming arc if it satisfies:

• either the set of symbolic and numerical conditions of
the arc,

• or the degradation condition of the arc.
More formally, let p ∈ P be a place such that p ∈ P ∧
Pre(p, t) ̸= 0:

∀h ∈ p,Accept(h, ap,t) ≡(
< δk, πk, ϕk > | ((ΩS

p,t(δk) = ⊤) ∧ (ΩN
p,t(πk) = ⊤))∨

(ΩD
p,t(ϕk) = ⊤)

(7)
We note Ha(ap,t, p) the set of tokens in the place p which

are accepted by the arc ap,t:

h ∈ Ha(ap,t, p) ≡ (Accept(h, ap,t) = ⊤) (8)

The weight ρp,t of an arc connecting a place p to a tran-
sition t represents the minimum number of accepted tokens
required to validate the arc t.
Definition 6 (Validated arc). Let consider an arc ap,t,
nHa(p,t) the number of tokens accepted by ap,t (i.e. the car-
dinal of Ha(ap,t, p)) and ρp,t the weight of the arc. The arc
ap,t is said to be validated if nHa(p,t) ≥ ρp,t.

Outgoing arcs Post is the matrix containing the firing as-
signments of arcs connecting the transitions to the places, of
dimension P × T . Post(t) is thus a vector containing the
firing assignments of arcs connecting the given t transition
to the output places. An arc connecting a transition t to an
output place p is noted at,p. Based on the concept of Jump
of hybrid automata, the elements of Post(t, p) are:

Post(t, p) =

{
((ΩS

t,p,Ω
N
t,p,Ω

D
t,p); ρt,p) iff ∃at,p ∈ A

∅ otherwise
(9)

with:
• (ΩS

t,p, ΩN
t,p, ΩD

t,p) a triplet of assignments (respectively
a symbolic, numerical and a degradation assignment)

• ρt,p ∈ N+ a weight.
The symbol − for an assignment means that no change is

made to the concerned attribute. By default, Post(t, p) =
{(−,−,−); 1}, which means that no assignment is speci-
fied. A weight equals to 1 means that only one token will be
put in the output place of t.

The symbolic assignment ΩS
t,p concerns the configura-

tions of the tokens passing through the arc at,p. Let δk be
the configuration of a token h passing through this arc at
time k and wearing the value bk:

• if ΩS
t,p = v, where v ∈ E, the event v is concate-

nated with the current configuration of the token pass-
ing through the arc: bk+1 ←− bk ∪ (v, k + 1),

• if ΩS
t,p = bnew, where bnew is a set of timed events,

the configuration is completely reset and only contains
bnew: bk+1 ←− bnew,

• else if ΩS
t,p = − : bk+1 ←− bk.

The numerical assignment ΩN
t,p concerns the state of the

tokens passing through the arc at,p. Let πk be the state of a
token h crossing the arc at time k. Suppose that πk carries
xk,

• if ΩN
t,p = xnew, where xnew represents a new numeri-

cal value for the token state πk then: xk+1 = xnew,



• else if ΩN
t,p = −: xk+1 = xk.

The numerical assignment ΩN
t,p provides the initial condi-

tion for the state of the token passing through the arc, then
the set of equations Cp ∈ C defined in Equation ?? deter-
mines the evolution of the state of the token in the output
place p.

The degradation assignment ΩD
t,p concerns the status of

tokens passing through the arc at,p. Let ϕk be the status of
a token h crossing the arc at time k and γk be the value of
ϕk,

• if ΩD
t,p = γnew, where γnew is a numerical value:

γk+1 = γnew,

• else if ΩD
t,p = −: γk+1 = γk.

The degradation assignment ΩD
t,p provides the initial condi-

tion for the status of the token passing through the arc, then
the set of equations Dp defined in Equation 3 determines the
evolution of the status of the token in the output place p.

An example of a status assignment can be seen in Fig-
ure 1 (a): Post(t6, p2) sets the status of the token to 0.

The weight ρt,p defines the number of tokens to be put
in the output place of the arc at,p, i.e. whether tokens will
be duplicated or destroyed, and, if so, in what quantity. A
weight ρt,p less than the number of tokens used to fire the
transition will cause the deletion of some of those tokens.
A weight greater than the number of tokens used to fire the
transition will result in the duplication of some tokens. This
deletion or duplication will be performed randomly.

4.2 Firing rules
Enabled Transition
A transition t ∈ T is said to be enabled at time k if all
incoming arcs of t are validated (see Definition 6):

enabled(t) ≡
(
∀p s.t ap,t, nHa(p,t) ≥ ρp,t

)
(10)

where nHa(p,t) is the number of tokens accepted by the arc
ap,t, and ρp,t is the weight in Pre(p, t).

Set of fired tokens
Let nHa(p,t) be the number of accepted tokens in the place
p by the arc ap,t. When nHa(p,t) > ρp,t, a choice function
•ζ has to be defined to select ρp,t tokens to be fired among
the tokens Ha(ap,t, p):

•ζ : N+ ×Ha → Ha.

Let p such that p ⊂ P ∧Pre(p, t) ̸= 0, the set of selected
tokens in the place p among accepted tokens is noted Ψ(p, t)
and is formally defined as follows:

Ψ(p, t) =

{ •ζ(ρp,t, Ha(ap,t, p)) if nHa(p,t) > ρp,t
Ha(ap,t, p) otherwise. (11)

From Ψ(p, t) can be defined Ψ(•t) which is the set of
tokens fired by the transition t.

Let p1, p2, ..., pi be the set of input places of transition t:

Ψ(•t) = Ψ(p1, t) ∪Ψ(p2, t) ∪ ... ∪Ψ(pi, t) (12)

The choice function ζ• has also to be defined to select which
tokens will be kept, duplicated or deleted among the set of
fired tokens Ψ(•t):

ζ• : N+ ×Ψ(•t)→ Ψ(•t).

Transition firing
During a transition firing, the tokens fired by the transition
t are moved into the output places of t. The attributes of
fired tokens are either kept or updated. As specified in Sec-
tion 4.1, this update, as well as the possible deletion or du-
plication of tokens, are defined by the set of assignments
Post(t, p) carried by the outgoing arc. As a reminder, if
Post(t, p) carries no information, the attributes of the to-
kens are kept and no duplication will take place. However,
deletion of tokens may occur if the number of tokens fired
is greater than the weight ρt,p.

The firing of a transition t at time k is formally de-
fined as follows: ∀p ∈ P ∧ Pre(p, t) ̸= 0 and ∀p′ ∈
P ∧ Post(t, p′) ̸= 0,

Mk+1(p) = Mk(p)− ρp,t
Mk+1(p

′) = Mk(p
′) + ρt,p′

(13)

where ρp,t is the weight carried by the arc connecting the
place p to the transition t, ρt,p′ is the weight carried by the
arc connecting t to the place p′, and Mk(p) is the number
of tokens in the place p at time k. Mk(p) represents all the
tokens in the place p at time k:

Mk+1(p) = Mk(p) \Ψ(p, t)
Mk+1(p

′) = Mk(p
′) ∪ ζ•(ρt,p′ ,Ψ(•t)) (14)

The HtPN formalism has been formally defined and can
be used to model hybrid systems. In the next section, the
HtPN formalism is used to model and simulate the behavior
of a production system from Motorola and a photovoltaic
panel system we designed.

5 Application
A software to simulate systems modeled with HtPN was im-
plemented in python under the alias HeMU. Two systems
were implemented as examples, a production system from
the literature and a system comprised of two photovoltaic
panels. The software is available on gitlab1, as well as more
detailed results for the applications.

5.1 Modeling a hybrid control system
System description
To exemplify the formalism and show that it can represent
any type of existing Petri Nets, an example of a Hybrid Petri
Nets taken from [4] was represented and simulated. To re-
duce the computation time, the numbers in the original ex-
ample were divided by 10. The system with original param-
eter values is available on gitlab. The chosen system repre-
sents a production system from Motorola. It can take care
of two types of pieces coming in batch, which are called
L-type and R-type. When a L-type batch arrives, it is imme-
diately transformed into 3000 pieces, which will be continu-
ously taken care of, and put in an upstream buffer. When 50
pieces are in this buffer, the processing of the L-type pieces
will begin after waiting 30 time units (which corresponds
to the set-up of the system for an L-type batch). Once all
pieces of the batch are taken care of, the system goes back
into an idle state and is available to process another batch.
For an R-type batch, the process is almost the same. The
main difference is that the beginning of the process is de-
layed by 100 time units, and that the delay time before pro-
cessing is set to be 36 time units.

1https://gitlab.laas.fr/hymu/hemu



The system is neither purely discrete, as the time is repre-
sented by continuous dynamics, nor purely continuous, as
the system cannot be solely represented by continuous dy-
namics and is in need of discrete events: it is a hybrid sys-
tem. As this model was initially developed for system con-
trol, the monitoring aspect with degradation dynamics is not
considered and is not represented in this model.

Modeling with HtPN

p1 p2

p3p4 p5

p6 p7

p8 p9

p10 p11

p12 p13

t1
3000

t2
(−, > 100,−)

(−,= 1,−); 2000

t3

50

50
t4

60

60

t5
(−, > 30,−)

(−,= 1,−)
t6

(−, > 36,−)

(−,= 1,−)

t7
3000 t8

2000

t9 t10

t11 t12

Figure 2: HtPN modeling the behavior of a production sys-
tem

The system was modeled with HtPN (Figure 2). The left
part of the figure represents the L-type pieces, while the
right part of the figure represents the R-type pieces. The set
P of places is composed of 13 places: P = {p1, . . . , p13}.
The model is hybrid, as it is composed of places without any
continuous dynamics (purely discrete) communicating with
places having continuous dynamics (p2, p4 and p5).

The initial marking is M0 = {p1, p2, p3}. At M0, the to-
kens have an empty configuration (which will remain empty
as the set of events E is empty), a state π = [1] which rep-
resent the time elapsed in each place: xh

k represents the time
that the token h has passed in the place p at time k. As there
are not any degradation dynamics (as the system is being
controlled and its health state is not being monitored), the
status ϕ of the token is set to 0.

The set of continuous dynamics C is composed of con-
tinuous dynamics incrementing the tokens state by 1 in the
places p2, p4 and p5, which are the places concerned by the
elapsed time requirement:

Cpi
= {xk+1 = xk + 1, i = {2, 4, 5} (15)

The set T of transitions is composed of 12 transitions:
T = {t1, . . . , t12}.

A numerical condition ΩN
p,t was used to represent the

elapsed time since the arrival of the token in the place

requirement. It is for example the case for conditions
Pre(p2, t2), Pre(p4, t5), Pre(p5, t6) which will be de-
tailed later in this section.

To simulate the numbers of pieces, the weights on the arcs
were set to the needed values. For example, ρt1,p8 was set at
3000, to simulate the fact that the batch is transformed into
3000 pieces.

The matrices Pre and Post are given on gitlab. Some are
exemplified hereafter:

• Pre(p2, t2) = {(−, πk > 100,−); 1} to represent the
100 time units waiting in p2,

• Pre(p10, t3) = {(−,−,−); 50} to represent the fact
that 50 pieces have to be in p10 before the system be-
gins processing the L-type pieces,

• Post(t1, p8) = {(−,−,−); 3000} to represent the
transformation of an L-type batch into 3000 pieces,

• Post(t6, p7) = {(−, π = 1,−); 1} to reset the state of
the token.

The duration of the simulation is 6000 time units, as it is
sufficient for the system to process both R-type and L-type
batch, and return to its idle state.

When the system is idle, a token is in the place p3. A
token in p1 represents the fact that a L-type batch is avail-
able and waiting to be transformed into pieces. This batch is
turned immediately into 3000 pieces, which will be put into
the place p8. This action is represented through the firing
of the transition t1. Transition t9 occurs and represents the
placement in the upstream buffer represented by p10. When
the number of pieces in p10 is 50, transition t3 is fired lead-
ing to the initialization of the system for the L-type pieces,
represented by the place p4. Then, t5 will be fired 30 time
units later, which corresponds to the duration of the initial-
ization for a L-type batch. A token in p6 shows that the
system’s initialization for the L-type pieces is over and that
the system is ready to deal with the L-type pieces. Transi-
tion t11 is then enabled, meaning that the L-type pieces will
be processed. Once all 3000 pieces have been processed, t7
is fired and the systems goes back into an idle state.
For the R-type batch, the process is quite similar putting
aside the delay of a 100 time units before the beginning of
the process.

Simulation results
A simulation software based on HtPN has been developed
in python. The results of the HtPN model simulation for the
production system can be found as a video2.
After the software is launched, the marked places are p1, p2
and p3 which represent that a L-type and a R-type batches
are waiting to be processed and that the system is available.
Then, the processing begins as it is divided into 3000 pieces,
placed in p8. These pieces are transferred, one by one, to
p10. Then, when 50 pieces are in p10, T3 is fired, leading
to a token in p4 (at 0min04secs on the video). After 30
time units in p4, T5 is fired, and a token is placed in p6,
which will lead to the repeated firing of T11. The L-type
batch pieces are then being processed. When the 100th time
unit has passed, T2 is fired (at 0min06secs on the video).
2000 pieces from the R-type batch are placed into p9 and
transferred to p11 one at a time. The R-type pieces will stop
here as the system is not available. At 2min15sec, all the R-
type pieces are waiting in p11 for the system’s availability. It

2https://www.youtube.com/watch?v=RZ8yhZum_
Pw&feature=youtu.be

https://www.youtube.com/watch?v=RZ8yhZum_Pw&feature=youtu.be
https://www.youtube.com/watch?v=RZ8yhZum_Pw&feature=youtu.be


still has 900 L-type pieces to process before. At 3min12sec,
all the L-type pieces have been manufactured. T7 is then
fired, and the system is available. T4 is fired immediately
and a token is placed into p5. The system waits 36 time
units and T6 is fired, leading to the processing of the R-type
pieces represented by the firing of T12. After all the pieces
are processed, T8 is fired. The system is then back into its
idle state and the simulation stops, as 6000 time units have
passed.

5.2 Modeling an aHS for health monitoring
System description
A real hybrid system composed of two photovoltaic (PV)
panels connected to a lithium-ion battery has been designed.
The two PV panels are illuminated by an artificial sun. They
are theoretically identical and therefore have the same char-
acteristic parameters. The current and the voltage provided
by one of the cells depend on the sun lighting that it cap-
tures. In order to charge the battery faster and with a better
accuracy, the panels are built in a parallel association. The
Lithium-ion battery is connected to the shield so that it can
be charged by the panels and to two light bulbs and one
motor in order to discharge it or simulate losses. For each
panel, data collected from sensors by an Arduino Leonardo
card are: the voltage, the provided current and power, the
temperature and the illuminance captured by the panel.

The objective is to model this real PV panel system with
the HtPN formalism in order to perform health monitoring
by specifying a degradation function of panels.

HtPN structure modeling
The first step is to design the system model using a HtPN
structure, i.e. < P, T, Pre, Post >, by identifying health
modes (as defined in [11]) for each panel. Five health modes
can be determined for each panel i: two nominal modes,
one in which the panel is on (noted Nom1i) and the other
in which it is off (noted Nom2i), two degraded modes, in
which the panel loses its efficiency, one when the panel is on
(Deg1i) and one when it is off (Deg2i), and a failure mode
(Faili) in which the panel must be replaced or repaired.

The resulting HtPN model of the two-panel system, illus-
trated in Figure 3, contains places corresponding to com-
binations of these modes and can be found on gitlab. Fig-
ure 3 shows the multimode of only one panel, with its two
nominal modes, Nom1 and Nom2, its two degraded modes,
Deg1 and Deg2 and its failure mode, Fail.

Four observable discrete events Eo = {ON1, OFF1,-
ON2, OFF2} have been identified representing switch on
or off a panel. The occurrence of these discrete events is
tested in the symbolic conditions ΩS associated with incom-
ing arcs in the HtPN. A panel can be switched off during
a nominal mode, but it can also be switched off during a
degraded mode Di. Some fatal faults, like short circuit or
open circuit, are considered that force the panel to switch in-
stantly to a failure mode. These fatal faults are represented
by discrete events that are not observable in Euo. These
events are included in symbolic conditions ΩS associated to
incoming arcs of the HtPN model.

Continuous and degradation dynamics
Continuous dynamic are then defined in the HtPN model in
order to make modes and transitions relevant. Some hypoth-
esis were made about the system physical behavior.

• The received illuminance, that is an input of the sys-
tem, follows a positive sine during the day with a max-
imum illuminance located at noon.

Figure 3: HtPN structure for one panel

• The observable current is computed using a theoretical
current, depending on illuminance and degradation.

• According to measures realized on the system, cur-
rents are supposed affine depending on illuminance
(I = a.E + b with a = 1.9e− 2 and b = 7.3).

Continuous dynamics Cp are the same for all places p of
the HtPN and is described by the following equations:

Ei
th(k + 1) = Emax.|sin(π k

Tdays
)|

Ei
sensor(k + 1) = Ei

th(k) + noise(k)

Iith(k + 1) = (a.Ei
th(k) + b).(1− Degradationi(k)

Imax
th

)

Iisensor(k + 1) = a.Ei
sensor(k) + b

(16)
where Emax = 120000 lux is the typical illuminance ob-
tained at the zenith, Tdays = 86400 s is the duration in sec-
onds of a day, and Imax

th is the theoretical current obtained
when the illuminance is maximum. A white noise of 1% on
illuminance measured by the luxmeter is considered. These
equations make possible to estimate respectively at time
k + 1 the theoretical illuminance, the illuminance recorded
by the sensor, the theoretical current that the panels should
deliver and finally, the measured current. Degradationi is
a degradation panel indicator that corresponds to an observ-
able current loss that is used in the continuous equations to
represent an efficiency loss. This degradation indicator is
determined from a degradation function Dp which is identi-
cal for all places of the HtPN.

The panel degradation Dp is considered continuous over
time and follows a Gaussian distribution which models phe-
nomenon like corrosion, glass break, discoloration, delam-
ination and fissures [13]. This approach makes possible to
be quite faithful to reality by inserting a part of randomness
in the degradation undergone by the panel. A Gaussian cen-
tered on zero is considered to represent the probability of a
fault occurrence for the panel. The more time passes, the
more we widen the standard deviation of the curve to allow



large degradation to happen because the panel is older and
therefore more fragile. The more time increases, the more
the curve flattens and the more the probability that the panel
fault occurrence increases. The evolution of this degrada-
tion will trigger the system evolution from nominal modes
to degraded modes or from degraded modes to failure modes
according to the following sets of Guard and Jump whose
thresholds are defined in [13]:

• Pre(pi, tj) = {(−,−, 0.2 < Degradationi

Imax
th

); 1} from
pi where panel i is nominal

• Post(tj , pg) = {(−,−,−); 1} to pg where panel ‘i‘ is
degraded

• Pre(pi, tj) = {(−,−, 0.95 < Degradationi

Imax
th

); 1} from
pi where panel i is degraded

• Post(tj , pg) = {(−,−,−); 1} to pg where panel i is
failed

The notation Degradationi

Imax
th

represents the panel loss of ef-
ficiency between the best production and what it really pro-
duces. With a loss of 95% efficiency, the panel is considered
failed. The value of this degradation indicator is therefore
between 0 and 1.

5.3 Simulation of the system
For the simulation, the panels are switched on and off pe-
riodically every day. The panels are in the "OFF" nominal
mode between 10pm and 5am each night.

Figures 4 and 5 illustrate the observed currents and degra-
dation of panels P1 and P2 that change between these two
ON/OFF modes. A fatal fault occurs at t=43200s on the
panel P1, which is represented by the blue line. The panel
P1 then enters a failure mode and its real current decrease
instantly to zero. When a panel is failed, degradation in-
crease is stopped. The second panel P2, represented by the
orange curve, continues to operate and its degradation in-
creases, resulting in a loss of current. When its degradation
reaches the threshold of 0.95 this panel also enters a failure
mode.

Figure 4: Current measured by sensors for the 2 panel sys-
tem

Simulation shows that the proposed HtPN model repre-
sents the continuous behavior and degradation of a PV sys-
tem that depends on different operating conditions. This

Figure 5: Degradation of the 2 panel system

HtPN model captures all necessary information to imple-
ment diagnostic and prognostic functions for system health
monitoring.

6 Conclusions and future work
A new definition for a hybrid system has been provided in
this paper. For health monitoring purposes, this definition
has been extended to aging Hybrid Systems (aHS) in order
to take into account the degradation dynamics of the system.

A new formalism based on Petri Nets has been introduced
and specified, the Heterogeneous Petri Nets (HtPN). This
formalism has been developed to represent everything the
usual Petri Net can do and more. It can represent the be-
havior of a complex hybrid system to simulate control sys-
tems for example or monitor the system health modes as
well. This representation allows to take into account differ-
ent types of uncertainty about modeling and observations.

A software implementation has been realized to simulate
models of such aging hybrid systems in the proposed for-
malism and applications to a production system from Mo-
torola and to a photovoltaic panel system have been pro-
posed.

Future work will focus on the development of the health
monitoring function of such complex hybrid systems un-
der uncertainty. This function will integrate diagnostic and
prognostic capabilities to estimate the current health state of
the system and to predict its remaining useful life.
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