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Abstract. Object detection is a complex visual function that has ap-
plications in many safety-critical domains such as autonomous driving
or medical diagnosis. In this paper we examine how its behavior can be
explained. More precisely, we discuss and analyze the specificity of ob-
ject detection with respect to explainability, and describe an approach
for explaining object location prediction from a popular and efficient
attentional-based deep neural network architecture: DETR.

Keywords: Explainability · Object detection · Attentional models · Ob-
ject localization · DetR.

1 Introduction

Developing the explainability of artificial intelligence (XAI) is now commonly
seen as a way to improve the reliability of its usage. This goal is clearly motivated
by ethical dimensions when people may be affected by the results of an AI-based
system, but it can also be useful to other stakeholders such as engineers or
authorities. In a certain way, an explanation can be considered as an argument
provided by the predictive process that can be used to justify its output, the
level of persuasiveness of the argument depending on the nature of its recipient.

Not all explanations have the same expressiveness, either because they do
not show the same discriminating capacity, and also because they do not assume
the same knowledge level of its recipient. Indeed, when addressing explainability
issues, a series of questions have to be clarified: what is explained? – i.e. what
feature or phenomenon the explanation is referring to – for whom? – end-user
affected by the result, data scientist, auditor, authority, management, etc. – and
for what purpose? – i.e. how will the explanation be used.

In this article we address the problem of explaining the predictions made by
visual functions with a focus on object detection. Due to their high dimensional
input, the decision structure of object detectors, and their output, are inherently
complex and would benefit from explainability tools able to reveal how they
operate.

A detection function has multiple objectives: it must reveal the existence of
objects of interest – implying that not all potential objects are – estimate their
location or pose and predict their category. The overall satisfaction of these three
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objectives for a wide variety of input data is difficult and must take into account
various trade-offs, making object detection a still unsolved problem with a large
literature [27]. Explaining such complex processing chains appears to be very
challenging, and requires new tools. Targeting the explainability of visual object
detection is also an opportunity to question the way in which the explainability
of image categorization, the main visual function studied in the literature, is
currently carried out.

What we expect from an explanation is to give insight or justification of
good behavior, but also to anticipate bad behavior. Its typical target audience
is computer or data scientists. This means that we expect from the explanation
recipient a rather good level of technical knowledge: he/she knows what are the
basic components of a computer vision chain and how they function.

Attentional models such as the Transformer architecture [43] are now well
established Deep Neural Network (DNN) architectures. They bring state of the
art results in Natural Language Processing, but also more recently in many
computer vision applications [24]. Regarding explainability, they are especially
interesting as they are expected to provide by design attention weights that
modulate inputs and other variables in the architecture. They can therefore
potentially be used as feature importance measures. We will focus on one now
well known attentional based architecture for object detection: the DEtection
TRansformer (DETR) [6] and study how its attentional features can explain
detection outputs.

In this article, we therefore address the design of explanations for object
detectors that relies on an elementary knowledge of computer vision with the
objective of understanding its behavior. The focus will be on explaining detec-
tion locations, a feature that has not yet been studied in the current literature,
and on using attentional models – the actual trend of efficient computer vision
models.

Our contributions are the following:

– we analyze the specificity of object detection with respect to explainability,
– show how modern attentional architectures are able to provide explainability

by design for object detection,
– develop a simple model explaining object location prediction, and evaluate

the fidelity of this model on the COCO dataset

2 Related work

Object detection

Numerous DNN architectures have been proposed for object detection in the
literature. They are often categorized as one stage or two stage architectures.
YOLO [38] and SSD [28] are among the most popular for the former, Faster-
RCNN [39] and mask-RCNN [17] for the latter. One stage architectures often
produce outputs for a dense sub-sampling of possible object locations and assign
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for each location a refined object extension description – a bounding box (BB) or
a mask – objectness and category scores. Two-stage architectures first compute
a population of possible object bounding boxes, then compute objectness and
category scores to characterize each bounding box.

A more recent architecture, the DEtection TRansformer (DETR) [6], which
can be considered as a one-stage approach, exploits a transformer-based [43]
encoder-decoder principle to generate the full distribution of categorized bound-
ing boxes. The main difference with previous one/two stage approaches is to
view visual object detection as a direct set prediction problem – each element
of the set being a categorized bounding box – where global interactions between
objects can be exploited. This architecture gives state of the art performance
on the COCO dataset. Note that, to accelerate the convergence, a modified ar-
chitecture called Deformable DETR [50] applies the attention mechanism on a
smaller number of target keys when computing attentional weights. One major
impact of this modification is to decrease the training time from 2000 to 325
GPU hours on the COCO dataset.

Attention-based XAI attention for detection

XAI applied to visual functions has mainly addressed image categorization, i.e.
the answer of a What/who? questions, and mostly expressed in the form of a
heat-map – improperly called attentional or saliency map – that can be super-
imposed on the input image to reveal its influential pixels. Object detection
involves two other types of questions: Is there? and Where?.

The research field of explainability is rather recent and has not yet fixed
its vocabulary and fundamental concepts in a unanimous way. Many concepts,
methods and objectives under the expression explainability or interpretability
are still debated [26, 11, 33], not to mention their philosophical foundations [32,
section 2].

Explanations of a given prediction are often divided in two families: post-
hoc, meaning that they require extra computation given a predictor state or
by design, meaning that they can be provided at no cost from a transparent
predictor [5, 15].

Explanation provided by attentional models are somehow between post-hoc
and by-design: they rely on features that are natively designed to weigh several
latent variables in the architecture – in that sense they transparently assign
importance to those variables – but the way these variables are combined to
build the final decision is complex and may not be readily interpretable.

Attentional latent representations, usually in the form of a 2D map that con-
dition prediction, have been used for several visual functions: captioning [46],
visual question answering [3, 47] or motion prediction [25]. The internal atten-
tional 2D map can then be used as a feature attribution explanation.

Another motivation for exploiting attentional architecture, besides its pseudo-
transparency objective, is the low computation capacity needed to provide an
explanation: indeed, popular post-hoc methods that require data generation such
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as SHAP [30], LIME [40] or RISE [36], for instance, are costly, especially for im-
ages.

The explanation of image-based detectors has attracted fewer studies. D-
RISE [37] belongs to the family of post-hoc black-box perturbation-based fea-
ture attribution and uses input masking to generate saliency maps accounting
for localization and objectness in addition to categorization. A score based on
computing a similarity between two output detections encoded as a triple (ob-
jectness score, location, category probability distribution) is optimized to build
each explanation. The computation of the explanation is very intensive (70s per
image for the “fast” YOLOv3) and cannot target real-time monitoring applica-
tions such as autonomous driving [48]. Other works exploit LRP [4] or SHAP
[30] approaches to explain the category of each detected object [42, 23, 14]

To the best of our knowledge, the only work that targets object detector
exploiting attentional architectures is [8]. It extends prior work on computing
attribution maps from attentional weights [9]. Basically, the idea of the proposed
approach is to generalize the cumulative principle of LRP [4] to the attentional
weights only.

3 Explaining detection

3.1 Structure of a detector

The output of a an object detector can be informally represented by state-
ments like ”there is a car on the left” or ”there is a cat in the bounding box
[15,15,40,80]”. These statements imply that object detection expresses three dif-
ferent decisions:

– Existence, which is a binary decision answering to Is there?
– Location, which is a multivariate regression answering to Where?
– Category, which is a classification function answering to What?

Compared to data classification, the output of a detector is much complex
and can be seen as a multi-task process: each task can be assessed individually,
but also using a fused metric like what is done in academic benchmarks 1.

This multi-task objective is also revealed by the way the final decision pro-
cess is generally performed. In a one stage detector like Yolo [38], for instance,
the detection score characterizing each potential candidate is computed from
scores characterizing objectness, category and location, usually followed by a
non-maximal suppression step. The main differences between the various DNN
architectures implementing a detector lie in what can be shared between these
three tasks, what is specific to each, how they depend on each other and how they
represent the three types of required output: existence, location and category.

1 The Mean Average Precision computed for the COCO dataset https://

cocodataset.org averages the area under the precision/recall curve for various lo-
calization precisions and classes.

https://cocodataset.org
https://cocodataset.org
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3.2 What can be explained?

Explaining detection is difficult because the mechanisms used to compute the
predictions are complex and do not lend themselves easily to intuitive interpreta-
tion, not only because they involve deep networks, but also because they exploit
complex interactions between substructures whose role is often unclear.

The complexity of detection processes questions the use of feature attribution,
the most popular type of explanation principle. When it comes to images, feature
attribution is often expressed as saliency maps that can be super-imposed on the
input image in order to reveal its influential pixels. What is the meaning of such
saliency maps regarding detection is unclear: what do they give explanation of?

Indeed, using attention as an explanation is still controversial: it has been
found that saliency heat-maps do not correlate well with feature importance
either for NLP [21, 45] or vision [1, 2, 49] applications.

One proposed alternative to the causal attribution represented by feature im-
portance representations is to consider explanation in the form of counterfactual
or contrastive examples. Why P rather than Q? where Q is often implicit in the
context [32, section 2]. Explainability from counterfactual examples follow this
strategy [44].

Another explainability strategy is to more explicitly consider that “explana-
tions enable a human to complete its mental models for understanding a phe-
nomenon/system. Understanding means that the human has the capability to do
inferences (deduction, induction, abduction...) on the behaviour of the system
without relying on experiments.” [10]

A mental model is “a convenient term for a constellation of well-developed
knowledge about a system. A good mental model will help a user interpret, pre-
dict, and mentally simulate the operation of a system, as well as to understand
the system’s limits and boundary conditions.” [34, p.86]. As states [16], “Follow-
ing [13], we take the notion of explanation to be relative to an agent’s epistemic
state”. Eliciting a user’s mental model of an AI system is also suggested as a
prerequisite to evaluate the quality of an explanation [20, section 3]. The idea of
a mental model for explainability in the context of medical diagnosis has been
introduced in [31] but with the idea that an explanation “is an expression or re-
formulation of the model in a different medium that can be shared with others”
and proposing that the AI prediction algorithm must be considered as an agent
interacting with humans.

We therefore propose to define an explanation of an artificial predictive func-
tion as the input of a virtual process mimicking the function, hosted by the
explanation recipient – a human equipped with a mental model. Understand-
ability is granted when the virtual process infers from the explanation an output
that is coherent, or believed to be so, with the actual prediction. This property
is sometimes called fidelity in the XAI literature [33, 7, 15]. The virtual process
to which the explanation refers is usually implicit; it can however be made more
explicit, or even formal, when the recipient has a technical background. Typi-
cally, to avoid ambiguity, this virtual process can take the form of a simplified
algorithm, i.e. a sequence of calculations. A good definition of an explanation
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should therefore be supported by the description of a virtual predictive process
that gives its meaning to the explanation.

3.3 Explaining detection outputs

Following the definition of an explanation we provided in the previous section,
we examine here which elements or features enable the prediction of the three
outputs and for which virtual process or algorithm.

Explaining existence In computer or neuro-psychological vision [19], deciding
or perceiving that an object exists, is visible, is related to the idea of saliency:
the object is a foreground, a shape, that stands out from the background. The
construction of a shape is ruled by low-level vision properties such as contour
continuation, contrast of textures, multi-scale diffusion, etc. and by top-down
priors that may condition the shape construction process. A good explanation
of the object existence decision should therefore reveal from what features the
shape is built, and what trade-offs have solved competing constraints. Given the
complexity of shape detection in natural images, explaining why and how the
detector has decided that there is an object in the image rather than nothing is
very ambitious, and we only mention it as a future objective.

Explaining location Localizing an object once its existence is asserted can be
easier. The explanation can take the form of geometric landmarks associated with
the object such as edges, or key-points from which, for instance, a bounding box
can be computed. Landmarks that are causally exploited to predict the object
location can be considered as an explanation; the virtual mental process that
gives its meaning to the explanation can be a simple smallest bounding box
or centroid computation from such landmarks. We will analyze the ability of an
attention-based detector to provide landmark-based object location explanations
in a later section.

Explaining category The last output provided by an object detector is its cat-
egory. Psychological investigations roughly propose two different ways to define
a category [41]: as a definition or as a prototype. In the former case, categoriza-
tion relies on attribute checking, in the latter it relies on measuring similarity.
Note that this classical distinction has analogy with the difference between in-
tuitive and deliberate thought processes [22], i.e. the System 1 vs. System 2
cognitive processes, now also popular in AI research. An explanation for cate-
gory prediction therefore depends on the type of categorization used as a virtual
mental process: from prototypes and similarity, or from discriminant attributes
and checking. The question now is to find or compute them from the detec-
tion process. Unfortunately, the most popular type of explanation found in the
literature – pixel attribution heat-maps – do not provide any of them.
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4 Attentional models for detection

4.1 Transformers

In 2017, Vaswani et al. introduced the Transformer[43], an encoder/decoder
architecture initially applied to NLP and exploiting attention mechanisms. The
architecture consists of stacked self-attention modules for both the encoder and
the decoder. An attention function can be described as mapping a query and a
set of key-value pairs to an output, where the query, keys, values, and output
are all vectors. The self-attention module is defined by:

A = softmax

(
Q.KT

√
dh

)
(1)

where Q, K, and V are respectively the query, key, and value, and A contains
the soft attention weight for each value. The attention coefficients A then softly
select the values in V using a matrix product O = A·V to build the transformed
representation O for each query Q. In practice, instead of performing a single
attention function in each module, the architecture uses multi-head self-attention
modules in which several attention functions are performed in parallel.

4.2 Object detection

Transformers have recently been adapted to computer vision tasks. In 2020, a
transformer encoder/decoder architecture developed for object detection called
DETR [6] was introduced. It obtained performance similar to the well-established
Faster R-CNN baseline on the COCO dataset. It allows reasoning about the rela-
tions between objects and global image context. It also forces unique prediction,
removing the need for many hand-designed components in object detection such
as non-maximal suppression.

An illustration of the architecture is presented in Fig. 1. DETR uses a CNN
backbone to learn a set of compact feature representations, an encoder/decoder
transformer, and a final layer composed of a shared feed forward network (FFN)
to predict simultaneously the object category and its location in the form of a
bounding box. Existence is encoded as an extra ”no object” category.

Visual transformers, like SWIN [29], have also been proposed as an alternate
backbone for feature extraction that can be fed to object detection architectures.
We instead focus in this article on the role of attention when an encoder/decoder
architecture is used.

4.3 Explanation with transformers

Attentional models contain, by design, inner representations that are devoted
to filter out spurious features or select informative features through attentional
vectors or masks. It is thus tempting to exploit such representations as an ex-
planation of what is useful for the detection task.
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Fig. 1. Detailed transformer architecture of DETR.

Chefer et al. in two recent papers [9, 8] have proposed a way to capture and ac-
cumulate the information contained in the attentional masks as an explanation,
and have applied it to object classification or detection and to visual question
answering. Basically, for each attentional layer A in the architecture, a local
explanation heat-map Ao is computed as the positive value of the element-wise
product ⊙ between the attentional map and the gradient of an output variable
o with respect to the attentional coefficients:

Ao = [A⊙ ∂o/∂A]
+

(2)

The local explanation heatmaps are iteratively accumulated and normalized to
build the global explanation heat-map Ro, called relevancy map, using two dif-
ferent schemes whether the local attentional layer is self-attentional – keys and
queries in 1 are identical – or co-attentional – keys and queries come from two
different modalities. See the original paper [8] for a more detailed description.

The final relevancy heat-map – the explanans – hosts the explainability ca-
pacity of a given target output o – the explanandum [18] for the object detector
[6]. In [8], it is evaluated as a pixel-wise object detector proxy that produces
a segmentation mask for the object, using the predicted class as explanandum
and thresholding the relevancy map by Otsu’s method [35]. The quality of the
explanation is measured by computing an intersection over union (IoU) with the
ground-truth.

This way of evaluating the explanatory capacity of the relevancy heat-map
is questionable: the heat-map is computed using information from the predicted
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category using the gradients in eq. 2, whereas its evaluation calculates a ge-
ometrical criterion: the intersection over union (IoU). Furthermore, using the
proposed evaluation scheme, it is difficult to predict if the explanation is bad
because it does not catch the detector behavior (fidelity) or because the detector
itself has not been able to generate a good prediction (accuracy). In the following,
we focus on studying more precisely the explanation of location prediction.

4.4 Attention for explaining location

High activation locations in the attentional maps can be interpreted as geomet-
rical landmarks that encode object bounding box: at least this is the hypothesis
that will be verified in the experiments. We use attention as location attribu-
tion, i.e. we only keep from the attribution its geometrical reference and not the
virtual set of local features that can be used to infer category as it is usually
implicitly assumed when speaking of feature attribution.

First, we need to build the explanation of the object location using the out-
puts that actually represent it. The idea is to compute the relevance maps with
respect to the BB output, and to consider the heat map as a landmark genera-
tor from which to estimate the BB using a virtual process. Let o be one of the
outputs of the FFN encoding the bounding box coordinates [x, y, w, h] in DETR
(see Fig. 1). We generate the final explanation for location Rloc by summing the
relevancy heat-maps for all outputs:

Rloc =
∑

o={x,y,w,h}

Ro (3)

Note that other fusion schemes to gather the contributions of the output BBox
coordinates are possible, for instance by summing the local attentional maps Ao

before propagating their values in the relevancy. We leave this study for further
work.

The final explanation Rloc can be evaluated by fitting a bounding box on
the heat-map maxima or on a thresholded version as a proxy: this bounding
box fitting plays the role of the virtual mental process for which the explana-
tion is meaningful. In other words, the relevancy heat-map is interpreted as the
information that is useful to estimate object location.

5 Experiments and preliminary results

5.1 Building the explanation

To investigate the case of explanation for object detection, we used a DETR
model trained on the 2017 COCO dataset and publicly available 2 [12]. Examples
are shown in Fig. 2, with detected objects and their associated class activation
map obtained with the method proposed by Chefer et al. [8].

2 https://dl.fbaipublicfiles.com/detr/detr-r50-e632da11.pth
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Fig. 2. Example of object detection and localization (bottom), with the associated
activation map that is expected to explain classification (top). The detection threshold
that selects the detections from the class prediction output value is set to 0.9.

While various methods have already been developed to compute the activation
map for image classification, the transformer architecture allows to study the
case of location prediction. To the best of our knowledge, this is the first work
targeting this subject. The localization of the object is obtained by predicting
the four coordinates of a bounding box: x center, y center, width and height.
Examples are shown in Fig. 3 with the coordinate activation maps of query
71. As expected, these activations differ from the class activation maps shown
in Fig. 2, showing external parts or spatial limits of the object that are more
peaked.

The explanation method is based on several assumptions. First, we assume that
the spatial limits of the detected object are the most activated regions when
predicting the bounding box coordinates. Second, we assume that the location
prediction corresponds to the minimal box that include these regions, meaning
that the identification of the most activated regions is sufficient to predict the
bounding box. From those assumptions, the virtual mental process that gives its
meaning to the explanation can be divided in two steps: 1/ select landmarks by
thresholding the activation map values and 2/ fit a bounding box that contains
those landmarks.



Explaining object detectors: the case of transformer architectures 11

Fig. 3. Example of the bounding box coordinate activation maps: x center, y center,
width, and height. Activations are summed-up to form a single bounding box activation
map (eq. 3).

5.2 Evaluating the explanation

Evaluating the quality of an explanation should involve a human recipient that
would attribute a meaning to it from a virtual process. Here, we propose to
simulate this process as a simple bounding box fitting algorithm in order to
provide a statistical evaluation of the explanation fidelity over a large database.

The activation map associated to each bounding box coordinates are assumed
to be of equal importance and are summed-up to form a single location activation
map. The selection of the most activated regions can be seen as a landmarks used
to define the detected object bounding box and can be obtained by binary seg-
mentation between foreground and background. We used the Otsu’s method[35]
to select the signal threshold, as is also proposed in [8]. Illustration of the sum of
the bounding box coordinate activation maps is shown in Fig. 4 (top), while the
activations above the threshold are shown at the bottom. Blue boxes correspond
to the model predictions, while red boxes correspond to the model explanation.
The fidelity of the explanation method is computed using the IoU between model
prediction and explanation, and is shown on top of the figure.

To evaluate the fidelity of the explanation method, we applied the method on the
2017 COCO dataset, varying the computation of the activation threshold and the
object detection threshold. Average IoU’s are presented in Table 1. Two methods
have been compared to select the activation threshold: a basic threshold used as
a baseline, defined to select 5%, 1%, and 0.5% of the most activated pixels, and a
binary threshold based on the Otsu method. The method providing the highest
fidelity is obtained with the Otsu method, giving an average IoU of 0.52 for a
detection score > 0.9. A selection of 5% of the activations can be seen as a too
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Fig. 4. Sum of the activation maps of the location coordinates (top), and selection
of the activations with the Otsu threshold (bottom). The blue bounding box indicates
the model prediction, while the red box corresponds to the associated explanation. The
IoU between prediction and explanation is shown at the top.
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low threshold, resulting in too many activations and a too large bounding box
explanations, while a selection of 0.5% only can be seen as too tight. A selection
of 1% is a good trade-off and provides similar results compared with the Otsu
method. Notice that the Fidelity tends to increase with the detection threshold,
meaning that a better confidence in prediction also implies a better confidence
in explanation. Our interpretation is that a lower detection threshold allows
the detection of smaller objects that are more difficult to detect and explain.
By decreasing the detection threshold to 0.6, we have more detected objects as
illustrated in Fig. 5. We can see that the Fidelity of smaller objects tend to be
lower, mainly due to the uncertainty brought by pixel quantization. To evaluate
the quality of the explanation method, a comparison with the ground truth is
needed, and is let as a future work.

Fidelity (IoU)

Activation threshold Detection threshold
0.6 0.8 0.9

Basic - 5% 0.29 0.33 0.36

Basic - 1% 0.46 0.48 0.50

Basic - 0.5% 0.35 0.34 0.34

Otsu 0.46 0.49 0.52

Table 1. Comparison of several binary threshold methods. Basic method is a sim-
ple binary threshold computed to select 5%-1%-0.5% of the image pixels, while Otsu’s
method uses the variance to discriminate foreground from background. Fidelity is com-
puted using the intersection over union (IoU) between model prediction and explana-
tion.
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Fig. 5. Additional detected objects (bottom) with localization explanation and Fidelity
(top) by decreasing the detection threshold from 0.9 to 0.6.

6 Conclusion

In this work, we have studied the explainability of object detection considered as
a multi-task function with three outputs: existence, location and category. We
have focused on explaining object location prediction and left the existence and
category prediction for further investigation. To the best of your knowledge, this
is the first work targeting explainability of object location prediction. We have
shown on few examples how to provide explanations using weighted attentional
relevance scores for the attentional based DETR detector, and evaluated the
fidelity of our model on the 2017 COCO dataset. Additional work is needed to
evaluate other explanations properties that involve comparison to the ground
truth (accuracy).
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