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EFFICIENT PARALLELIZATION FOR 3D-3V SPARSE GRID PARTICLE-IN-CELL: SHARED
MEMORY SYSTEMS ARCHITECTURES

F. DELUZET†, G. FUBIANI‡, L. GARRIGUES‡, C. GUILLET†‡★, AND J. NARSKI†

Abstract. Particle-In-Cell (PIC) schemes are ones of the most broadly used numerical methods in kinetic simulation of
plasmas. The contribution of the present paper is dedicated to the introduction of parallelization strategies specific to shared
memory architectures tailored for Particle-In-Cell methods implementing sparse grid reconstructions. These strategies operate
the different parallelisms genuine to Sparse-PIC methods to obtain speed-up exceeding 100 on 128 cores. On top of that
substantial gains are introduced for sequential as well as parallel implementations thanks to the hierarchization procedure.
It consists in decomposing the information carried by sparse grids onto hierarchical basis functions, entailing a significantly
reduced number of operations.

Keywords. Plasma physics, Particle-In-Cell (PIC), sparse grids, sparse grid combination technique, parallelization ,
OpenMP

1. Introduction

Among the most successful models for computer simulation of kinetic plasma problems are particle methods,
Particle-In-Cell (PIC) being one of the most used for years [8, 9, 30, 35], still being carried on [16, 17, 21, 38]. The
method consists in a coupling between a Lagrangian discretization for the Vlasov equation, based on the integration
of numerical particle trajectories and a mesh-based discretization of Poisson’s equation for the computation of the
self-consistent electrostatic field. The major hurdle of the method is the statistical error originating from the sampling
of the distribution function by a limited number of numerical particles. Therefore, noise reduction strategies such as
variance reduction methods [18], filtering methods [24], or more recently sparse grid techniques [17, 22, 23, 36, 39]
have received a lot of attention. Sparse grids, originally developed for the interpolation of high dimensional functions
[11, 12, 13, 29], then extended to the approximation of partial differential equations [26, 27, 41, 40] have lately been
applied to PIC in the framework of the sparse grid combination technique [10, 25]. The use of sparse grids within PIC
methods offers a significant mitigation of the statistical noise and a reduction of the grid operation complexity (e.g. the
resolution of Poisson equation).

The present paper extends the work of [17] to three dimensional framework with a particular focus on optimization
and parallelization of the Sparse-PIC methods on shared memory architectures. Sparse-PIC methods are particularly
memory efficient, with respect to the size of the sparse grids used to accumulate the density and compute the electric
field as well as the array used to store the particles properties. The number of those numerical particles is significantly
reduced, compared to standardmethods, owing to the better control of the statistical noise. This limitedmemory footprint
calls for the development of parallel implementations on shared memory architectures. Though these platforms offer a
limited amount of memory compared to distributed architectures, this limitation is not an issue for Sparse-PIC methods.
Therefore implementations of these methods scalable on tens (and tomorrow thousands) of cores open the way to 3D-3V
simulations on simple and inexpensive platforms. Beyond this first objective, an efficient implementation on shared
memory architectures provide a building block for porting these methods on many cores (CPU) platforms consisting of
multiple distributed nodes, one node being a shared memory platform with tens of cores.

The scope of the present paper is therefore dedicated to CPU shared memory architectures, the porting to GPU will
be addressed in a forthcoming paper.

Standard PIC methods are not well suited for scalable implementations onto shared memory architectures. This is
mainly due to the fact that PIC methods are globally memory bound. Thus the multiplication of the cores without any
significant increase of the memory bandwidth brings a poor speed-up. This issue is analysed in [43] and received a lot
of attention for years [4, 5, 7]. Different workarounds are proposed to favor the locality of the data, increasing the cache
reuse, therefore mitigating the number of requests to the main memory. Strategies are also proposed for Non-Uniform
Memory Acces (NUMA) architecture platforms. The purpose there is to take advantage of pieces of memory, local to a
subset of cores, to enhance the scalability of the algorithm. This is achieved thanks to a decomposition of the population
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of particles into samples, each of which being assigned to a NUMA domain and the related operations performed by
the local subset of cores.

The purpose of the present paper is to propose a first efficient implementation of Sparse-PIC methods, combining
sound memory management and parallelization strategies exploiting the genuine properties of Sparse-PIC methods.
The sparse grid reconstructions require the operations of each particles with numerous (tens) anisotropic grids, with
coarse discretizations and different sparsity patterns. These grids are referred to as component grids. The set of
nodes of all the component grids is designated by the sparse grid terminology. The sparsity of these grids reduces
their memory footprint to few kilobytes (KB) which is small enough to be contained in the highest level of the cache
hierarchy common to any modern CPU core. Furthermore, the interaction of the particles with two different grids are
independent and can therefore be processed concurrently. This defines a new level of parallelism, specific to Sparse-PIC
methods, that is central in obtaining a good scalability. The issue there lies in the load balancing, the number of grids
being not necessarily a multiple of the number of cores. A strategy is therefore proposed to preserve the scalability
close to optimal and finally obtain speed-up larger than 100 on 128 cores.

On top of that a hierarchization of the data accumulated on the component grids is introduced. It amounts to
decompose the information onto a basis of hierarchical functions, with in the end, a very significant reduction of the
complexity of the Sparse-PIC algorithm. As an illustration, a non-linear Landau damping simulation with sparse grid
reconstructions, equivalent in classical framework to a grid with 5123 cells and more than 4000 particles per cell, is
performed on a portable device with eight cores and 32GB of memory. This configuration is utterly unreachable on
most hardware with standard methods, the number of particles necessary being then roughly 1012, requiring 40TB.

The organization of the paper is the following. In section 2, the PIC scheme is presented in its classical formulation.
After introducing a necessary background on sparse grids, the combination technique is specifically applied to Sparse-
PIC methods in both nodal and hierarchical representations. The section 3 is devoted to the parallelization of the
methods, chiefly the sparse grid scheme introduced in the previous section. Efficient strategies tailored to non-uniform
memory architectures are developed in order to maximize memory re-use. Finally in section 4, the efficiency of the
parallelization strategies and the hierarchical representation are assessed on three dimensional classical test cases:
the non-linear Landau damping and the diocotron instability using three different hardware: an uniform memory
architecture and two non-uniform memory architectures (cc-NUMA platforms).

2. Particle-In-Cell and sparse grid reconstructions

2.1. Notations. Let us introduce some definitions and notations for the rest of the paper. Let 3 be the dimension of
the problem considered, l = (;1, ..., ;3) ∈ N3 a multi-index denoting the level, i.e. the discretization resolution in a
multivariate sense and i = (81, ..., 83) ∈ N3 be a multi-index denoting spatial positions. We define the following order
relations on multi-indices:

k ≤ l ⇔ ∀ 9 ∈ {1, ...3} : 9 ≤ ; 9 ,(1)
k < l ⇔ k ≤ l and ∃ 9 ∈ {1, ..., 3} B.C. : 9 < ; 9 ,(2)

and discrete l1 norm and l∞ norm by:

|l|1 :=
3∑
9=1
|; 9 |, ‖l‖∞ := max

9∈{1,...,3 }
|; 9 |.(3)

Let us consider the family of d-dimensional anisotropic grids on the unit interval Ω = [0, 1]3 called component grids,
or sub-grids:

Ωℎl :=
{
iℎl | i ∈ �ℎl

}
, �ℎl := È0, ℎ−1

;1
É × ... × È0, ℎ−1

;3
É ⊂ N3 ,(4)

and parameterized by the multi-index level l ∈ !:

! :=
⋃

9∈È0,3−1É
! 9 , ! 9 := {l ∈ N3 | |l|1 = = + 3 − 1 − 9 , l ≥ 1},(5)

where ℎl := (ℎ;1 , ..., ℎ;3 ) := 2−l is called the grid discretization. We consider also a regular isotropic grid, named
Cartesian grid, denotedΩ(∞)

ℎ=
corresponding to a component grid of level n = = ·1with discretization ℎ= in all directions,

which is typically the underlying grid in PIC methods. An illustration of the full grid, the component grid of level
l = (5, 1, 1) and the sparse grid [13], composed of the set of nodes of all the component grids, is provided on figure 1.
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Figure 1. The discretization parameter is = = 5: Panel a) represents the Cartesian grid of discretiza-
tion ℎ=; panel b) represents the component grid of level l = (5, 1, 1); panel c) represents the sparse
grid, composed of all the nodes of the component grid.

2.2. Particle-In-Cell scheme. The reference scheme for particular methods applied to plasma physic is detailed in this
section. Let us consider the non-relativistic Vlasov-Poisson system with external magnetic field B:

m 5B

mC
+ v · ∇x 5B +

@B

<B
(E + v × B) · ∇v 5B = 0,

∇ · E = d

Y0
, E = −∇Φ,

(6)

where 5B (x, v, C) is the phase-space distribution of the species B; @B , <B are the corresponding charge and mass, E is
the electric field and d is the charge density obtained from the phase-space distribution of each species as follows:

d(x, C) =
∑
B

@B

∫
5B (x, v, C)3v.(7)

The particle distribution 5B is represented by a collection of # numerical particles whose positions and velocities
are denoted (x? , v?), for ? = 1, ..., # and with total charge Q. The Standard Particle-In-Cell scheme (PIC-Std) [14, 15]
consists of four steps repeated at each time iteration, which are detailed in the algorithm 1. The charge density of each
type of particle is accumulated onto the Cartesian grid according to the following equations:

d̂ℎ= (x) =
Q
#

#∑
?=1
Sℎ=

(
x − x?

)
, Sℎ= =

(
ℎ−1
= i

(
ℎ−1
= ·

))⊗ 3

, i(G) = max (1 − |G | , 0) ,(8)

where ℎ= is the discretization of the Cartesian grid, defined in section 2.1.

Algorithm 1 Std-PIC scheme
Require: Particle positions and velocities (x? , v?), ? ∈ È1, #É, time step ΔC, external fixed magnetic field B.

for each time step ΔC do
Accumulate the charge density onto Ω(∞)

ℎ=
according to equations (8).

Compute the electric field from the charge density on Ω(∞)
ℎ=

with finite differences according to:

Eℎ= = −∇ℎ=Φℎ= , Δℎ=Φℎ= = −
d̂ℎ=

Y0
,(9)

where ∇ℎ= , Δℎ= are standard finite differences operators (see for instance [17]).
Interpolate the electric field at the particle positions.
Update the particle positions and velocities by integrating Newton’s law:

3x?
3C

= v? ,
3v?
3C

=
@B

<B
(E + v? × B) |x=x? .(10)

end for
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The error between the density and its statistical estimator can be decomposed into the bias of the estimator and a
centered random variable, denotedV# ,ℎ= corresponding to the error stemming from the variance of the sampling with
a finite number of particles, the latter’s being the cause of the statistical noise [17]:

( d̂ℎ= − d) (x) = Bias( d̂ℎ= ) (x) + V# ,ℎ= (x),(11)

where

Bias( d̂ℎ= ) (x) = $
(
ℎ2
=

)
, V(V# ,ℎ= (x))

1
2 = $

((
#ℎ3=

)− 1
2
)
.(12)

The convergence of the estimator, i.e. the bias and the variance, requires respectively:

lim
=→+∞

ℎ= = 0, lim
=,#→+∞

#ℎ3= = +∞,(13)

and thus an extremely large number of particles # is necessary in order to achieve a low statistical error. Practically, the
statistical noise is generally themost detrimental component of the error to the precision of the numerical approximation.
In order to control the amount of statistical noise in the simulation, we refer to %2 , the average number of particles per
cell of the grid. The number of numerical particles is given by:

# = %2 ∗ ℎ−3= .(14)

2.3. Sparse grid reconstructions.

2.3.1. Nodal basis or hierarchical basis representation. As a preliminary step to sparse grid techniques, one shall
introduce some interpolation tools. Let l ∈ N3 , i ∈ �ℎl be multi-indexes and consider basis functions defined by tensor
products of one-dimensional hat functions as follows:

iℎl ,i (x) := ©«
3⊗
9=1

iℎ; 9 ,8 9
ª®¬ (x), iℎ;8 ,8 9 (G) := i

(
ℎ−1
; 9
(G 9 − 8 9ℎ; 9 )

)
, i(G) = max (1 − |G | , 0) ,(15)

where ℎl is the grid discretization of the component grid Ωℎl defined in section 2.1. These functions verify a partition
of unit property: ∑

i∈�ℎl

iℎl ,i (x) = 1.(16)

The space of d-dimensional hat functions with respect to the component grid Ωℎl , denoted +ℎl , is defined by:

+ℎl := span{iℎl ,i | i ∈ �ℎl },(17)

where {iℎl ,i | i ∈ �ℎl } is called the nodal basis of the space +ℎl and �ℎl the nodal basis index set. Additionally we
introduce hierarchical increments of +ℎl [13, 20], denoted by,ℎl and defined by:

,ℎl := +ℎl\
3⊕
9=1
+ℎl−e 9 , where +ℎl := 0 if ∃ 9 ∈ {1, ..., 3} B.C. ; 9 = −1,(18)

and e 9 ∈ N3 is the unit vector with the 9 Cℎ coordinate equal to one. The hierarchical increment contains all iℎl ,i ∈ +ℎl
that are not included in smaller +ℎk , with k < l. It can also be expressed in the following form:

,ℎl = span{iℎl ,i | i ∈ Bℎl }, Bℎl :=
{
i ∈ N3 | 0 ≤ i ≤ ℎ−1

l , i odd
}
,(19)

where {iℎl ,i | i ∈ Bℎl } is called the hierarchical basis of the space +ℎl and Bℎl the hierarchical basis index set. The
space of piecewise d-linear functions of level l with respect to Ωℎl can be represented with its hierarchical basis:

+ℎl =
⊕
:1≤;1

...
⊕
:3≤;3

,ℎk =
⊕
k≤l

,ℎk ,(20)

Thus, each function Eℎl ∈ +ℎl can be represented identically in the hierarchical (21) or nodal (22) basis of +ℎl :

Eℎl =
∑
k≤l
Êℎk =

∑
k≤l

∑
i∈Bℎk

Uk,iiℎk ,i,(21)

Eℎl =
∑
i∈�ℎl

Vl,jiℎl ,i,(22)
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where Uk,i are the coefficients of Eℎl in the hierarchical basis, called hierarchical surplus, that shall be defined later; and
Vl,j are the coefficients of Eℎl in the nodal basis which are the nodal values of the function Eℎl . We introduce the space
of d-dimensional piecewise linear functions with respect to Ω(∞)

ℎ=
, denoted + (∞)

ℎ=
.

+
(∞)
ℎ=

=
⊕
|l |∞≤=

,l = span{iℎn ,i | i ∈ N3 | 0 ≤ i ≤ ℎ−1
n }.(23)

Eventually, we introduce the interpolation operators in nodal and hierarchical basis defined by:

�N+ℎl
5 =

∑
i∈�ℎl

5 (iℎl)iℎl ,i, �H+ℎl
5 =

∑
k≤l

∑
i∈Bℎl

Uk,iiℎk ,i,(24)

2.3.2. Sparse grid combination technique. In this section, the sparse grid combination technique [25] is introduced. It
is a method based on sparse grid representation of functions and using linear combination of contributions from coarse
grids, the component grids, in order to reconstruct a solution on the refined Cartesian grid. The method shall provide
within the PIC scheme a precise reconstruction of the electric potential initially computed with finite differences on
the component grids. The major benefit of the method is a significant reduction of statistical noise resulting from the
deposition of the charge density onto several coarse grids instead of an unique fine grid. An additional gain is to be
expected on the complexity of the linear system issued from the Poisson equation.

Let us consider the set of d-dimensional component grids (Ωℎl )l∈! defined in equation (5) and Φℎl be the solution
of the linear system associated to the Poisson equation on the grid Ωℎl defined by:

Eℎl = −∇ℎlΦℎl , ΔℎlΦℎl = −
d̂ℎl

Y0
,(25)

where ∇ℎl , Δℎl are the finite differences operators (see [17]) associated to the component grid Ωℎl . From this, an
interpolation onto the space +ℎl , denoted �N+ℎlΦℎl , is constructed in its nodal basis representation according to the
relation:

�N+ℎl
Φℎl =

∑
i∈�ℎl

Φℎl (jℎl)iℎl ,i,(26)

From all the contributions on each component grid Ωℎl for l ∈ !, a fine reconstruction of the electric potential on the
Cartesian grid Ω(∞)= , denoted ΦC

ℎ=
, is constructed by linear combination:

ΦC
ℎ=
=

∑
l∈!
2l�
N
+ℎl
Φℎl ,(27)

where 2l = (−1) 9 (3 − 1)!
9!(3 − 1 − 9)! for l ∈ ! 9 are the combination coefficients.

Proposition 2.1. Let Φ and d be sufficiently smooth function, then the function Φℎl defined by equation (25) verifies
the following point-wise error expression for each l ∈ !:

Φ(x) −Φℎl (x) =
3∑
<=1

∑
{ 91 ,..., 9< }
⊂{1,...,3 }
98≠ 9:

0 91 ,..., 9< (x; ℎ; 91 , ..., ℎ; 9< )ℎ
2
; 91
...ℎ2

; 9<
(28)

with bounded ‖0 91 ,..., 9< (·; ℎ; 91 , ..., ℎ; 9< )‖∞ ≤ ^, and the sparse grid reconstruction ΦC
ℎ=

verifies:

‖ΦC
ℎ=
−Φ‖∞ = $

(
ℎ2
= · | log ℎ= |3−1

)
+$

(
(#ℎ=)−

1
2 | log ℎ= |3−1

)
(29)

Proof. We refer to [17] for the proof of this proposition. �

One shall recall that, for the standard scheme, the approximation error of the electric potential scales with ℎ2
= which

is of the same order, save a negligible logarithmic term (| log ℎ= |3−1), than the sparse grid approximation according to
the above theorem.



6 EFFICIENT PARALLELIZATION FOR 3D-3V SPARSE GRID PARTICLE-IN-CELL: SHARED MEMORY SYSTEMS ARCHITECTURES

2.3.3. Nodal basis Sparse-PIC scheme. Let us now introduce a scheme taking advantages of these sparse grid techniques
in order to achieve a reduction of the computational time. The scheme is referred to as the Nodal basis Sparse grid
Particle-In-Cell scheme (PIC-NSg) [17] and presented in the algorithm 2. Within this scheme the grid operations
(charge deposition and field solver) are considered separately and independently on the component grids Ωℎl . After
being computed on each component grid, the electric potential is reconstructed on the full grid Ω(∞)

ℎ=
by combining

all the contributions according to equations (26), (27). Eventually the electric potential is differentiated, interpolated
from the full grid to the particles positions and the particle positions and velocities are updated similarly to the standard
scheme.

Algorithm 2 PIC-NSg scheme
Require: Particle positions and velocities (x? , v?), time step ΔC, external magnetic field B.
for each time step ΔC do

for each component grid of index l ∈ ! do
Accumulate the charge density onto Ωℎl according to:

d̂ℎl (x) =
Q
#

#∑
?=1
Sℎl

(
x − x?

)
, Sℎl =

3⊗
9=1

(
ℎ−1
; 9
i

(
ℎ−1
; 9
·
))
, i(G) = max (1 − |G | , 0)(30)

Compute the electric potential from the charge density on Ωℎl according to equation (25).
Interpolate the electric potential onto +ℎl (26).

end for
Combine the electric potential onto Ω(∞)

ℎ=
(27) in nodal basis.

Differentiate the electric potential on Ω(∞)
ℎ=

.
Interpolate the electric field at the particle positions.
Update the particle positions and velocities (10).

end for

It has already been established in [17] that the statistical noise on the charge density is bounded by | log ℎ= |3−1 ·
(#ℎ=)−

1
2 which is a significant improvement relative to the standard scheme estimate (#ℎ3=)−

1
2 .

Let us recall the average number of particles per cell for standard schemes, denoted %2 and introduced in equation
(14). We are interested in determining the number of numerical particles required for Sparse-PIC simulation to set an
equivalent amount of statistical noise with respect to the standard scheme. It can be estimated by considering the sum
of all component grid cells as follows:

# = %2 ∗
(∑
l∈!
|2l |ℎ−1

;1
...ℎ−1

;3

)
= %2 ∗ ℎ−1

= ∗
(
9
2
=2 − 3

2
= + 1

)
, for 3 = 3.(31)

What follows is that the same amount of statistical noise as in the standard scheme is obtained for much less particles
(because 9

2=
2 − 3

2= + 1 � ℎ−2
= for large =), drastically reducing memory requirements of three dimensional simulations.

2.3.4. Combination in hierarchical basis. In the present paper, an alternative representation of the sparse grid based
on the hierarchical decomposition of the basis functions, yielding the same reconstruction than the previous method,
is introduced in order to reduce the complexity of the combination operations. The coefficients in the hierarchical
basis (Uk,i)i∈Bℎk ,k≤l of the function Φℎl ∈ +ℎl are determined by a transformation from the nodal basis (whose
coefficients are plainly the values of Φℎl on the nodes of the full grid) to the hierarchical basis and the transformation
is called hierarchization. Hierarchization is done by applying a d-dimensional stencil constructed by tensor product of
one-dimensional stencil [13]:

Hiℎk ,k =
3⊗
9=1
H8 9ℎ: 9 ,: 9 , H8 9ℎ: 9 ,: 9 =

[
−1

2
1 − 1

2

]
8 9ℎ: 9 ,: 9

,(32)

where the one-dimensional stencil stands for:

H8 9ℎ: 9 ,: 9 5 = 5 (8 9ℎ: 9 ) −
1
2

[
5

(
8 9 − 1

2
ℎ: 9−1

)
+ 5

(
8 9 + 1

2
ℎ: 9−1

)]
.(33)
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The hierarchical surpluses of a function are given by:

Uk,i := Hiℎk ,k 5 , i ∈ Bℎk , k ∈ N3 .(34)

A matrix representation of the hierarchization is also provided in the A. The inverse operation consisting in a transfor-
mation from the hierarchical basis to the nodal basis is named dehierarchization [28] and is also done by applying a
d-dimensional stencil:

Diℎk ,k =
3⊗
9=1
D8 9ℎ: 9 ,: 9 , D8 9ℎ: 9 ,: 9 =

[
1
2

1
1
2

]
8 9ℎ: 9 ,: 9

,(35)

where the one-dimensional stencil is defined by:

D8 9ℎ: 9 ,: 9 5 = 5 (8 9ℎ: 9 ) +
1
2

[
5

(
8 9 − 1

2
ℎ: 9−1

)
+ 5

(
8 9 + 1

2
ℎ: 9−1

)]
.(36)

Proposition 2.2. The sparse grid reconstruction defined in equation (27) can be expressed in the following form:

ΦC
ℎ=
=

∑
|k |∞≤=

∑
i∈Bℎl

Wk,iiℎk ,i,(37)

where:

Wk,i =
∑
l∈!

2lVk,i, Vk,i :=
{
Hiℎk ,kΦℎk , if k ≤ l,
0 else.(38)

Proof. See A. �

The result of proposition 2.2 allows us to conceive an algorithm for the combination of the electric potential based
on the hierarchical basis representation, which is presented in algorithm 3.

Algorithm 3 Combination in hierarchical basis (PIC-HSg)
Require: Approximation of the electric potential Φℎl on the component grid.

for each component grid of index l ∈ ! do
for each node of the component grid i ∈ �l do

Apply the transformation into the hierarchical basis:
Ul,i ←Hiℎl ,lΦℎl .(39)

Determine the full grid index node j corresponding to the index node i.
Add the contribution Wn,j := 2lUl,i to Ω(∞)ℎ=

at the node jℎ=.
end for

end for
for each node of the full grid j ∈ �= do

Apply the transformation into the nodal basis:
ΦC
ℎ=
(jℎ=) ← H−1

jℎn ,nWn,j.(40)

end for

2.3.5. Undirectional principle. The undirectional principle is a way to perform hierarchization of a multiple dimension
function by a series of one-dimensional hierarchization and is detailed in [31, 32, 33]. We briefly recall the principle
of the method in this section. The principle exploits the tensor structure of the basis functions; for the d-dimensional
hierarchization is done by hierarchize each dimension one after the other. The hierarchization with the unidirectional
principle is presented in 3 dimensions in algorithm 4. The outer loop iterates over the 3 dimensions and constitutes
the unidirectional principle. For a specific dimension 8, the data are split into one-dimension poles upon which the
operations are made. A pole in dimension 8 consists of all points of the grid which only differ in the 8Cℎ component,
that is which lie on a line parallel to the 8Cℎ coordinate axis. For each pole, the operation is solely the one-dimensional
hierarchization introduced in equation (33).
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Algorithm 4 Hierarchization with unidirectional principle
Require: l = (;1, ..., ;3) ≥ 0 level, nodal coefficients stored in array[:]
Ensure: hierarchical coefficients stored in array [:]

for 8 from 1 to 3 do
for ? = ;8 downto 0 do

l̃← (..., ;8−1, ?, ;8+1, ...)
for all nodes x of level l̃ do

Let x; be the left hierarchical ancestor of x in dimension 8
Let xA be the right hierarchical ancestor of x in dimension 8
array[x]← array[x] − 1

2 (array[x;]+array[xA ])
end for

end for
end for

2.3.6. Complexity of the different combinations. In the previous section, the sparse grid reconstruction of the solution
from the component grid contributions has been equivalently exposed in nodal or hierarchical basis. The methods,
though providing equivalent results, differ on the operations involved and thus an investigation of the complexity of
both approaches is provided in the present section. The combination technique in the hierarchical basis follows four
steps:

• Hierarchization: For each component grid Ωℎl , l ∈ !, a transformation to the hierarchical basis is performed
by applying Hl. According to the unidirectional principle, the hierarchization of each grid Ωℎl amounts to a
number of operations =>? (l)[31]:

=>? (l) = 2 ·
3∑
8=1

©«(2
;8+1 − 2 · ;8 − 2) ·

3∏
<=1
<≠8

(2;< − 1)
ª®®®¬ ,(41)

then, the complexity of the hierarchization is:∑
l∈!

=>? (l) = $
(
=3−1 · 2=

)
.(42)

• Prolongation: Since every component grid involved in the combination is included in the full grid, the
hierarchical surplus of each component grid are prolongated onto the full grid. This step yields no computation
operation.
• Combination: The hierarchical surplus from each component grid are combined onto the full grid.The number
of operations =>? (l) for each component grid Ωℎl is:

=>? (l) = 2 ·
3∏
<=1
(2;< + 1),

and the complexity is similar to equation (42).
• Dehierarchization: A transformation from the hierarchical basis to the nodal basis is performed on the full grid
to recover the values of the sparse grid reconstruction. Applying equation (41) to the full grid, the number of
operations for the dehierarchization on the full grid scales with $

(
2=3

)
.

The complexities of the hierarchization and combination steps are negligible and thus the complexity of the method is
dominated by the dehierarchization complexity, that is O(2=3). On the other side, the combination in the nodal basis
consists of the following steps:

• Interpolation: For each component grid, an interpolation ofΦℎl onto the space+ℎl is considered in nodal basis
according to the relation (26). The number of operations =>? for each component grid is:

=>? (l) = (63 + 323) (2= + 1)3 .

Since there are$
(
=3−1)

* component grids in the combination, the number of operations for all the grids scales
with $

(
=3−1 · 2=3

)
.

*There are =(=+1)2 + =(=−1)
2 + (=−1) (=−2)

2 component grids for 3 = 3.
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• Combination: The contribution from each component grid is added to the full grid. The number of operations
=>? (l) for each component grid Ωℎl is

=>? (l) = 2 · (2= + 1)3 ,
and the complexity is similar to the interpolation.

From this investigation upon complexity, it is manifest that the hierarchical representation leading to$
(
2=3

)
operations

shall provide a more efficient method than the nodal representation with $
(
=3−1 · 2=3

)
operations.

3. Parallelization

3.1. A non exhaustive overview of optimizations and parallelizations of PIC methods on shared memory archi-
tectures. In PIC simulations, the implementations are usually memory-bounded rather than compute-bounded [4, 43].
The performance of the implementation, with respect to the computational time, is limited by the number of memory
accesses. For these kind of applications, multiplying the number of cores involved in the computation increases the
memory contention and in the end deteriorates the efficiency.

This feature of PIC methods lies in the interaction of the particles and the array used to accumulate their properties.
A particle contributes to the values stored on a limited sub-set of array indices corresponding to the cell it is contained
in. The particle being randomly distributed onto the computational domain and free to move during the simulation,
a naive implementation of PIC methods does not secure a contiguous access to both the array containing the particle
properties and the (grid) array accumulating the density (see figure 2). Indeed, the charge density accumulation,
sketched in algorithm 5, consists mainly in loading one particle coordinates, computing the grid cell it is contained in,
and accumulate the contribution to the 8 nodes of this cell. Two consecutive particles (with regard to their indices in the
particle coordinate array) may contribute to different cells in the density array. This entails either a contiguous memory
access in the particle array or in the density (grid) array. A similar issue characterizes the interpolation of the forces
from the grid onto the position of the particles. Though, the density accumulation and the field interpolation are only
two steps of the complete algorithm they account for a significant part of the computational time due to the tremendous
number of particles mandatory to mitigate the statistical noise.

Different workarounds are proposed, mainly based on a so-called sorting [7] of the particles. To this end, each
cell of the grid receive a rank, two cells contiguous in memory being associated to consecutive ranks. The particles
properties (position, velocity, etc.) are then stored in the particle arrays by rank of the cell they are contained in. By
this means, both the grid and the particle arrays may be accessed contiguously providing a better cache reuse for the
density accumulation and the field interpolation. Nonetheless, the particles shall be periodically sorted, since during the
computation they are likely to cross the cell boundary. This is thus a trade-off between the cost of re-sorting the particle
population and increasing the cache-miss rate during iterations. Different elaborated data structures are proposed to
alleviate the cost of the periodic particle sorting (see [4, 44] and [5, 6]). Another approach to mitigate the randomness
of the memory accesses is to consider domain decomposition [19, 42, 45] with subdomains so small that they can fit in
the cache system.

From the parallelization point of view, the parallelization of the particle-grid interaction (density accumulation) may
give rise to race conditions. The most obvious strategy consists in organizing the particles into clusters and distribute
these clusters onto the available cores. Different particles are then likely to provide contributions to a same grid node
which entails a race condition between different cores when writing at the samememory address. This issue is overcome
thanks to private copies of grid arrays and reduction operations.

Regarding the field interpolation and the particle pusher the operations related to different particles are independent.
Therefore the parallelization is quite straightforward but the scalability may be limited by the poor arithmetic intensity
of these steps. On NUMA architectures, the multiplication of core number comes with an increase of the memory
bandwidth: the cores are organized in NUMA domains associated to a local memory for which the access is faster
compared to that of an other NUMA domain. The parallelization strategy is tuned to cope with the hardware topology.
A SPMD (Single ProgramMultiple Data) is commonly deployed. The particle population is split into multiple samples,
one sample being stored in the memory of one NUMA domain and the related operations computed by the cores with
a fast access to this memory. The operations on each of the samples are finally reduced over the NUMA domains to
recover the complete statistic.

3.2. Sparse-PIC parallelization. Sparse grid applications to PIC methods are rather recent [17, 22, 39] and, to date,
no efficient implementation combining sound memory management and tailored parallelization strategies has been
provided. It is therefore the purpose of the present article. From equation (31), it is manifest that the number of particles
required to achieve a given statistical error is much smaller, by hundreds, for the sparse reconstruction. The consequence
is that the particle operations (particle pusher) or the operations interacting between the full grid and the particles (field
interpolation) are no longer the most time consuming operations. The interactions between the component grids and
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Algorithm 5 Projection or charge accumulation
Require: Array particle[:]
Ensure: Array grid[:] containing the charge density

for all particles do
Read positions of particles in particle array [:]
Determine ξ1, ..., ξ8 the eight nodes of the cell containing the particle
for i from 1 to 8 do

Determine the charge contribution d8 of the particle at the node ξ8
Add the contribution d8 in the grid array at position ξ8: grid[ξ8]← d8

end for
end for

fa
st

ax
is

cached grid data

•
1

•
2

•
3

a) full grid, particles not sorted

fa
st

ax
is

•
1

•
2

• 3

b) full grid, particles sorted

fa
st

ax
is

•
1

•
2

•3

c) sparse grid, particles not sorted

Figure 2. Cachememorymanagement during charge deposition step [45]. The particles are accessed
in order 1-2-3 . On panel a) the grid data are accessed non-contiguously and must be loaded from
the main memory. On panel b) the grid data are accessed contiguously and can be loaded from the
cache. On panel c) The grid data are accessed non-contiguously but can be load from the cache.

the particles (charge deposition) dominate the computational time because of the large number of these grids (about
one hundred). As a result, the strategies exposed in this section are strongly motivated by the mitigation of the charge
deposition computational load.

3.2.1. Sparse-PIC memory management and shared memory parallelization. The strategy proposed within the present
paper takes advantage of the extremely reduced memory footprint of sparse grids. Indeed the component grids are
stored in tiny array with 2=, 2=+1 or 2=+2 nodes when a full grid requires 23= nodes, = defining the spatial discretization
(ℎ= = 2−=). To emphasize this huge memory savings, consider a discretization parameter = ranging from 7 to 9
(corresponding to Cartesian grids with 1283 to 5123 nodes), the storage of the Cartesian grid requires 17MB, 134MB,
1GB which hardly fit in the last level cache memory. Conversely, the storage of the larger component grid requires then
4KB, 8KB, 16KB which fits in the L1 data cache memory of the cores of modern CPUs, 32KB being the standard for
the L1 data cache. Therefore two memory management policies, depicted in the algorithm 6, both deprived from any
particle sorting, may be proposed. Contrariwise, the array used to store the component grids are assumed to fit in the
highest level of cache memory, with random accesses to these arrays while the particle arrays are access contiguously.
However, these random accesses will not generate cache misses since the whole component grid fits in the L1-cache
(see figure 2).

The first strategy relies on computing the interaction of one particle with all the component grids at once, and then
proceed with the next particle. For each particle, the contributions are written successively in every array and thus, in
order to maximize memory reuse, the data of all arrays must fit in the cache memory. The size of all these arrays in
bytes is:

()>C0; =>. > 5 6A83 =>34B) · (B8I4 > 5 30C0CH?4) = 2=
(
7=2 − = + 2

)
· 8(43)

The second strategy is the opposite: first the interactions of all the particles are computed for one component grid
and then the algorithm proceeds with the following component grid. The size of the data that must fit in the cache
memory to maximize memory re-use is bounded by the size of the largest component grid:

(=>. > 5 2><?>=4=C 6A83 =>34B) · (B8I4 > 5 30C0CH?4) ≤ 2=+2 · 8,(44)
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which is smaller than in the case of the first policy.

Algorithm 6 Projection or charge accumulation (PIC-Sg)
Option 1: Particles-component grids loops

for all particles do
Read positions of particles in particle array
for all component grids do

Determine ξ1, ..., ξ8 the eight nodes of the cell containing the particle
for i from 1 to 8 do

Determine the charge contribution d8 of the particle at the node ξ8
Add the contribution d8 in the grid array at position ξ8: grid[ξ8]← d8

end for
end for

end for
Option 2: Component grids-particles loops

for all component grids do
for all particles do

Read positions of particles in particle array
Determine ξ1, ..., ξ8 the eight nodes of the cell containing the particle
for i from 1 to 8 do

Determine the charge contribution d8 of the particle at the node ξ8
Add the contribution d8 in the grid array at position ξ8: grid[ξ8]← d8

end for
end for

end for

The number of component grid ranges from 60 to more than 120 for = ranging from 7 to 10. The accumulation
of the density on these component grids is therefore expected to be the most time consuming task of the Sparse-PIC
algorithm. Nonetheless these tasks are arithmetic intensive and are therefore expected to offer a good scalability.

The parallelization strategy for shared memory architectures exploits the genuine parallelism of the accumulation
onto the different component grids. The component grids are arranged into groups and distributed onto the cores.
Each core executes successively the tasks (accumulation, field solver operations) on the component grid assigned to it;
eventually a reduction operation between the cores is performed to complete the combination step. In order to mitigate
the load imbalance for runs with a number of grids that does not match the number of cores, we consider clusters of
particles (i.e sub-samples of the particle population): the population of particle is subdivided into as many clusters as
the number of cores. It results in a number of tasks, a task being the accumulation of one particle cluster onto one
component grid, which is a multiple of the number of cores. Then, the tasks, i.e. the couples component grid-particle
cluster, are distributed onto the cores. Thanks to this procedure, the work load related to the density projection is
distributed onto the cores with an ideal balance irrespective to the number of cores and component grids.

The anisotropy, corollarily the number of grid nodes, takes an important part in the computational time imbalance
during the resolution of Poisson equation: the convergence of iterative methods necessitates more iterations for larger
systems and maximum refinement level ‖l‖∞. As a workaround, the grids are arranged in a decreasing order according
to their complexity in three groups (grid of complexity 2=+2, 2=+1 or 2=); then, in each group, the grids are arranged in
a decreasing order according to their maximum level of discretization ‖l‖∞.

Different strategies may be considered for the resolution of the Poisson equation. Within the Sparse-PIC method,
a Poisson problem shall be solved on each of the component grids. The first strategy consists therefore to distribute
the linear systems issued from the dicretization of the Poisson problem on the component grids onto the cores. The
advantage of this strategy lies in the very small size of the linear systems. Furthermore, the systems are independent.
Nonetheless, the load balance may be poor when the number of component grids is not a multiple of the number of
cores.

The second strategy consists in gathering all these problems inot a single (by block) linear system. Solving this
single system is a more computational expensive task, however it offers a better tuning of the load balance at the level
of the linear system solver.

Let us consider now the parallelization of the hierarchization (depicted in algorithm 4) and dehierarchization.
Although the procedures are similar, different strategies are considered. The former operates on the component grids
Ωℎl whereas the latter operates on the full grid Ω(∞)

ℎ=
. Since the hierarchization of the component grids is independent
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of each other, the parallelization is straightforward similarly to the resolution of the Poisson equation. Concerning the
dehierarchization, whose algorithm resembles algorithm 4, one shall notice, when proceeding a specific dimension 8,
that the operations are independent for each pole (see section 2.3.5). Thus an immediate parallelization, consisting
of a distribution of the poles onto the cores, may be conceived from this observation. Though, the access of the data
is not optimal for all but the innermost dimension. Indeed the grid nodes within a pole are potentially in different
cache lines. Different methods such as unrolled unidirectional hierarchization algorithm [31] using blocks of poles
or cache-oblivious hierarchization algorithm [32] subdividing the grid into smaller subproblems that completely fit
into the cache has been conceived in order to circumvent the issue; however such refinements have not proven to be
mandatory to obtain a good efficiency.

3.2.2. Parallelization for NUMA architectures. NUMA refers to non-uniformmemory architectures where the memory
access time depends on the memory location of the processors. The memory resides in separate regions, named NUMA
domains, and is assigned to groups of cores. A core assigned to a NUMA domain accesses data from its local memory
(data stored on the memory of its NUMA domain) much faster than the non-local memory (data stored on another
NUMA domain). In this section, we present a second parallelization strategy, tailored to NUMA architectures and
strongly inspired of the existing SPMD implementations for the standard method. It consists in a subdivision of the
particle population into samples, each associated and bound to one unique core or subset of cores. Private arrays and
reduction operations are used to avoid race conditions (update of the same memory address by different cores). The
efficiency of the strategy is limited by the memory architecture and bandwidth of the hardware since each core accesses
simultaneously to the particle data. Consequently the number of samples of particles shall be chosen accordingly to
the number of NUMA domains and distributed into the memory banks of these NUMA domains. In order to make
efficient use of this strategy, data should be as much as possible accessed within a NUMA domain. Therefore, several
implementation policies shall be respected *.

3.2.3. Embedding the different parallelization strategies. The different parallelization strategies, though presented
independently, shall be merged to define the most effective parallel implementation for a targetted hardware. The
population of particles is subdivided into samples of particles of the same size. The number of samples is intended
to equal the numbers of NUMA domains, each sample being assigned to a single NUMA domain. The parallelization
strategy detailed in 3.2.2 is then implemented in any of the NUMA domains: the local particle sample is decomposed
into clusters and the tasks cluster-component grids are distributed on the cores of the NUMA domain. The pros of this
strategy lies in the good exploitation of the increased memory bandwidth brought by the addition of NUMA domains.
On the opposite, this decomposition entails the reduction operation between different NUMA domains.

4. Numerical results

The domain is a periodic cubeΩ = (R/!Z)3, of dimension ! depending on theDebye length_� = (Y0:�)4/(@4=0))
1
2 ,

with the following charge, mass and temperature for the electrons @4 = 1.602 × 10−19 C, <4 = 9.109 × 10−31 kg,
)4 = 11600 K, and the Boltzmann constant :� = 1.38×10−23 m2 kg s−2 K−1. The electrons are immersed in a uniform,
immobile, background of ions (d8 = Q4/

∫
3x). The time discretization depends on the plasma frequency: C,ΔC ∝ l−1

? ,
l? = (@4=0/<4Y0)

1
2 .

To assess the performance of the parallelization strategies, we consider three different hardware:
• The fist hardware is a laptop equipped with Intel® Core™ i9-10885H CPU with 8 cores @2.40 GHz sharing a
L3 cache memory of 16MB. Random-Access Memory (RAM) size is 32GB. The memory is uniformly shared
by all cores with two memory channels and a maximum memory bandwidth of 45.8GB/s. The cache memory
is divided into a first level (L1 cache) dedicated for instructions (L1 I) and data (L1 D), both of 32KB, an
intermediate level cache for instructions and data (L2 I+D) of 256KB, both three specific for each core; and a
last level cache memory (L3 I+D) of 16MB shared by all the cores.

*The following implementation policies shall be respected:
• In order to access contiguously the particle data, the dimension dedicated to the ids of the particles inside the samples must be the fast

axis, e.g. in Fortran, the particle array must have the following form:

double particle_array[1 : #B , ...];

where #B stands for the number of particles in a sample.
• A thread shall be bound to an unique core throughout the simulation so it always has its data in cache and in the same locality region

(NUMA domain). It is ensured by the OMP_PROC_BIND=TRUE environment variable.
• The data must be initialized in their respective NUMA domain according to the "first touch" data placement policy.
• The cores of a NUMA domain work on the data stored into the memory local to the NUMA domain thanks to the numactl -l command.
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• The second hardware is a node of the supercomputer OLYMPE from CALMIP composed of two processors
Intel® Skylake 6140 @2.3 GHz with 18 cores. Each socket has a RAM of 192GB. The memory architecture
is uniform for the cores of one CPU with two controllers, six memory channels and a maximum memory
bandwidth of 119.21GB/s per socket (NUMA domain). The relative memory latency between the different
NUMA nodes is 21 in the Advanced Configuration and Power Interface System Locality Information Table
(ACPI SLIT), that is to say the latency between cores from different NUMA nodes is 2.1 times higher than
the latency between cores from the same node. Within each CPU, the cache memory is divided into a level
L1 cache memories of 32KB dedicated for instructions (L1 I) and data (L1 D), an intermediate level cache for
instructions and data (L2 I+D) of 1MB, the two first level of cache are specific to a core; the last level cache
memory (L3 I+D) of 24.75MB is shared by all the cores.
• The last hardware consists of a single computational server equipped with 128 cores in two AMD EPYC™

7713 Milan CPUs and RAM memory of 512GB. Each Milan socket has a maximum memory bandwidth
of 190.73GB/s (4 controllers, each controller has 2 memory channels). The memory architecture is non-
uniform within a CPU. It consists of four NUMA domains per socket, each containing sixteen cores and
64GB of memory. The relative memory latency is at best 12 between NUMA domains in the same socket
and 32 between domains from different sockets (in the ACPI SLIT). Each NUMA domain contains two Core
Complexes (CCX) of eight AMD ZEN 3 cores @2.0 GHz (altogether 64 cores per socket). Within the CCX,
the compute cores share a 32MB L3 cache, each core has an optimized 32KB L1 write-back cache and private
512 KB Unified (Instruction/Data) L2 cache.

NUMA #0 NUMA #2

NUMA #1

1 3

2

1 17 · · ·

2 18 · · ·
...

...
. . .

...

49 65

16 32 · · · 64

50

#4
#5
#6
#7

#0
#1
#2
#3

CCX #0

L3
ca
ch
e

L3
ca
ch
e

CCX #1#4
#5
#6
#7

#0
#1
#2
#3

1 component grid

1 sample of particles

#0 CPU cores

#1 global memory

high speed link
to global memory

CCX #2

L3
ca
ch
e

#4 #0
...

...

Figure 3. Embedded particle sample and component grids work sharing parallelization strategies
applied to the AMD EPYC™ 7713 Milan architecture. The particles are subdivided into samples, as
many as NUMA domains, and the 65 component grids (considered in this illustration) are distributed
to the cores of the corresponding NUMA domain, e.g. the grids 1, 17, 49 and 65 are distributed to
the core #0 of the CCX #0, one NUMA domain is composed of 2 Core Complex (CCX).
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Figure 4. Load balance strategy within a NUMA domain (illustrated here for one NUMA domain
within AMD EPYC™ 7713 Milan architecture composed with 2 CCX with 8 cores in a CCX). The
particle sample associated to a NUMA domain is subdivided into as many clusters as core within
the domain. The number of tasks, i.e. number of component grids*number of clusters (e.g. here
65 ∗ 16 = 1040 tasks), is a multiple of the number of cores in the domain. The work load is equally
distributed onto the cores.

The compilers used for the three hardware are respectively GNU Fortran version 9.4.0, IFORT version 18.0.2
and GNU Fortran version 10.2.1 with options -fopenmp -cpp and optimizations -Ofast or -O3. Frequency boost and
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hyperthreading are disabled. The code is executed with PETSc [3, 2] library for Poisson solver, using BiConjugate
Gradient Stabilized (BiCGSTAB) method with Geometric Algebraic MultiGrid (GAMG) preconditioner or MUMPS
[1] library with LU decomposition method. In this paper we consider two classical test cases:

• The 3D-3V non-linear Landau damping: the evolution in time of a perturbation known as the Landau damping
[34] is considered. A perturbation in a maxwellian equilibrium state of the distribution is considered:

54 (x, v) =
1

2c

3∏
8=1

(
1 + U8cos

(
V82cG
!

))
4
−‖v‖22

2 ,(45)

where ‖v‖22 = E2
1 + E

2
2 + E

2
3, U8 is the magnitude and V8 is the period of the perturbation in the 8Cℎ dimension.

Let U8 = 0.15, V8 = 3, 8 = 1, 2, 3 in equation (45), let ! = 160_� , ΔC = 1
20l

−1
? . The system is observed at time

) = 6l−1
? .

• The 3D-3V diocotron instability: a hollow profile is considered in the electron distribution, confined by a
magnetic field B [37], with the following Maxwellian distribution of electrons :

54 (x, v) =
W4
− (‖x−

!
2 ‖2−

!
4 )2

2(0.03!)2

0.03! (2c)2
4
−‖v‖22
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5 (x, v)3x3v = 1(46)
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!
2 )
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2 )

2 + (I − !
2 )

2. The external magnetic field is considered linear along the
I-axis B(I) = (0, 0, �I + 4I × 10−6) (�I = 2.2 × 10−5 T) and strong enough so that the electron dynamics is
dominated by advection in the self-consistent field E × B. Let the parameters be ! = 22_� , ΔC = 0.1l−1

? , the
system is observed at time ) = 80l−1

? .
Throughout this section the different methods presented previously, namely the sparse grid schemes with hierarchical

(PIC-HSg) or nodal combination (PIC-NSg), with first (PIC-HSg1) or second option (PIC-HSg2) (see algorithm 6)
and the standard scheme (PIC-Std), are investigated and compared. In order to provide a fair comparison between the
sparse grid methods and the standard methods, we introduce a naive implementation of the method (without sorting
of particles) and an implementation based on sorted particle data beforehand. These implementations provide lower
and upper bounds of the method efficiency. The numerical results upon the computational time consist of a mean of
the first five iterations of the scheme at the end of which only 4% of the particles have moved to a different cell of the
grid containing 1283 cells with 75 particles per cell in the standard case. In the following, the scheme is divided into
six steps, namely the projection of the density (charge accumulation) onto the grid (Proj), the resolution of the Poisson
equation (Pois), the differentiation of the electric potential (Diff), the pusher of particles (Push), the interpolation of
the electric field (F.Inter), the combination of the component grid contributions in either nodal or hierarchical basis
(Comb). An additional step is performed within the scheme for the review of the numerical results; the charge density
is reconstructed from all the component grid contributions and represented on the full grid.

4.1. Sequential performance. The performance of the different schemes carried out with one core (One AMD ZEN
3 core) is investigated. The reconstructions provided by the nodal basis and hierarchical basis are proved to be strictly
similar as foreseen by the proposition 2.2. Therefore, only the hierarchical reconstruction will be provided in the sequel.

First, the results of the computational time of the Poisson solver for each scheme with different methods (direct,
iterative) and configuration of the linear system (one large system or many small systems, see section 3.2.1) are
represented on figure 5. The benefit resulting from the reduction of the grid nodes is manifest on the computational
time of the linear system resolution. Indeed, dividing the mesh size by a factor 2, doubles the time of execution of
the sparse grid scheme with LU decomposition whereas it is multiplied by ten for the standard scheme. It results in a
significant difference between the two approaches, especially for fine spatial discretizations. The difference being of
three order of magnitude for 2563 grids. This efficiency deficit is predicted to deepen to four orders of magnitude for
10243 grids: the resolution lasts more than one hour for the standard method whereas the sparse grid resolution is done
in a tenth of a second. The conclusion is that for the Sparse-PIC methods the most efficient configurations are the LU
decomposition performed either on a large system or independently on each system.

Also, the computational time of one time iteration for the PIC-HSg and PIC-NSg schemes is represented on figure 5
for comparable configurations of grid and number of particles per cell, according to formulae (14), (31). The observation
upon the complexity of the combination in nodal and hierarchical basis presented in section 2.3.6 is verified here: the
computational load of the combination has been drastically mitigated (divided by 122 in the first and 240 in the second
configuration) by the transformation into the hierarchical basis (from 12.5% to 0.11% and 91% to 4% of time of one
iteration computational time). In the second test case, the combination in nodal basis takes a substantial amount of
time because there are more grid nodes (in the Cartesian grid) than particles (about 12 times more grid nodes). As a
result, the more efficient scheme on one core is the sparse grid scheme with the combination in hierarchical basis; and
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the combination in nodal basis is put aside of considerations in the following. As predicted in the previous sections,
the projection is by far the most costly operation within the sparse grid scheme (between 80% and 95 % of the time
of the iteration) because of the large number of component grids involved in the charge deposition. The others steps
are less time consuming than in the standard method because of the reduced number of particles and the smaller size
of the linear systems. Theses observations confirm that our efforts should be concentrated into the optimization and
parallelization of the projection.

The projection step is investigated in more details for the sparse grid schemes with both options of algorithm 6 on the
one hand, and the standard scheme with sorted and unsorted particles on the other hand. The computational time of the
step as a function of the grid discretization is represented on the panel a) of figure 6. The percentage of L1 data cache
misses relative to the total number of data accesses during the projection is represented on the panel b) of the figure 6.
An additional feature representing the storage requirements of the density array related to the memory size available on
the different platforms is provided on the panel c) of figure 6. In order to extend the conclusions drawn in this section
to the parallel implementation, in which each thread holds a copy of the (grid) to avoid the concurrent write accesses
between the threads (see section 3.1), the storage requirements of these copies are also represented when the data of
each thread exceed the L2 cache memory (limitation between private and shared memory of the threads). As a result
of better memory reuse, the second option (see algorithm 6) is twice as fast as the first one for any grid discretization.
The data of the second fit in the first level cache memory whereas the second one only fit in the second or last level
cache memory. The number of cache miss during the projection step is a lot more important with the first option than
the second one (especially for fine discretizations). In the latter case, the number of cache miss per memory access is
negligible and corresponds to the ratio of the standard scheme with the particle sorting, in which the data are accessed
contiguously. This result demonstrates that within our approach the cache memory management is close to optimal for
grids up to 10243 cells.

In order to estimate the statistical noise in the simulation, we consider a frozen number of particles per cell and
we examine the error of the density in !2-norm at initial time. Indeed, it is possible to assess precisely the error of
the density projected onto the grid for the different methods by comparison with the analytic expression of the initial
electron density. For grids with more than 643 cells, the grid-based error is negligible compared to the particle sampling
error (statistical noise), therefore the !2-norm of the density error gives us an estimation of the square root variance of
the statistical error V(V# ,ℎl )

1
2 defined by equation (12). The results of the electron density error are represented on the

panel b) of figure 7. The results reveal that the relations given by equations (14), (31) does not provide an equivalent
amount of statistical noise for both the standard and sparse grid schemes. It is indeed manifest on the figure 8 that,
for equivalent configurations, the statistical noise is drastically reduced in the Sparse-PIC computations. Actually, the
statistical error of the density is even slightly superior for the standard scheme with %2 = 500 (resp. %2 = 100) to that
of the sparse grid scheme with %2 = 63 (resp. %2 = 14). The consequence of it being that, for an equivalent amount of
statistical noise in the simulation, the number of particles in the sparse grid scheme can be drastically reduced (e.g. with
a 2563 grid and 100 particles per cell it can be reduced from 1.6 × 109 particles for the standard scheme to 9.9 × 105

particles for the sparse grid scheme, that is to say 1600 less particles). A section in I-direction of the electron density
deposited after two oscillations of the damping, at C = 6l−1

? (60 time steps), on a 1283 grid for the standard (panel a),
sparse grid (panel b) schemes with %2 = 500 and for the sparse grid scheme (panel c) with %2 = 63 is represented on
figure 9. The mitigation of the statistical noise is rather conspicuous for the sparse grid scheme and provides a sharper
representation of the density. Indeed the error seems slightly inferior for the sparse grid scheme with %2 = 63 than the
standard scheme with %2 = 500.

Table 1. Configurations and results of Landau damping test case; the standard PIC method with
particles sorting (first line) is considered as a reference.
Method Figure Nb. of particles Particle memory footprint Grid size Computational time

Reference→ PIC-SStd 9 a) 1.05 × 109 75 GB 1283 (%2 = 500) 100% (306.4s)
PIC-Sg 9 b) 1.3 × 107 (÷80) 936 MB 1283 (%2 = 500) 3% (9.9s)
PIC-Sg 9 c) 1.7 × 106 (÷617) 122 MB 1283 (%2 = 63) 0.4% (1.2s)
PIC-Sg 9 d) 1.05 × 108 6.5 GB 5123 (%2 = 500) \
PIC-Std \ 9.01 × 107 7.5 GB 1283 (%2 = 50) 4% (12s)

The computational time of one time iteration is compared between the standard and sparse grid schemes. The
execution time of an iteration, as well as the proportion of each step is represented on the left panel of figure 7.
The benefit of the sorting of particles is manifest on the grid/particles operations (i.e. the projection and the field
interpolation) for the standard scheme and results in an acceleration of 1.4 upon the time iteration compared to the
scheme without sorting. This is the result of a better cache memory reuse achieved by the sorting. Nonetheless this
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optimization concerns only the grid-particles operations, therefore it has no effects on the particle pusher which is the
most costly operation. One of the reason of the large computational time of the standard schemes is the substantial
amount of data to handle. Indeed, such a simulation with a 1283 grid and 500 particles per cell results in more than
70GB of data to store which exceed the memory limitation of one NUMA domain and thus the core that executes the
code has to access to remote memory (from other NUMA domains). As a comparison, a simulation with a 1283 grid
but only 50 particles per cell, so that the data entirely fit in the memory of a single NUMA domain, only requires 12s
(with sorted particle data), which is about 20 times less than the simulation with ten times more particles.
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Figure 7. Computational time on 1 AMD ZEN 3 core @2GHz of one iteration for the Landau
damping (panel a) and statistical noise at initialization (panel b). The statistical noise is roughly
equivalent for PIC-Std scheme with %2 = 500 (figure 9 a) (resp. %2 = 100) and PIC-Sg with %2 = 63
(figure 9 c) (resp. %2 = 14).

The gain provided by the sparse grid technique on the computational time is outstanding. The execution time of
the sparse grid scheme, with a statistical noise equivalent to the standard scheme, is reduced by more than 300 times.
The substantial gain is due to the reduction of the number of particles in the sparse schemes (about 600 less particles).
The computational time of particles operations, chiefly the field interpolation and the particle pusher, is negligible.
In addition, the sparse grid schemes offer a significant reduction of the grid operations (roughly 100 less grid nodes
for the sparse grid scheme). As a comparison, a simulation with a 5123 grid and %2 = 63, necessitating 25 times
less computational time than the standard one with a 1283 grid, is performed. Apart from the utter impossibility
of simulations in such configuration for standard schemes, because of memory limitations (it would require 5TB of
particle data as illustrated by the left panel of figure 11), the gap in term of complexity and computational time between
the standard and sparse grid schemes deepens as the grid is refined which is a promising feature for very demanding
simulations.

However, as put forward in [17], sparse grid reconstructions may fail to reproduce solutions with localized support
and steep gradients. As an illustration of this feature, we investigate the three-dimensional diocotron test case in which
instabilities caused by the magnetic field lead to the formation of a discrete number of vortices exhibiting the weaknesses
of the method. The three dimensional representation of the electron density, as well as a section in I-direction at the
middle of the domain, is represented on figure 10 at C = 80l−1

? , with a 1283 grid and %2 = 30 for the standard scheme
(panel a), with a 2563 grid and %2 = 5 for the sparse grid scheme without (panel b) and with the offset combination
technique (for the parameters (g0, g1) = (3, 6)) (panel c). The offset combination technique, introduced in [17], is an
alternative to the classical combination technique presented in section 2.3.2, consisting in an elimination of the most
anisotropic grids from the combination. Though the grid is more refined, the sparse grid scheme with the classical
combination technique fails to reproduce the fine structure of the density. One can see that the sparse grid reconstruction
has numerical diffusion and a tendency to flatten the steep gradients of the solution; yet, a finer reproduction of the
instability could be obtained with a refinement of the grid. Nonetheless the offset combination technique provides a
significant improvement of the sparse grid reconstructions and a mitigation of the statistical noise in comparison to the
standard approach, though with a significantly reduced number of particles.

4.2. Parallelization on uniform memory architecture. Let us now consider the parallelization on uniform memory
architecture: the first hardware considered in this paper: the Intel® Core™ i9-10885H CPU with eight cores. In
this section, the different parallelization strategies, namely particle sample and component grid work sharing, are
investigated separately and compared between them. In this section the resolution of the electric potential is not
parallelized. It is assumed to be negligible (see figure 5 a). In this section, we consider few particles per cell in the
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Figure 8. Representation of the electron density for the 3D-3V Landau damping simulation. Three
dimensional representation and section in z-dimension (x = (G1, G2,

!
4 )) after two oscillations (C =

6l−1
? , 60 time steps). The simulations have been performed with comparable configurations (grid

with 1283 cells and %2 = 100 particles per cell).

simulation and thus a poor statistical resolution, especially for the standard scheme, as a consequence of hardware
memory limitation. The memory requirements of the methods are illustrated on panel a) of figure 11.

Let us focus on the parallelization strategies for both standard and sparse grid schemes. The strong scaling of the
projection, field interpolation and particle pusher up to eight cores is represented on the panels b) and c) of figure 11
for different configurations of grid ranging from 323 to 5123 grid cells. For the standard scheme, the scalability of
the projection seems rather good for grids with less than a hundred nodes in each dimension, for which it drastically
deteriorates for the non-sorted data. This is caused by the size of all the thread copies of the density array exceeding
the size of the last level (L3) cache memory (see panel c) of figure 6). Indeed, since the data array is accessed with
a random pattern and the data does not fit in the cache, the number of cache misses is large and the multiplication of
the cores increases the memory contention to access the data stored in the RAM. Conversely, the sparse grid scheme
(with option 2 from alg. 6) demonstrates a scalability close to ideal. The grids involved in the projection fit in the first
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Figure 9. Representation of the electron density for the 3D-3V Landau damping simulation. Section
in z-dimension (x = (G1, G2,

!
4 )) after two oscillations (C = 6l−1

? ). Figures a) and c) have the same
statistical error but figure c) has more than 600 less particles than figure a). Figure a) requires 306.4
s per iteration (with sorted data), figure b) 9.9s per iteration and figure c) 1.2s per iteration, both on
one AMD ZEN 3 core @2GHz. Figure d) requires 31.8 s on eight cores Intel® Core™ i9-10885H.

level cache memory (private to each core). Actually the size of the data barely exceeds the first level cache memory
for discretization equivalent to 10243 grid cells (see panel c) of figure 6). The choice of the first option in alg. 6
reveals once more to bet he most effective since within the second option the grid data do not fit in the shared L2 cache
memory for discretizations above 1283 grid nodes. The scalability of the other steps, namely the pusher, combination
and field interpolation is less favorable, similar to the standard scheme, but these operations are negligible for the sparse
grid scheme due to the reduced number of particles and grid nodes. The loss of scalability for the combination step
derived from the access of non-contiguous data within a pole (as explained in section 3.2.1) and small number of poles
to parallelize (roughly 16 000). For the pusher of the particles the poor scalability is due to low arithmetic intensity
characterizing these operations (nine writes and eighteen reads, as a comparison the projection step has only three reads
upon the particle data).
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Figure 10. Representation of the electron density for the 3D-3V diocotron instability simulation at
C = 80l−1

? . A section in z-dimension (x = (G1, G2,
!
2 )) is also represented. The offset combination

technique [17] is used on figure c) with parameters (g0, g1) = (3, 6). Figure a) requires 10s (4.5 GB,
# = 6.2 × 107) per iteration, figure b) 0.49s per iteration (25MB, # = 3.5 × 105) and figure c) 5.1s
per iteration (619MB, # = 8.6 × 106), both on one AMD ZEN 3 core @2GHz.
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Figure 11. On panel a), the storage size of data (particle data, grid data, PETSc objects, etc.) is
represented as a function of the number of grid nodes and particles per cell. On panel b) and c), the
strong scaling of the projection, field interpolation and push steps up to 8 cores on a uniform memory
architecture (Intel® Core™ i9-10885H) are represented.

4.3. Parallelization onNUMAarchitecture. In this section, the different parallelization strategies, namely the particle
sample and component gridwork sharing, are investigated for the sparse grid scheme. Based on the hardware architecture
and the reflections of section 3, the population of particles is distributed onto the NUMA domains and the component
grids onto the cores of a NUMA domain. The set of component grids is replicated to match the number of particle
samples and accumulate the density carried by the sample. In the following, we denote by #6 the number of groups of
component grids and #B the number of samples of particles. A series of simulations is performed in order to assess the
strong scaling (when adding cores to a fixed discretization) of a time iteration.

Let us now consider a first non-uniform memory architecture: the two sockets Intel® Skylake 6140 @2.3 GHz of
18 cores (36 cores). The numerical results for the choice parallelization strategy on the the projection, as well as other
configurations and the other most costly operations (field interpolation, particle pusher, differentiation) up to 36 cores for
grids with 1283 and 2563 cells, 500 particles per cell are presented on panel b) of figure 12. The parallelization strategies
providing the best efficiency on the projection are the ones that do not stress the memory bandwidth: configurations
with two samples of particles ( i.e. as many as NUMA domains) and the one without any sampling of particles. Indeed,
when the number of samples of particles exceeds the number of NUMA domain, the threads access the memory in a
competing way and the scalability is deteriorated. Although the scalability of the projection is close to ideal on 36 cores,
the density projection remains by far the most costly operation within the scheme. As a result, the limited scalability
of other steps such as the pusher, the differentiation or the sequential execution of the Poisson solvers has a marginal
impact on the total speedup (of 27.3).

Then, a second non-uniform memory architecture is considered: the two sockets AMD EPYC™ 7713Milan with 64
cores per socket (128 cores). With this increased number of cores, the sequential Poisson solver is no longer negligible.
Therefore, the parallelization strategy based on the component grid work sharing is implemented. The linear systems
issued from the different component grids are distributed onto the cores. Though this strategy is not optimal, since it
entails a load imbalance, it permits to reduce the cost of this step of this algorithm and obtain a good scalability of the
Sparse-PIC method for tens of cores. A series of simulations is performed in order to assess the strong scaling of the
projection, which is by far the most costly operation of the sparse grid scheme as evidenced by the computational time
of an iteration on one core (see panel a) of figure 13). On this panel, the computational time of the PIC-HSg scheme
with one core and 128 cores, as well as the PIC-SStd scheme with 128 cores are represented. The projection remains
the most costly step (nearly 80 % of the time iteration) of the PIC-HSg scheme on one hundred of cores. Nonetheless,
for the PIC-Std scheme the resolution of the Poisson equation is sequential and counts for 70 % of the time iteration.
Therefore the comparison between the two methods with respect to the computational time of one complete iteration is
not fair in this configuration.

The scalability of the most costly steps within the Sparse-PIC method and the PIC-Std projection up to 128 cores
for grids with 1283 and 2563 cells, 500 particles per cell are presented on panel b) of figure 12. The configuration that
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Figure 12. On panel a) the computational time per time iteration for the PIC-HSg scheme on one
and 36 cores is represented. On panel b) the strong scaling of the projection step up to 36 cores is rep-
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denotes the number of cores). For the other steps than the projection, the configuration (#B , #6) is
not given since all provide similar results. Two Intel® Skylake 6140 CPUs.
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Figure 13. On panel a) the computational time per time iteration for the PIC-HSg and PIC-SStd
schemes on one and 128 cores is represented. The total iteration has a speedup of 101. On panel b)
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the configuration (#B , #6) is not given since all provide similar results. Two AMD EPYC™ 7713
CPUs.
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gives the best results and achieves a speedup of 126 is the one with eight samples of particles (as many as NUMA
domains). For different configurations of samples, the speedup is still close to ideal, which lead to the conclusion
that the parallelization strategy has not reach its scalability limit with one hundred of cores. The total speedup of one
time iteration is 101 with 128 cores. For the standard scheme, the scalability of the projection above 32 cores is poor;
the speedup ranges between 10 without sorting and 28 with sorted particles. The substantial difference between the
standard and the Sparse-PIC schemes can be explained from two observations: first, as already highlighted, the particle
sample work sharing parallelization strategy on its own may lead to increase of memory contention for a large number
of cores sharing the same sample; second, the sparse grid reconstructions offer a more favorable trade-off between
memory accesses and compute operations, resulting in an increased arithmetic intensity. Indeed the charge of one
particle is deposited onto each component grid, the array used to store these grids being nursed in the first level of the
cache memory, the contention of the RAM is alleviated and the scalability of Sparse-PIC algorithms is favored.

The same conclusions than in the uniformmemory architecture case can be drawn for the pusher andfield interpolation
steps. The scalability of the pusher is limited by the number of memory channels, and thus increases with the number
of NUMA domains used. The scalability of the resolution of Poisson is deteriorated by the load imbalance between the
grids (complexity, anisotropy).

5. Conclusions

In this paper, we have proposed parallelization strategies tailored to Sparse-PIC methods on shared memory archi-
tectures. The better control of the statistical error offered by Sparse-PIC reconstructions permits a substantial reduction
of the number of particles (up to 3 orders of magnitude). Conversely, the interactions of one particle (restricted to
the density projection for the algorithm implementing the hierarchization), shall be computed for tens to more than
one hundred component grids containing a very small number of nodes. Compared to standard PIC methods these
features bring significant changes in the ranking of the most consuming steps of the algorithm. The Poisson problem is
discretized on each of the component grid issuing linear system of tiny sizes which dramatically reduces the memory
footprint as well as the computational effort attached to the electric potential approximation. The reduced number of
particles, in addition to reduce massively the memory consumption, lowers the computational cost of the particle pusher
to a marginal contribution. In the end, the very majority of the computations are dedicated to the projection of the
particle properties onto the component grids. These operations are arithmetic intensive. The strategy proposed within
this paper takes profits of the particularly reduced footprint of the arrays storing each of the component grids. These
small arrays are entirely nursed in the first cache level of memory, providing fast access to non contiguous addresses,
thus removing the mandatory particle sorting used in standard PIC methods. The genuine parallelism of sparse grid
reconstructions permits an implementation with a scalability close to optimal (the efficiency reaches 126/128 on 128
cores) providing speed-ups of the global algorithms up to 100 on 128 cores.

From the numerical investigations carried out in this paper, it is manifest that the mean number of particle per cell
(%2) does not furnish an accurate estimator of the noise reduction. The reduction of the number of particles within
Sparse-PIC methods may be significantly strenghen to obtain a comparable numerical noise to that of standard PIC
methods. Therefore, the mathematical analysis of the statistical error within the sparse grid scheme and the number of
particles required to guarantee an equivalent noise in both schemes shall be part of further works.
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Appendix A. Appendix

proof of proposition 2.2. From the hierarchical basis representation of functions, it holds:
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Let us introduce the transformation from the nodal basis to the hierarchical basis in matrix formulation. Let
αl = (Uk,i)i∈Bℎk ,k≤l, �l = (Φℎl (jℎl))i∈�ℎl ∈

⊗3

9=1 R
2; 9 +1 be vectors with coordinates arranged in ascending order

according to their global position in each dimension, which are of the same size because of the definitions of Bℎl and
�ℎl . The hierarchization can thus be written as follows:
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where H (:)
;
∈ M2;+1 (R), : ∈ {1, ..., ; − 1} is defined by:

(H (:)
;
)8, 9 =


1 if 9 = 8
1
2 if 9 = 8 ± 2:−1 and 8 ∈ 2:Z/{0, 2;}
0 else

.(48)
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