Efficient Construction of Reversible Transducers from Regular Transducer Expressions
Paul Gastin, Luc Dartois, R. Govind, Shankara Narayanan Krishna

To cite this version:
Paul Gastin, Luc Dartois, R. Govind, Shankara Narayanan Krishna. Efficient Construction of Reversible Transducers from Regular Transducer Expressions. 37th Annual ACM/IEEE Symposium on Logic in Computer Science (LICS ’22), Aug 2022, Haifa, Israel. hal-03772628

HAL Id: hal-03772628
https://hal.science/hal-03772628
Submitted on 8 Sep 2022

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers. L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Efficient Construction of Reversible Transducers from Regular Transducer Expressions

Luc Dartois
Univ Paris Est Creteil, LACL, F-94010 Creteil, France
luc.dartois@lacl.fr

Paul Gastin
Université Paris-Saclay, ENS Paris-Saclay, CNRS, LMF, 91190, Gif-sur-Yvette, France
paul.gastin@lsv.fr

R. Govind
IIT Bombay, India
govind@cse.iitb.ac.in

Shankara Narayanan Krishna
IIT Bombay, India
krishnas@cse.iitb.ac.in

Abstract
The class of regular transformations has several equivalent characterizations such as functional MSO transductions, deterministic two-way transducers, streaming string transducers, as well as regular transducer expressions (RTE).

For algorithmic applications, it is very common and useful to transform a specification, here, an RTE, to a machine, here, a transducer. In this paper, we give an efficient construction of a two-way reversible transducer (2RFT) equivalent to a given RTE. 2RFTs are a well behaved class of transducers which are deterministic and co-deterministic (hence allows evaluation in linear time w.r.t. the input word), and where composition has only polynomial complexity.

We show that, for full RTE, the constructed 2RFT has size doubly exponential in the size of the expression, while, if the RTE does not use Hadamard product or chained-star, the constructed 2RFT has size exponential in the size of the RTE.

1 Introduction
One of the most celebrated results in theoretical computer science is the robust characterization of languages using machines, expressions and logic. For regular languages, these three dimensions are given by finite state automata, regular expressions as well as monadic second-order logic, while for aperiodic languages, the respective three pillars are counter-free automata, star-free expressions and first-order logic. The Büchi-Elgot-Trakhtenbrot theorem was generalized by Engelfriet and Hoogeboom, where regular transformations were defined using two-way transducers (2DFTs) as well as by the MSO transductions of Courcelle. The analogue of Kleene’s theorem for transformations was proposed by and, while proved the analogue of Schützenberger’s theorem for transformations. In another related work, proposes a translation from unambiguous two-way transducers to regular function expressions extending the Brzozowski and McCluskey algorithm. All these papers propose declarative languages which are expressive enough to capture all regular (respectively, aperiodic) transformations.
Our starting point in this paper is the combinator expressions presented in the declarative language RTE of \cite{8,9}. Like classical regular expressions, these expressions provide a robust foundation for specifying transducer patterns in a declarative manner, and can be widely used in practical applications. An important question left open in \cite{2,7,8} is the complexity of the procedure that builds the transducer from the combinator expressions. Providing efficient constructions of finite state transducers equivalent to expressions is a fundamental problem, and is often the first step of algorithmic applications, such as evaluation. In this paper, we focus on this problem. First, we recall the combinators from \cite{2,7,8} in order of increasing difficulty. It is known that the combinators of \cite{2} and \cite{8} are equivalent (they both characterize regular transformations), even though the notations differ slightly. Our contributions are closer to \cite{8}.

We begin presenting the combinators.

(i) The base combinator is \( e \mapsto v \) which maps any \( w \in L(e) \) to the (constant) value \( v \).

(ii) The sum combinator \( f + g \) where \( f \) or \( g \) is applied to the input \( w \) depending on whether \( w \in \text{dom}(f) \) or \( w \in \text{dom}(g) \).

(iii) The Cauchy product \( f \cdot g \) splits the input into two parts and outputs the concatenation of the results obtained by applying \( f \) on the first part and \( g \) on the second part, and

(iv) The star combinator \( f^* \) which splits the input into multiple parts and outputs the concatenation of evaluating \( f \) on the respective parts from left to right.

All these operators can be ambiguous and imply a relational semantics. We denote the fragment of RTE restricted to combinators \((i-iv)\) as RTE[Rat]; this fragment captures all rational transformations (those computed by a non-deterministic one way transducer, 1NFT).

(v) The reverse concatenation combinator \( f \circ g \) which works like \( f \cdot g \) except that the output is now the concatenation of the result of applying \( g \) on the second part of the split of the input followed by \( f \) on the first part,

(vi) The reverse star combinator \( f^* \) also like \( f^* \), splits the input into multiple parts but outputs the concatenation of evaluating \( f \) on each of the parts from right to left.

The fragment of RTE with combinators \((i-vi)\) is denoted RTE[Rat,\ldots,\ast,r].

Finally, we have the most involved combinators, namely

(vii) The Hadamard product \( f \odot g \), which outputs the concatenation of applying \( f \) on the input followed by applying \( g \) on the input, as long as the input is in the domain of both \( f \) and \( g \). With \( \odot \) also, we have the fragment RTE[Rat,\ldots,\ast,r,\odot].

(viii) The chained \( k \)-star \([e,f]^{k\ast} \) which factorizes an input \( w \) into \( u_1 u_2 \cdots u_n \), each \( u_i \) belonging to the language of \( e \), and applies \( f \) on all contiguous \( k \) blocks \( u_{i+1} \cdots u_{i+k} \), \( 0 \leq i \leq n-k \) and finally concatenates the result.

(ix) The reverse chained \( k \)-star \([e,f]^{k\ast} \) also factorizes an input \( w \) into \( u_1 u_2 \cdots u_n \), each \( u_i \) belonging to the language of \( e \), and applies \( f \) on all contiguous \( k \) blocks from the right to the left, and the result is concatenated.

RTE is the full class consisting of all combinators \((i-ix)\), and its unambiguous fragment is equivalent to regular transformations (those computed by a deterministic two-way transducer, 2DFT). Note that we consider chained \( k \)-star of \cite{7} here, even though chained 2-star suffice for expressing all regular transformations, since the idea of our construction is general.

**Our Contributions.** Given an RTE \( h \), we give an efficient procedure to directly construct a reversible two-way transducer that computes \( h \). Even though \cite{2} and \cite{8} construct SST/2DFT from combinator expressions,

1. they do not perform a complexity analysis,
2. the constructed machines in these papers rely on intermediate compositions, which incur an exponential blowup at each step, making them unsuitable in practice for applications,

3. translating the SST/2DFT from these papers into 2RFT results in a further exponential blow up. The emphasis on 2RFT is due to the fact that, unlike SST/2DFT, these machines incur only a polynomial complexity for composition, making them the preferred machine model for handling modular specifications.

We list our main contributions.

1. A clean semantics. As our first contribution, we propose a globally unambiguous semantics (gu-semantics for short) $L\{h\}^U$ for all $h \in$ RTE. The previous papers \[2, 8\] proposed a different unambiguous semantics for the product combinators $\&$, $\cdot$, $\circ$, that we refer to here as locally unambiguous semantics (lu-semantics for short) to distinguish from our gu-semantics (see Section 3.3 for a comparison). We now illustrate why the gu-semantics can be a preferred choice rather than the lu-semantics.

- Consider the Cauchy product $f \cdot g \cdot h$ with $\text{dom}(f) = \text{dom}(g) = \{a, aa\}, \text{dom}(h) = \{b, ab\}$, and $f(a) = c, f(aa) = cc, g(a) = d, g(aa) = dd, h(b) = e, h(ab) = ee$. Consider $w = aaab$. Under the lu-semantics, $w$ admits a unique factorization $(a \cdot a) \cdot ab$ for $(f \cdot g) \cdot h$ with $aa \in \text{dom}(f,g), ab \in \text{dom}(h)$. Also, $w$ admits a unique factorization $aa \cdot (a \cdot b)$ for $f \cdot (g \cdot h)$ with $aa \in \text{dom}(f), ab \in \text{dom}(g,h)$. Note that $a \cdot (aab)$ does not qualify as a factorization for $f \cdot (g \cdot h)$ since $aab$ has more than one factorization for $g \cdot h$. However, $((f \cdot g) \cdot h)(w) = cdee \neq cded = (f \cdot (g \cdot h))(w)$. For the gu-semantics, we define the unambiguous domain $\text{udom}(h)$ of an expression $h$ as the set of words which can be parsed unambiguously with respect to the global expression $h$. For the Cauchy product, $\text{udom}(f \cdot g)$ is the set of words $w$ having a unique factorization $w = u \cdot v$ with $u \in \text{dom}(f), v \in \text{dom}(g)$, and, in addition, $u \in \text{udom}(f), v \in \text{udom}(g)$. For the example above, we have $aaab \not\in \text{udom}((f \cdot g) \cdot h) = \text{udom}(f \cdot (g \cdot h))$. Thus, the Cauchy product is associative under the gu-semantics. Associativity is natural for the Cauchy product, and not having this is confusing for a user working on specifications in the lu-semantics.

- The lu-semantics of the Cauchy product used in previous papers \[2, 8\], allows to get symmetric differences of domains, hence also complements. Consider two regular expressions $e_1, e_2$ over alphabet $\Sigma$ and a marker $\$ \notin \Sigma$. For $i = 1, 2$ let $h_i = (e + \$e_i) \sqsubseteq \varepsilon$ with domain $\varepsilon + \$L(e_i)$. The domain of $h_1 \cdot h_2$ is $\varepsilon + \$ (L(e_1) \Delta L(e_2)) + \$ (L(e_1))$. If $L(e_2) = \Sigma^*$, we obtain the complement $\$ (\Sigma^* \setminus L(e_1))$. This explains that an exponential blow-up is unavoidable when dealing with the lu-semantics. Note that for a standalone expression $h_1 \cdot h_2$, the lu, gu semantics agree, however, things are different when one deals with a nested expression containing $h_1 \cdot h_2$. To illustrate this, consider the expression $h = (f_1 \cdot f_2) + f_3$. On an input $w$, $h(w) = f_3(w)$ if $w \notin \text{dom}(f_1 \cdot f_2)$. Next, to check if $w \in \text{dom}(f_1 \cdot f_2)$, one has to verify if $w$ has an unambiguous split as $u_1 u_2$ with $u_1 \in \text{dom}(f_1), u_2 \in \text{dom}(f_2)$. This requires us to complement the set of all words having more than one split $w = u_1 u_2$. Thus, evaluating $h$ on $w$ requires two nested complements. In general, evaluating an expression in lu-semantics may require arbitrary nested complementation. This is required due to the “local unambiguity check” at each local nesting level in the lu-semantics, accentuating the exponential blow up problem. In contrast, under the gu-semantics, the unambiguity requirement is at a global level.

To summarize, the lu-semantics of \[2, 8\] may be difficult to comprehend for a user specifying with RTE given that $\cdot$ is non-associative and the same kind of unexpected behaviours arises with iterations. It allows more inputs to be in the domain, but it may not be obvious to check if a given input is in the domain or to predict which output
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will be produced. Our $gu$-semantics on the other hand, is more intuitive, and hence easier to use. Another important point to note is that the $gu$-semantics does not restrict the expressiveness of RTEs. Although $[2, 8]$ proposed the $lu$-semantics and showed the equivalence between RTEs and SST/2DFT, it can be seen from their equivalence proofs that the RTE $h$ constructed there from a SST/2DFT $T$ satisfies $udom(h) = dom(T)$ and $\|h\|^U = \|T\|$.

2. Efficient Construction of 2RFT. The second contribution is the efficient construction of 2RFTs from RTE specifications. Given $h \in \text{RTE}$, and a word $w$, we first “parse” $w$ according to $h$ using a 1NFT $P_h$ called the parser (see Page 12 for a discussion why $P_h$ is a one way machine). The parsing relation of $h$ w.r.t. a word $w$, $P_h(w)$, can be seen as a traversal of possible parse trees of $w$ w.r.t. $h$. Examples are given in Sections 4 and 5. Each possible parsing in $P_h(w)$ introduces pairs of parentheses $(\cdot)$ to bracket the factor of $w$ matching subexpressions $h_i$ of $h$. To illustrate the need for such a parsing, consider the expression $h = f_1 \cdot (f_2 \circ f_3)$. To evaluate $h$ on some input $w$, one must guess the position in $w$ where the scope of $\text{dom}(f_1)$ ends, and $\text{dom}(f_2 \circ f_3)$ begins. Note that we must apply $f_2, f_3$ on the same suffix of $w$, necessitating a two way behaviour. After applying $f_2$ on a suffix $v$ of $w = u \cdot v$, one must come back to the beginning of $v$ to apply $f_3$. It is unclear how one can do this without inserting some markers, especially if the decomposition is ambiguous.

If $w$ does not have an unambiguous parsing w.r.t. $h$, then $P_h$ will non-deterministically produce the parsings of $w$. For each $\alpha \in \|P_h\|(w)$, the projection of $\alpha$ to $\Sigma$ is $w$. Next, we construct an evaluator which is a two-way reversible transducer (2RFT) $T_h$ which takes words in $P_h(w)$ as input, and produces words in $\|h\|^R(w)$, where $\|h\|^R$ denotes the relational semantics of $h$. That is, $\|h\|^R = \|T_h\| \circ P_h$.

2RFT for the globally unambiguous semantics. Note that the 1NFT $P_h$ does not check whether $w \in udom(h)$. To obtain the $gu$-semantics $\|h\|^U$, we have to restrict to words in $udom(h)$. This is achieved by proving that $udom(h)$ coincides with words $w \in \text{dom}(P_h)$ such that $|P_h(w)| = 1$. The unambiguity of the domain is checked by constructing an automaton that accepts the set of words having at most one parsing w.r.t. $h$. We construct a reversible automaton $B'$ of size $2^O(\|P_h\|^2)$ to do this, where $\|P_h\|$ denotes the size of $P_h$. Next, we uniformize $P_h$ to obtain a 2RFT $P'_h$ with the same domain as $P_h$ and such that $\|P'_h\| \leq \|P_h\|^R$: when running on $u \in \text{dom}(P_h)$, the 2RFT $P'_h$ produces some output $v$ such that $(u, v) \in \|P_h\|^R$. The size of $P'_h$ is $2^O(\|P_h\|^2)$. Then, we construct a machine $P'_h$ that first runs the automaton $B'$ without producing anything and then runs $P'_h$ if $B'$ has accepted. This transducer is reversible and computes the parsing relation on words belonging to $udom(h)$. Its size is $2^O(\|P_h\|^2)$. Finally, the composition of $T_h$ and $P'_h$ gives a 2RFT $T'_h$ which realizes $\|h\|^U$.

Figure 1 shows all the components used in our construction, and their interconnection: the parser $P_h$ (a 1NFT), the uniformizer $P'_h$ of the parser $P_h$ (a 2RFT), the functionality checker of the parser (NFA $B$ and RFA $B'$) and the final transducer $T_h$ (a 2RFT).

We now discuss the sizes of the 2RFT obtained for various RTE fragments.

- RTE[Rat]. In this case, the parser $P_h$ and the evaluator $T_h$ have sizes $\|P_h\|, \|T_h\| \leq |h|$. Thus, the composed machine obtained from $P'_h$ and $T_h$ has size $2^O(|h|^2)$. Notice that a one-way deterministic automaton accepting the domain of $h$ would already be of exponential size. Indeed we can use a standard construction producing a rational transducer from an expression $h \in \text{RTE}[\text{Rat}]$, but it would realize the relational semantics of $h$ and not its unambiguous semantics.

- RTE[\text{Rat}, \text{r}, \text{r}, \text{r}]. We have the same complexity here as for RTE[Rat]. Even if we add
on this fragment, the useful functions dup and rev which respectively duplicates and reverses the input, the complexity is still the same.

- RTE[Rat, , , , , , ] Unlike the Rat, , , , , , combiners, requires to read the input twice. It is noteworthy that our parser is still a NFT. However, in this case, its size is \( \|P_h\| \leq |h|^{\text{width}(h)} \) while \( \|T_h\| \leq 5|h| \). The width of an RTE is intuitively the maximal number of times a position in \( w \) needs to be read to produce the output. Even though our parser is still a NFT, its size is affected by the width. Notice that the domain of a Hadamard product \( h = f \circ g \) is the intersection of the domains of its arguments. Moreover, the parser may be used to recognize the domain of \( h \). This gives an exponential lower bound on the size of any possible parser for expressions in RTE[Rat, , , , , , ] (see Proposition [10]). For expressions \( h \in \text{RTE[Rat, , , , , , ]} \), the size of the final 2RFT \( T_h^U \) is \( 2^{O(|h|^2 \cdot \text{width}(h))} \). Note that the fragments RTE[Rat, , , , , , ] along with dup, rev have width \( h = 1 \).

- For full RTE, the parser \( P_h \) is still a NFT and the bounds are the same as RTE[Rat, , , , , , ], except now, we have \( \|T_h\| \leq 5|h|\cdot\text{width}(h) \).

Related Work. A paper which has looked at the evaluation of transducer expressions
is [1]. Here, the authors investigate the complexity of evaluation of a DReX program on a given input word. A DReX program is a combinator expression [2] and works with the lu-semantics. A major difference between [1] and our paper is that [1] does not construct a machine equivalent to a DReX program, citing complexity considerations and the difficulty in coming up with an automaton for the lu-semantics. Instead, [1] directly solves the evaluation problem using dynamic programming.

To the best of our knowledge, our paper is the first one to efficiently construct a 2RFT from an RTE. This 2RFT may be used to solve algorithmic problems on transformations specified by transducer expressions. One such problem is indeed the evaluation of any number of input words \( w \); we can simply run our constructed 2RFT on \( w \) in time linear in \( |w| \). Note that [1] also evaluates with the same linear bound, under what they call the “consistent” semantics, a restriction of the lu-semantics. The consistent semantics is also more restrictive than our gu-semantics. To mention an instance, the \texttt{combine}(f,g) combinator in [1] is analogous to the Hadamard product \( f \odot g \), with the added restriction that that \( \text{dom}(f) = \text{dom}(g) \). Our gu-semantics for \( f \odot g \) only requires that the input is in \( \text{dom}(f) \cap \text{dom}(g) \).

**Structure of the paper.** Section 2 introduces our models of automata and transducers while Section 3 defines the Regular Transducers Expressions, as well as the relational semantics and the unambiguous semantics considered throughout the paper. It also states our results. The following sections are devoted to the constructions of transducers and the proofs of our main results, in an incremental fashion: Section 4 treats the case of Rational relations, Section 5 handles some simple extensions, and Sections 6 and 7 treat the Hadamard product and \( k \)-star operators respectively. Finally, Section 8 shows how to compute a reversible transducer for the unambiguous semantics.

## 2 Automata and Transducers

**Automata.** Let \( \Sigma \) be an alphabet, i.e., a finite set of letters. A word \( u \) over \( \Sigma \) is a possibly empty sequence of letters. The set of words is denoted \( \Sigma^* \), with \( \varepsilon \) denoting the empty word. Given an alphabet \( \Sigma \), we denote by \( \Sigma_{\varepsilon, \varepsilon} \) the set \( \Sigma \cup \{ \varepsilon, \varepsilon \} \), where \( \varepsilon \) and \( \varepsilon \) are two fresh symbols called the left and right endmarkers. A two-way finite state automaton (2NFA) is a tuple \( \mathcal{A} = (\Sigma, Q, q_I, \Delta, F) \), where \( \Sigma \) is a finite alphabet, \( Q \) is a finite set of states partitioned into the set of forward states \( Q^+ \) and the set of backward states \( Q^- \), \( q_I \in Q^+ \) is the initial state, \( F \subseteq Q^+ \) is the set of final states, \( \Delta \subseteq Q \times \Sigma_{\varepsilon, \varepsilon} \times Q \) is the state transition relation. By convention, \( q_I \) and \( q_F \in F \) are the only forward states verifying \( (q_I, \varepsilon, q) \in \Delta \) and \( (q, \varepsilon, q_F) \in \Delta \) for some \( q \in Q \). However, for any backward state \( p^- \in Q^- \), \( \Delta \) might contain transitions \( (p^-, \varepsilon, q) \) and \( (q, \varepsilon, p^-) \), for some \( q \in Q \).

Before defining the semantics of our two-way automata, let us remark that we choose one of several equivalently expressive semantics of two-way. The particularity of the one we chose, which is the one in [6], is that (1) the reading head is put between positions rather than on, and (2) the set of states is divided into + states and − states. The advantage of this semantics is that the sign of a state defines what position the head reads both before and after this state in a valid run. A + state (resp. − state) reads the position to its right (resp. to its left) and the previous position read was on its left (resp. on its right). Intuitively, in a transition \( (p, a, q) \) both states move the reading head half a position, either to the right for + states or to the left for − states. Hence if \( p \) and \( q \) are of different signs, the reading head does not move, but the position read will be different.

We now formally define the semantics. A configuration \( u.p.u' \) of \( \mathcal{A} \) is composed of two words \( u, u' \) such that \( uu' \in \varepsilon \Sigma^* \varepsilon \) and a state \( p \in Q \). The configuration \( u.p.u' \) admits a set
Two transducers are called \( \Gamma \) reversible two-way transducer solves this problem by using the left endmarker. Let us consider the language \( \mathcal{L}_a \subseteq \{a, b\}^* \) composed of the words that contains at least one \( a \) symbol. This language is recognized by the deterministic one-way automaton \( \mathcal{A}_1 \) and represented in Figure 2a and by the reversible two-way automaton \( \mathcal{A}_2 \), represented in Figure 2b. Note that \( \mathcal{A}_1 \) is not co-deterministic in state 1 reading an \( a \). In fact, this language is not recognizable by a one-way reversible automaton because reading an \( a \) from state 1 cannot lead to state 0, and adding a new state simply moves the problem forward. The reversible two-way transducer solves this problem by using the left endmarker.

**Transducers.** A two-way finite state transducer (2NFT) is a tuple \( \mathcal{T} = (\Sigma, \Gamma, Q, q_1, F, \Delta, \mu) \), where \( \Gamma \) is a finite alphabet; \( A_T = (\Sigma, Q, q_1, F, \Delta, \mu) \) is a 2NFA, called the underlying automaton of \( T \); and \( \mu : \Delta \rightarrow \Gamma^* \) is the output function. A run of \( T \) is a run of its underlying automaton, and the language \( \mathcal{L}_T \) recognized by \( T \) is the language \( \mathcal{L}_{A_T} \subseteq \Sigma^* \) recognized by its underlying automaton. Given a run \( \rho \) of \( T \), we set \( \mu(\rho) \in \Gamma^* \) as the concatenation of the images by \( \mu \) of the transitions of \( T \) occurring along \( \rho \). The transduction \( R_T \subseteq \Sigma^* \times \Gamma^* \) defined by \( T \) is the set of pairs \((u, v)\) such that \( u \in \mathcal{L}_T \) and \( \mu(\rho) = v \) for an accepting run \( \rho \) of \( A_T \) on \( u \). Two transducers are called equivalent if they define the same transduction. A transducer \( T \) is respectively called one-way (1NFT), deterministic (2DFT), co-deterministic or reversible (2RFT), if its underlying automaton has the corresponding property.

Note that while a generic transducer defines a relation over words, a deterministic, co-deterministic or a reversible one defines a (partial) function from the input words to the output words since any input word has at most one accepting run, and hence at most one image. Extracting a maximal function from a relation is called a uniformization of a relation. Formally, given a relation on words \( R \subseteq \Sigma^* \times \Gamma^* \), a uniformization of \( R \) is a function \( f \) such that:

- \( \text{dom}(f) = \text{dom}(R) = \{ u \in \Sigma^* \mid \exists v \in \Gamma^*, (u, v) \in R \} \)
- \( \forall u \in \text{dom}(f), (u, f(u)) \in R \).
Intuitively, a uniformization chooses, for each left component of $R$, a unique right component. If $R$ is already a function, then it is its only possible uniformization.

Reversible transducers can be composed easily, and the composition can be done with a single machine having a polynomial number of states. Hence, when dealing with two-way machines, it is always beneficial to handle reversible machines. To this end, we specialize results from [6] and [11] respectively.

Lemma 1. Let $T$ be a 1NFT with $n$ states. Then we can construct a reversible 2RFT $T'$ such that $\llbracket T' \rrbracket$ is a uniformization of $\llbracket T \rrbracket$ and $T'$ has at most $144n^2 2^{2n}$ states.

Proof. Let $T$ be a 1NFT and $n$ its number of states. We write $T'$ as the composition $D \circ C$ where $C$ is a co-deterministic one-way transducer and $D$ is a deterministic one. The co-deterministic transducer $C$ is a classical powerset construction that computes and adds to the input the set of co-reachable states of $T$. Its number of states is at most $2^n$. The set of states of the deterministic transducer $D$ is the same as $T$, and at each step, if it is in a state $q$, it uses the information given by $C$ to select a successor of $q$ that is also co-reachable. It can be made deterministic by using an arbitrary global order on the set of states of $T$. Its number of states is then $n$.

We conclude on the size of $T'$ using two theorems from [6], stating that $C$ can be made into a reversible two-way $C'$ with $4m^2$ states with $m$ the number of states of $C$ (Theorem 2) and that $D$ can be made into a reversible $D'$ with $36n^2$ states (Theorem 3). Finally, $T'$ is defined as the composition $D' \circ C'$, whose number of states is at most $36n^2 \cdot 4(2^n)^2 = 144n^2 2^{2n}$. $\blacksquare$

We will also need a more specific result for computing the complement of an automaton. We rely on Proposition 4 of [11].

Lemma 2. Let $A$ be a 1NFT with $n$ states. Then we can compute a 2RFT $B$ such that $L(B)$ is the complement of $L(A)$, and $B$ has at most $2^n + 6$ states.

Proof. The proof is straightforward. First, we transform $A$ into a deterministic automaton $C$ by doing a classical powerset construction. Then $C$ has $2^n$ states. By inverting the accepting states, we obtain $C'$ which is deterministic and recognizes the complement of $L(C) = L(A)$. We conclude by using Proposition 4 of [11], which states that from a deterministic automaton $C'$, we can construct a 2RFT $B$ by adding 3 states to $C'$ and doubling its number of states. The resulting automaton $B$ is then reversible and its number of states is $2(2^n + 3) = 2^{n+1} + 6$. $\blacksquare$

### 3 Transducer expressions and their semantics

In this section, we formally define RTEs, and then propose the most natural relational semantics. Then we define the unambiguous domain of a relation, and propose our global unambiguous semantics (called unambiguous semantics from here on) as a restriction of the relational semantics to the unambiguous domain. As already mentioned in the introduction, this semantics refines the unambiguous semantics which has been proposed in earlier papers. Finally, we state the main results of the paper, and an overview of our results.

**Regular transducer expressions (RTEs).** Let $\Sigma$ be the input alphabet and $\Gamma$ be the output alphabet. For the combinator expressions, we use the following syntax:

$$h ::= e \Rightarrow v \mid h + h \mid h \cdot h \mid h^{-} h \mid h^{*} \mid h \cap h \mid [e, h]^{k*} \mid [e, h]^{k*}$$

where $e$ is a regular expression over $\Sigma$, $v \in \Gamma^*$ and $k \geq 1$. 
The semantics of the basic expression $e \Rightarrow v$ is the partial function with (constant) value $v$ and domain $L(e)$, the regular language denoted by $e$. For instance, the semantics of $\emptyset \Rightarrow v$ is the partial function with empty domain and the semantics of $\Sigma^* \Rightarrow v$ is the total constant function with value $v$. We use $\perp$ and $v$ as macros to respectively denote $\emptyset \Rightarrow e$ and $\Sigma^* \Rightarrow v$.

Since our goal is to construct “small” transducers from RTEs, we have to define formally the size of expressions. We use the classical syntax for regular expressions over $\Sigma$:

$$e ::= \emptyset \mid \varepsilon \mid a \mid e + e \mid e \cdot e \mid e^*$$

where $a \in \Sigma$. We also define inductively the number of literals occurring in a regular expression $e$, denoted by $n(e)$: $n(\emptyset) = n(\varepsilon) = 0$, $n(a) = 1$ for $a \in \Sigma$, $n(e_1 + e_2) = n(e_1) + n(e_2)$ and $n(e^*) = n(e_1)$. Notice that we have $n(e) \leq |e|$ for all regular expressions $e$, where $|e|$ denotes the standard size of expressions. Actually, if $e$ is not a single letter $a \in \Sigma$, we even have $1 + n(e) \leq |e|$.

Now, we define the size $|h|$ of a regular transducer expression $h$. For the base case, we define $|e \Rightarrow v| = 1 + (1 + n(e)) + |v|$. Note that when $v = \varepsilon$ it still contributes 1 to the size of $e \Rightarrow e$ since it appears as a symbol. Also, we have chosen that the regular expression $e$ contributes to $1 + n(e)$ in this size. This is because the number of states of the Glushkov automaton associated with $e$ (which will be used in our construction) is $1 + n(e)$.

As discussed above, unless $e$ is a single letter from $\Sigma$, we have $1 + n(e) \leq |e|$ (and otherwise $n(e) = 1 = |e|$). For the inductive cases, we let $|f + g| = |f \cdot g| = |f^*| = 1 + |f| + |g|$, $|f^*| = |f^*| = 1 + |f|$, and $|e, f|^{|} = |e, f|^{|} = 1 + n(e) + |f| + k + 1$.

3.1 Relational semantics

In general, the semantics of a regular transducer expression $h$ is a relation $\llbracket h \rrbracket^R \subseteq \Sigma^* \times \Gamma^*$. This is due to the fact that input words may be parsed in several ways according to a given expression. For instance, when applying a Cauchy product $h = f \cdot g$ to an input word $w \in \Sigma^*$, we split $w = uv$ and we output the concatenation of $f$ applied to $u$ and $g$ applied to $v$. There might be several decompositions $w = uv$ with $u \in \text{dom}(f)$ and $v \in \text{dom}(g)$, in which case, the parsing is ambiguous and $h$ applied to $w$ may result in several outputs.

We define inductively for an RTE $h$, the domain $\text{dom}(h) \subseteq \Sigma^*$ and the relational semantics $\llbracket h \rrbracket^R \subseteq \Sigma^* \times \Gamma^*$. As usual, for $u \in \Sigma^*$, we let $\llbracket h \rrbracket^R(u) = \{v \in \Gamma^* \mid (u, v) \in \llbracket h \rrbracket^R\}$.

We also define simultaneously the unambiguous domain $\text{udom}(h) \subseteq \Sigma^*$ which is the set of words $w \in \text{dom}(h)$ such that parsing $w$ according to $h$ is unambiguous. This is used in the next subsection to define a functional semantics.

- $h = e \Rightarrow v$: As already discussed, we set $\llbracket e \Rightarrow v \rrbracket^R = \{(u, v) \mid u \in L(e)\}$ and $\text{udom}(h) = \text{dom}(h) = L(e)$.
- $h = f + g$: We have $\text{dom}(f + g) = \text{dom}(f) \cup \text{dom}(g)$, $\llbracket f + g \rrbracket^R = \llbracket f \rrbracket^R \cup \llbracket g \rrbracket^R$ and $\text{udom}(f + g) = (\text{dom}(f) \setminus \text{dom}(g)) \cup (\text{dom}(g) \setminus \text{dom}(f))$.
- $h = f \cdot g$ (Cauchy product): We have $\text{dom}(f \cdot g) = \text{dom}(f) \cdot \text{dom}(g)$, for $w \in \Sigma^*$ we let $\llbracket f \cdot g \rrbracket^R(w) = \bigcup_{u \in \text{dom}(f)} \llbracket f \rrbracket^R(u) \cdot \llbracket g \rrbracket^R(v)$ and a word $w$ is in the unambiguous domain of $f \cdot g$ if there is a unique factorization $w = uv$ with $u \in \text{dom}(f)$ and $v \in \text{dom}(g)$ and moreover this factorization satisfies $u \in \text{udom}(f)$ and $v \in \text{udom}(g)$: $\text{udom}(f \cdot g) = (\text{udom}(f) \cdot \text{udom}(g)) \setminus \{(uvw \mid v \neq \varepsilon \text{ and } u, w \in \text{dom}(f) \text{ and } vw, w \in \text{dom}(g))\}$.
- $h = f^*$ (Kleene star): We have $\text{dom}(f^*) = \text{dom}(f)$, and for $w \in \Sigma^*$ we let $\llbracket f^* \rrbracket^R(w) = \bigcup_{u \in \text{dom}(f)} \llbracket f \rrbracket^R(u) \cdot \llbracket f^* \rrbracket^R(u)$. Notice that if $\llbracket f \rrbracket^R$ is proper, i.e., if $\varepsilon \notin \text{dom}(f)$, then we may restrict $n$ to at most $|w|$ in the union above. Otherwise, the union will have
infinitely many nonempty terms and $\|h\|_R(w)$ may be an infinite language. Finally, $\text{udom}(h)$ is the set of words $w \in \Sigma^*$ which have a unique factorization $w = u_1 \cdots u_n$ with $n \geq 0$ and $u_i \in \text{dom}(f)$ for all $1 \leq i \leq n$, and moreover, for this factorization, we have $u_i \in \text{udom}(f)$ for all $1 \leq i \leq n$. Notice that if $\varepsilon \in \text{dom}(f)$, then $\text{udom}(h) = \emptyset$.

- $h = f^*$ (reverse Kleene star): We have $\text{dom}(f^*) = \text{dom}(f^*)$, $\text{udom}(f^*) = \text{udom}(f^*)$, and for $w \in \Sigma^*$ we let $\|f^*\|_R(w) = \sum_{w = u_1 \cdots u_n} \|f\|_R(u_n) \cdots \|f\|_R(u_1)$.

- $h = f \circ g$ (Hadamard product): We have $\text{dom}(f \circ g) = \text{dom}(f) \cap \text{dom}(g)$, for $w \in \Sigma^*$ we let $\|f \circ g\|_R(w) = \|f\|_R(w) \cdot \|g\|_R(w)$ and $\text{udom}(f \circ g) = \text{udom}(f) \cap \text{udom}(g)$.

- $h = [e, f]^k$ (k-star): The domain of $h$ is the set of words $w \in \Sigma^*$ which have a factorization $w = u_1 \cdots u_n$ satisfying ($\dagger$), and moreover, for this factorization, we have $u_{i+1} \cdots u_{i+k} \in \text{dom}(f)$ for $0 \leq i \leq n - k$. For $w \in \Sigma^*$ we let

$$\|[e, f]^k\|_R(w) = \bigcup_{w = u_1 \cdots u_n, u_{i+1} \cdots u_{i+k} \in L(e)} \|f\|_R(u_{i+1} \cdots u_{i+k}) \cdot \prod_{i = 0}^{n-k} \|f\|_R(u_{i+1} \cdots u_{i+k}) .$$

Notice that a factorization $w = u_1 \cdots u_n$ with $n < k$ and $u_i \in L(e)$ for all $1 \leq i \leq n$, automatically satisfies ($\dagger$). Hence, $\bigcup_{n < k} L(e)^n \subseteq \text{dom}(h)$. Moreover, when $n < k$, the empty product in the definition above evaluates to $\{\varepsilon\}$ which is the unit for concatenation of languages. The unambiguous domain of $h$ is the set of words $w \in \text{dom}(h)$ which have a unique factorization $w = u_1 \cdots u_n$ satisfying ($\dagger$) and moreover, for this factorization, we have $u_{i+1} \cdots u_{i+k} \in \text{udom}(f)$ for all $0 \leq i \leq n - k$.

- $h = [e, f]^\ddagger$ (reverse k-star): We have $\text{dom}([e, f]^\ddagger) = \text{dom}([e, f]^k)$, $\text{udom}([e, f]^\ddagger) = \text{udom}([e, f]^k)$, and for $w \in \Sigma^*$ we let

$$\|[e, f]^\ddagger\|_R(w) = \bigcup_{w = u_1 \cdots u_n, u_{i-k+1} \cdots u_n, u_{i} \in L(e)} \|f\|_R(u_{i-k+1} \cdots u_n) \cdots \|f\|_R(u_1 \cdots u_k) .$$

We show that the inductive definitions of $\text{dom}(h)$ and $\text{udom}(h)$ indeed give the domain of the relation $\|h\|_R$ and ensure functionality. The proof is an easy structural induction.

**Lemma 3.** Let $h$ be an RTE and $w \in \Sigma^*$. Then, 1. $w \in \text{dom}(h)$ if and only if $\|h\|_R(w) \neq \emptyset$. 2. If $w \in \text{udom}(h)$, then $\|h\|_R(w)$ is a singleton.

### 3.2 Functional semantics

Our goal is now to define functions with regular transducer expressions $h$. This can be achieved by a restriction of the relational semantics $\|h\|_R$ to a suitable subset of the domain $\text{dom}(h)$.

The first natural idea is to restrict to the set of input words $w$ on which $h$ is functional. Formally, let $\text{fdom}(h) = \{w \in \text{dom}(h) \mid \|h\|_R(w) = 1\}$ be the functional domain of $h$. A functional semantics is obtained by restricting the relational semantics $\|h\|_R$ to the functional domain $\text{fdom}(h)$. The unacceptable problem with this approach is that $\text{fdom}(h)$ need not be regular. For instance, consider $h = f + g$ where $f = (a \cdot c + b \cdot \varepsilon)^*$ and $g = (a \cdot \varepsilon + b \cdot c)^*$. We have $\text{dom}(h) = \text{dom}(f) = \text{dom}(g) = \{a, b\}^*$. Both $f$ and $g$ are functional: for $w \in \{a, b\}^*$ we have $\|f\|_R(w) = \{c^{|w|}\}$ and $\|g\|_R(w) = \{c^{|w|}\}$. We deduce that $\text{fdom}(h)$ is the set of words with same number of $a$’s and $b$’s, which is not a regular set.

We adopt the next natural idea, which is to restrict the relational semantics $\|h\|_R$ to its unambiguous domain $\text{udom}(h)$ which ensures functionality by Lemma 3. It is not hard to check by structural induction that both $\text{dom}(h)$ and $\text{udom}(h)$ are regular languages over $\Sigma$. 
We define the unambiguous semantics as the restriction of the relational semantics \( [h] \) to the unambiguous domain \( \text{udom}(h) \). Formally, this is a partial function \( [h]^U : \Sigma^* \rightarrow \Gamma^* \) defined for \( w \in \text{udom}(h) \) by the equation \( [h]^U(w) = ([h]^U(w)) \).

### 3.3 Comparing the unambiguous semantics of [2], [8] with ours

1. **\( L/v \) of [2], \( \Sigma \):** \( v \vdash \Sigma \), our \( \Sigma \).
   - The base function \( L/v \) in [2] corresponds to our simple expression \( e \vdash v \) when \( L(e) = L \).
   - This can be written as a if-then-else \( \Sigma \). The semantics of if-then-else \( \Sigma \) checks if \( w \) is in the regular language \( K \) or not, and appropriately produces \( f(w) \) or \( g(w) \).

2. **\( f \bowtie g \):** \( f \bowtie g \) maps an input \( w \) to \( f(w) \) if it is in \( \text{dom}(f) \), and otherwise it maps it to \( g(w) \). This can again be written as the \( \text{dom}(f) ? f : g \) of [2].
   - The conditional choice combinator \( f \bowtie g \) of [2] produces all possible \( f \bowtie g \) for \( w \).
   - Our analogue of this is \( f \bowtie g \). Note that when \( \text{dom}(f) \cap \text{dom}(g) = \emptyset \), all these combinators coincide.

3. **\( f \circ g \):** \( f \circ g \) maps \( u \) to \( f \circ g \) if \( u \) is in \( \text{dom}(f) \). This agrees with our \( f \circ g \) of [2], which when applied on \( u \) produces \( f(\underbrace{v \cdot \cdots \cdot v}_n) \) if \( v \) is in \( \text{dom}(g) \).
   - The split-sum combinator \( f \circ g \) of [2] is the Cauchy product \( f \circ g \).
   - The semantics of \( f \circ g \), when applied on \( w \in \Sigma^* \) produces \( f(u) \cdot g(v) \) if there is a unique factorization \( w = u \cdot v \) with \( u \in \text{dom}(f) \) and \( v \in \text{dom}(g) \).
   - Our analogue is \( f \circ g \). As mentioned in the introduction, \( f \circ g \) is different from our Cauchy product \( f \circ g \), which works on \( \text{udom}(h) \).

4. **\( \Sigma f \):** \( \Sigma f \) is the Kleene-plus \( \Sigma f \) which, when applied to \( w \in \Sigma^* \) produces \( f(u_1) \cdots f(u_n) \) if \( w = u_1 \cdots u_n \) is an unambiguous factorization of \( w \), with each \( u_i \in \text{dom}(f) \).
   - This has the same problems as the Cauchy product compared to our \( f^* \).

5. **\( f \cdot g \):** \( f \cdot g \) maps \( u \) to \( f \cdot g \) if \( u \) is in \( \text{dom}(f) \). This agrees with our \( f \cdot g \).
   - The sum \( f \cdot g \) of two functions in [2] is the Hadamard product \( f \cdot g \), which when applied on \( u \) produces \( f(u) \cdot g(u) \), provided \( u \in \text{dom}(f) \cap \text{dom}(g) \).

6. **\( \Sigma f \cdot L \):** \( \Sigma f \cdot L \) is the Kleene-star \( \Sigma f \cdot L \) which, when applied to \( w \) having a unique factorization \( w = u_1 \cdot u_2 \cdots u_n \) with \( n \geq 1 \) and \( u_i \in L \), produces \( f(u_1 \cdot u_2 \cdots u_n) = f(u_1 \cdots u_n) \) instead of \( f(u_1 \cdots u_n) \). We consider \( [L, f]^* \) instead of \( [L, f]^{\Sigma} \) in this paper, and we additionally check if the blocks \( u_{i+1} \cdots u_{i+k} \in \text{udom}(f) \) for all \( 0 \leq i \leq n-k \).

To summarize, our notion of unambiguity is a global one, compared to the notion in [2], [8], which checks it only at a local level, thereby leading to the undesirable properties as pointed out already for the Cauchy, Kleene-star operators.

### 3.4 Main results

The goal of the paper is to construct efficiently, a two-way reversible transducer equivalent to a given RTE under the unambiguous semantics. Consider an RTE \( h \) and some word \( w \in \text{dom}(h) \). We first parse \( w \) by adding some marker symbols \( (f)_i \) inside \( w \), signifying the scope of the subexpressions \( f \) in \( h \). If \( w \notin \text{udom}(h) \), then there can be many ways of parsing \( w \). We build a non-deterministic one-way transducer \( P_h \) which produces all possible parsings of \( w \). Figure 1 helps to get an overview of the construction. We check if \( w \) has at
most one parsing using a 2RFA $B'$; and if so, apply the uniformized parser transducer $T'_h$ on $w$ to obtain the unique parsing of $w$. $T'_h$ represents the sequential composition of $B'$ and $P_h$. Finally, the parsing of $w$, $P_h(w)$ is taken as input by a 2RFT, the evaluator transducer $T_h$, and produces the output of $w$ according to $h$, making use of the markers.

**Why not a 2-way machine for the parser?** A natural question to ask is whether we can have a two-way transducer for $P_h$ or even directly construct a two-way machine that evaluates $h$. We discuss some difficulties in this direction. Consider for instance $h = f \cdot g$. We could have a non-deterministic two-way transducer (2NFT) which guesses the point where the scope of $\dom(f)$ ends in the input $w$ and where $\dom(g)$ begins; if $w \notin \udom(h)$, it is unclear if in the backward sweep, the machine can go back to this correct point so as to apply $f, g$. On another note, if we design a 2NFT which first inserts a marker where the scope of $\dom(f)$ ends and $\dom(g)$ begins, and a second 2NFT which processes this, we will require the composition of these two machines. It is unclear how we can go about composition of two 2NFTs. Irrespective of these difficulties, a 1NFT is easier to use anytime than a 2NFT, if one can construct one, justifying our choice.

In Section 4, we define the parsing relation and construct the corresponding parser and evaluator for RTE[Rat], and then extend to RTE[Rat, $\cdot$, $\ast$, $\cdot$] in Section 5. For these fragments, both the parser and the evaluator have size linear in the given expression. In Section 6, we extend the constructions to handle Hadamard product. There, we show that the size of the parser for $h$ is at most exponential in a new parameter, called the width of $h$. Section 7 concludes by showing how to handle the k-star operators.

We define the width of an RTE $h$, denoted width($h$), intuitively as the maximum number of times a position in $w$ needs to be read to output $h(w)$: $\text{width}(e = v) = 1$, $\text{width}(f + g) = \text{width}(f \cdot g) = \max(\text{width}(f), \text{width}(g))$, $\text{width}(f^{\ast}) = \text{width}(f)$, $\text{width}(f \circ g) = \text{width}(f) + \text{width}(g)$ and $\text{width}([e, f]^{\ast}) = 2 + k \times \text{width}(f)$. Note that, for $k$-star and reverse $k$-star, we define the width as $2 + k \times \text{width}(f)$ instead of $1 + k \times \text{width}(f)$ simply to get a uniform expression for the complexity bounds.

We are ready to state our main theorems, which are proven for each fragment in the corresponding sections.

> **Theorem 4.** Let $h$ be a regular transducer expression. We can define a parsing relation $P_h$, and construct an evaluator $T_h$ and a parser $P_h$ such that

1. We have $\dom(P_h) = \dom(h)$ and $\udom(h) = \fdom(P_h)$.
   Moreover, for each $w \in \dom(h)$ and $\alpha \in P_h(w)$, the projection of $\alpha$ on $\Sigma$ is $\pi_{\Sigma}(\alpha) = w$.
2. The evaluator $T_h$ is a 2RFT and, when composed with the parsing relation $P_h$, it computes the relational semantics of $h$: $\llbracket h \rrbracket^R = \llbracket T_h \rrbracket \circ P_h$.
   Moreover, the number of states of the evaluator is $\|T_h\| \leq 5|\text{width}(h)|$.
   If $h$ does not use k-star or reverse k-star, then $\|T_h\| \leq 5|h|$.
3. The parser $P_h$ is a 1NFT which computes the parsing relation $\|P_h\|^R = P_h$.
   The number of states of the parser is $\|P_h\| \leq |h|^{\text{width}(h)}$.
   If $h$ does not use Hadamard product or k-star or reverse k-star then $\|P_h\| \leq |h|$.

> **Theorem 5.** Let $h$ be a regular transducer expression. We can construct a 2RFT $T_h^U$ which computes the unambiguous semantics of $h$: $\llbracket h \rrbracket^U = \llbracket T_h^U \rrbracket$. The number of states of $T_h^U$ is $\|T_h^U\| \leq 2^{O(|h|^{2-\text{width}(h)})}$. Moreover, if $h$ does not use Hadamard product, k-star or reverse k-star, the number of states of $T_h^U$ is $2^{O(|h|^2)}$.

Theorem 4 is proved in the following sections. The statements for rational functions are proved in Lemma 6. Section 4 shows that the result still hold when the rational functions are enriched with reverse products. Lemmas 7, 8 and 9 respectively show that items 1,2 and
3 still hold when the Hadamard product is present, and finally Lemmas 12, 13 and 14 extend this to the full RTEs. Theorem 5 is proved in Section 8.

4 Rational functions

In this section, we deal with rational transducer expressions which consist of the fragment of regular transducer expressions defined by the syntax:

\[ h ::= e \triangleright v \mid h + h \mid h \cdot h \mid h^* \]

where \( e \) is a regular expression over the input alphabet \( \Sigma \) and \( v \in \Gamma^* \). The semantics \([h]^R\) and \([h]^U\) are inherited from RTEs (Section 3).

Our goal is to parse an input word \( w \in \Sigma^* \) according to a given rational transducer expression \( h \) and to insert markers resulting in parsed words \( \alpha \in P_h(w) \). From these marked words, it will be easier to compute the value defined by the expression, especially in the forthcoming sections where we also deal with Hadamard product, reverse Cauchy product, reverse Kleene star, and (reverse) \( k \)-star.

We construct a 1-way non-deterministic transducer (1NFT) \( \mathcal{P}_h \) which computes the parsing relation \( P_h \). We also construct a 2-way reversible transducer (2RFT) \( \mathcal{T}_h \), called the evaluator, such that \([h]^R = \mathcal{T}_h \circ P_h\).

In this section, for a rational transducer expression \( h \), both \( \mathcal{P}_h \) and \( \mathcal{T}_h \) will have a number of states linear in the size of \( h \). We denote by \( |\mathcal{T}| \) the number of states of a transducer \( \mathcal{T} \), sometimes also called the size of \( \mathcal{T} \). The evaluator \( \mathcal{T}_h \) will actually be 1-way, i.e., it is a 1RFT.

Parsing and Evaluation

The parser of an expression \( h \) will not try to check that a given input word \( w \) can be unambiguously parsed according to \( h \). Instead, it will compute the set \( P_h(w) \) of all possible ways to parse \( w \) w.r.t. \( h \). Hence, we define a parsing relation \( P_h \).

We start with an example on a classical regular expression \( e = a^* \cdot b + a \cdot b^* \). For each occurrence of a subexpression \( e_i \), we introduce a pair of parentheses \(( \cdot \) \) which is used to bracket the factor of the input word matching \( e_i \). The above expression \( e \) has 9 occurrences of subexpressions: \( e_1 = a, e_2 = e_1^*, e_3 = b, e_4 = e_2 \cdot e_3, e_5 = a, e_6 = b, e_7 = e_3, e_8 = e_5 \cdot e_7 \) and \( e_9 = e_4 + e_8 = e \). Hence, we use 9 pairs of parentheses \(( \cdot \) \) for \( 1 \leq i \leq 9 \). The input word \( aab \) can be unambiguously parsed according to \( e \), whereas the input word \( ab \) admits two parsings:

\[ P_e(aab) = \{(a\{(a\{a\})\{(a\}{b\})\{b\})\{b\})\{b\})\}\]
\[ P_e(ab) = \{(a\{(a\{a\})\{(a\}{b\})\{b\})\{b\})\{b\})\} \]

Observe that the parsing of a word w.r.t. an expression \( e \) can be viewed as the traversal of the parse tree of \( w \) w.r.t. \( e \). For instance, in Figure 4 we depict the unique parse tree of the word \( aab \) w.r.t. \( e \) given above. We also give the two parse trees of the word \( ab \) w.r.t. \( e \).

Below, we define inductively the parsing relation \( P_h \) for a rational transducer expression \( h \). As in the examples above, when \( \alpha \in P_h(w) \) with \( w \in \Sigma^* \), then the projection of \( \alpha \) on \( \Sigma^* \) is \( w \). We simultaneously define the 1NFT parser \( \mathcal{P}_h \) which implements \( P_h \) and the 2RFT evaluator \( \mathcal{T}_h \). The Parser \( \mathcal{P}_h \) is a 1NFT satisfying the following invariants:

1. \( \mathcal{P}_h \) has a unique initial state \( q_0^h \), which has no incoming transitions,
2. \( \mathcal{P}_h \) has a unique final state \( q^h_F \), which has no outgoing transitions,
3. a transition of $P_h$ either reads a visible letter $a \neq \varepsilon$ and outputs $a$, or it reads $\varepsilon$ and outputs $i$ or $j$, where $f$ is some subexpression of $h$.

The Evaluator $T_h$ is a reversible transducer that computes $h$ when composed with $P_h(w)$. It will be of the form given in Figure 3 where $(.,.)$ is the pair of parentheses associated with (this occurrence of the transducer expression) $h$. It always starts on the left of its input, and ends on the right. This is trivial in this section as $T_h$ is one-way, but is a useful invariant in the following sections. Note that an output denoted $\varepsilon$ on a transition stands for any word $v \in \Gamma^*$. In all our figures, we will often use $P_f$ and $T_f$ for $f$ a subexpression of $h$. Everytime, we separate the initial and final states of these machines from the main part which will be represented by a rectangle. This choice allows us to highlight the particular role of these states which are the unique entry and exit points. Nevertheless, they are still states of $P_f$ and $T_f$ when counting the number of states.

Let $h = e \mapsto v$ be a basic expression. The parsing relation is defined by $P_h(w) = \{(.,w,.)\mid w \in L(e)\}$. Here, $P_h$ is actually functional and we have $\text{dom}(P_h) = L(e) = \text{fdom}(P_h)$. Notice that $L(e) = \text{dom}(h) = \text{udom}(h)$.

Let $A_e$ be the non-deterministic Glushkov automaton that recognizes $L(e)$. Recall that $A_e$ has a unique initial state $q_0^e$ with no incoming transitions. Also, the number of states of $A_e$ is $1 + \text{nl}(e)$ where $\text{nl}(e)$ is the number of literals in the regular expression $e$ which denotes the language $L(e)$, \[12\].

Then, let $A'_e$ be the transducer with $A_e$ as the underlying input automaton and such that each transition simply copies the input letter to the output. The INFT $A'_e$ realizes the identity function restricted to the domain $L(e)$. The parser $P_h$ is then $A'_e$ enriched with an initial and a final states $q_0^h$ and $q_f^h$, and transitions $q_0^h \xrightarrow{\varepsilon} q_0^h$ and $q \xrightarrow{\varepsilon} q_f^h$ for $q \in F_{A_e}$, as given on Figure 5. The number of states in $P_h$ is $|P_h| = \text{nl}(e) + 3 \leq |h|$.

Notice that $P_h$ is possibly non-deterministic due to the Glushkov automaton $A_e$. But it is functional and realizes the parsing relation: $\|P_h\|^R = P_h$.

The evaluator $T_h$ for $h = e \mapsto v$, as given in Figure 6, simply reads $(.,\Sigma^*,.)$ and outputs $v$ while reading $\varepsilon$, satisfying the format described in Figure 4.
Remark that in this case the evaluator $T_h$ is independent of $e$, since the filtering on the domain $L(e)$ is done by the parser $P_h$ and not the evaluator $T_h$. We have $\|T_h\| = 3 \leq |h|$. Also, for all $w \in L(e)$ we have $P_h(w) = \{(\alpha w \lambda)\}$ and $\|T_h\|(\alpha w \lambda) = v$. Therefore, $\|h\| = \|T_h\| \circ P_h$.

Let $h = f + g$ and let $(\alpha \beta) \in \Sigma^*$ be the associated pair of parentheses. Then, for all $w \in \Sigma^*$, $P_h(w) = \{(\alpha \beta) \mid \alpha \in P_f(w) \cup P_g(w)\}$. We have $\text{dom}(P_h) = \text{dom}(P_f) \cup \text{dom}(P_g) = \text{dom}(f) \cup \text{dom}(g) = \text{dom}(h)$. Notice that here the parsing relation is not functional when $\text{dom}(f) \cap \text{dom}(g) \neq \emptyset$.

The parser $P_h$ is as depicted in Figure 7 where the three pink states are merged and similarly the three blue states are merged so that the number of states of $P_h$ is $\|P_h\| = \|P_f\| + \|P_g\| \leq |f| + |g| < |h|$. Clearly, $\|P_h\|^R = P_h$.

The evaluator $T_h$ for $h = f + g$ is as given in Figure 8. The initial states of $T_f$ and $T_g$ have been merged in the pink state, similarly the final states of $T_f$ and $T_g$ have been merged in the blue state. $T_h$ first reads $\epsilon$ and goes to a common initial state of $T_f$ and $T_g$, then goes to the corresponding evaluator depending on whether it reads $\epsilon$ or $\epsilon$. When reading $\epsilon$ or $\epsilon$ it goes to a common state instead of their final one, where it go to the unique final state by $\epsilon$ and producing $\epsilon$. We have $\|T_h\| = \|T_f\| + \|T_g\| \leq |f| + |g| < |h|$.

Let $h = f \cdot g$ and let $(\alpha \beta) \in \Sigma^*$ be the associated pair of parentheses. Then, for all $w \in \Sigma^*$, $P_h(w) = \{(\alpha \beta) \mid w = uv, \alpha \in P_f(u), \beta \in P_g(v)\}$. We have $\text{dom}(P_h) = \text{dom}(P_f) \cdot \text{dom}(P_g)$.
dom(\(P_g\)) = dom(\(f\)) \cdot \text{dom}(\(g\)) = \text{dom}(\(h\)). Notice again that if the product of languages \(\text{dom}(\(f\)) \cdot \text{dom}(\(g\))\) is ambiguous, then \(P_h\) is not functional.

The parser \(\mathcal{P}_h\) is given in Figure 9, where the two pink states are merged so that the number of states of \(\mathcal{P}_h\) is \(\|\mathcal{P}_h\| = 1 + \|\mathcal{P}_f\| + \|\mathcal{P}_g\| \leq 1 + |f| + |g| = |h|\). We have, \(\|\mathcal{P}_h\|^R = P_h\).

The evaluator \(\mathcal{T}_h\) for \(h = f \cdot g\) is as given in Figure 10. The final state of \(\mathcal{T}_f\) is merged with the initial state of \(\mathcal{T}_g\). We have \(\|\mathcal{T}_h\| = 1 + \|\mathcal{T}_f\| + \|\mathcal{T}_g\| \leq 1 + |f| + |g| = |h|\).

Let \(h = f^*\) and let \((\(a_1, \ldots, a_n\))\) be the associated pair of parentheses. Then, for all \(w \in \Sigma^*, P_h(w) = \{\(a_1, \ldots, a_n, \alpha_{i+1}, \ldots, \alpha_n\) \mid w = u_1 \cdots u_n\text{ and }\alpha_i \in P_f(u_i)\text{ for all }1 \leq i \leq n\}\). We have \(\text{dom}(\(P_h\)) = \text{dom}(\(P_g\))^* = \text{dom}(\(f\))^* = \text{dom}(\(h\))\). As above, if the Kleene star of the language \(\text{dom}(\(f\))\) is ambiguous, then \(P_h\) is not functional.

The parser \(\mathcal{P}_h\) is as given in Figure 11, where the three pink states are merged so that the number of states of \(\mathcal{P}_h\) is \(\|\mathcal{P}_h\| = 1 + \|\mathcal{P}_f\| \leq 1 + |f| = |h|\). It is easy to see that \(\|\mathcal{P}_h\|^R = P_h\).

The evaluator \(\mathcal{T}_h\) for \(h = f^*\) is as given in Figure 12, where the three pink states are merged so that the number of states of \(\mathcal{T}_h\) is \(\|\mathcal{T}_h\| = 1 + \|\mathcal{T}_f\| \leq 1 + |f| = |h|\).

> **Lemma 6.** Theorem \(\[\]\) holds for any rational transducer expression \(h\). Moreover, in this case we have \(\|\mathcal{T}_h\| \leq |h|\).

**Proof.** We have already argued during the construction that \(\text{dom}(\(P_h\)) = \text{dom}(\(h\)), \|\mathcal{P}_h\|^R = P_h, \|\mathcal{P}_h\| \leq |h|\) and \(\|\mathcal{T}_h\| \leq |h|\). It is also easy to see that the projection on \(\Sigma\) of a parsed word \(\alpha \in P_h(w)\) is \(w\) itself. The remaining claims are proved by structural induction.

For the base case \(h = e \Rightarrow v\), we have already seen that \(P_h\) is functional with domain \(L(e) = u\text{dom}(\(h\))\) and that \(\|\mathcal{T}_h\|^R(w) = \{v\} = \|\mathcal{T}_h\|(P_h(w))\) for all \(w \in L(e)\).

For the induction, we prove in details the case of Cauchy product. The other cases of sum and Kleene star can be proved similarly. Let \(h = f \cdot g\). We first show that \(\|\mathcal{T}_h\|^R = \|\mathcal{T}_f\| \circ P_h\).

Let \(w \in \text{dom}(\(h\))\).
Let \( w' \in h^R(w) \). There is a factorization \( w = uv \) and \( w' \in f^R(u), v' \in g^R(v) \) with \( w' = u'v' \). By induction, \( f^R = T_f \circ P_f \) so we find \( \alpha \in P_f(u) \) with \( u' = [T_f]\alpha \). Similarly, we find \( \beta \in P_g(v) \) with \( v' = [T_g]\beta \). Let \( \gamma = (\alpha, \beta) \in P_h(w) \). We have \( [T_h]\gamma = [T_f]\alpha [T_g]\beta = u'v' = w' \). Hence, \( w' \in (T_h) \circ P_h(w) \).

Conversely, let \( w' \in (T_h) \circ P_h(w) \) and consider \( \gamma \in P_h(w) \) such that \( w' = [T_h]\gamma \). There is a factorization \( w = uv \) and \( \alpha \in P_f(u) \), \( \beta \in P_g(v) \) with \( \gamma = (\alpha, \beta) \). From the definition of the evaluator \( T_h \), using the form of parsed words \( \alpha = (\gamma, \alpha') \) and \( \beta = (\gamma, \beta') \), we deduce that \( [T_h]\gamma = [T_f]\alpha [T_g]\beta \in (T_f) \circ P_f(u) \cdot (T_g) \circ P_g(v) = [f]^R(u) \cdot [g]^R(v) \subseteq h^R(w) \).

It remains to prove that \( \text{udom}(h) = \text{fdom}(P_h) \). Recall that

\[
\text{udom}(h) = (\text{udom}(f) \cdot \text{udom}(g)) \setminus \{uw \mid v \neq \varepsilon \text{ and } u, w \in \text{dom}(f) \text{ and } vw, w \in \text{dom}(g)\}.
\]

Let \( w \in \text{udom}(h) \). Then, there is a unique factorization \( w = uv \) with \( u \in \text{dom}(f) \) and \( v \in \text{dom}(g) \), i.e., such that \( P_f(u) \neq \emptyset \) and \( P_g(v) \neq \emptyset \). We deduce that \( P_h(w) = \{\gamma \mid \alpha \in P_f(u), \beta \in P_g(v)\} \). But we also have \( u \in \text{dom}(f) = \text{fdom}(P_f) \) and \( v \in \text{dom}(g) = \text{fdom}(P_g) \). We deduce that \( P_h(w) \) is a singleton.

Conversely, let \( w \in \text{fdom}(P_h) \). Assume that \( w = uv = u'v' \) with \( u, u' \in \text{dom}(f) \) and \( v, v' \in \text{dom}(g) \). Let \( \gamma = (\alpha, \beta) \in \text{dom}(h) \) with \( \alpha \in P_f(u) \) and \( \beta \in P_g(v) \). Similarly, let \( \gamma' = (\alpha', \beta') \in \text{dom}(h) \) with \( \alpha' \in P_f(u') \) and \( \beta' \in P_g(v') \). We have \( \gamma, \gamma' \in P_h(w) \), hence \( \gamma = \gamma' \). Therefore also \( \alpha = \alpha' \). The projection on \( \Sigma \) of \( \alpha \) (resp. \( \alpha' \)) is \( u \) (resp. \( u' \)) and we deduce that \( u = u' \) and \( v = v' \). Therefore, \( w \) has a unique factorization \( w = uv \) with \( u \in \text{dom}(f) \) and \( v \in \text{dom}(g) \). It follows that \( P_h(w) = \{\gamma \mid \alpha \in P_f(u), \beta \in P_g(v)\} \). Since \( P_h(w) \) is a singleton, we deduce that both \( P_f(u) \) and \( P_g(v) \) are singletons. By induction, we get \( u \in \text{dom}(f) \) and \( v \in \text{dom}(g) \). Finally, we have proved \( w \in \text{dom}(h) \). 

Consider rational transducer expressions where basic expressions are simply of the form \( a \Rightarrow v \) with \( a \in \Sigma \) and \( v \in \Gamma^* \) (instead of the more general \( e \Rightarrow v \)). We can directly construct from such an expression \( h \), a transducer \( A_h \) which realizes the relational semantics of \( h \). This folklore and rather simple construction gives a 1NFT of size linear in \( |h| \). Notice also that the unambiguous domain of the expression \( h \) coincide with the unambiguous domain of the 1NFT \( A_h \). Therefore, we can even restrict to \( \text{udom}(h) \) and implement the unambiguous semantics by techniques similar to the constructions in Section 8.
Efficient Construction of Reversible Transducers from Regular Transducer Expressions

But, since the output semiring \((\mathbb{2}^*, \cup, \cdot, \emptyset, \{\varepsilon\})\) is not commutative, we cannot extend this approach and construct a 1NFT for the relational semantics of regular transducer expressions using Hadamard product, reverse Cauchy product, reverse Kleene star, \(k\)-star or reverse \(k\)-star. Therefore, we decided to use in Section 4 an approach which can be extended to the two-way operators as explained in the remaining sections.

5 Rational Functions with Reverse Products

Before turning to the Hadamard product and the (reverse) \(k\)-star operators, we first focus on a set of operators which, despite expressing non-rational functions, still enjoy the linear complexity of the previous section. Intuitively, it is the set of operators that only require to process the input once. It consists of the reverse Cauchy product and the reverse Kleene star. We see at the end of this section that we may also add duplicate and reverse functions without changing the linear complexity. For each of these expressions \(h\), we define inductively the parsing relation \(P_h\), the parser \(P_h\) and the evaluator \(T_h\). We will show that \(\|P_h\| \leq |h|\) and that \(\|T_h\| \leq 5|h|\).

Reverse Cauchy product

For \(h = f \cdot \varepsilon\), the parsing \(P_h\) is exactly the same as that for the expression \(h = f \cdot g\). As a consequence, the parser \(P_h\) for \(h = f \cdot \varepsilon\) is as given in Figure 9. Recall that the number of states of \(P_h\) is \(\|P_h\| = \|P_f\| + \|P_\varepsilon\| + 1 \leq |f| + |\varepsilon| + 1 = |h|\).

The evaluator \(T_h\) for \(h = f \cdot \varepsilon\) is as given in Figure 13. Notice that \(T_h\) is a 2RFT and its number of states is \(\|T_h\| = \|T_f\| + \|T_\varepsilon\| + 3 \leq 5|f| + 5|\varepsilon| + 3 = 5|h|\).

Reverse Kleene star

For \(h = f^*\), the parsing \(P_h\) is exactly the same as that for the expression \(h = f^\ast\). Therefore, the parser \(P_h\) for \(h = f^\ast\) is as given in Figure 11. Recall that the number of states of \(P_h\), \(\|P_h\| = \|P_f\| + 1 \leq |f| + 1 = |h|\).

The evaluator \(T_h\) is depicted in Figure 14. Note that \(T_h\) is a 2RFT and its number of states is \(\|T_h\| = \|T_f\| + 5 \leq 5|f| + 5 = 5|h|\).

Duplicate and reverse

The function \(\text{rev}\) simply reverses its input: for \(w = a_1 \cdots a_n\) with \(a_i \in \Sigma\) we have \([\text{rev}]([w]) = a_n \cdots a_1\). We can express it with a reverse Kleene star: \(\text{rev} = (\text{copy})^\ast\), where \(\text{copy} = \sum a \in \Sigma \cdot a > a\) simply copies an input letter. Using constructions above, we obtain a parser and an evaluator of size \(O(|\Sigma|)\). We construct below even simpler parser and evaluator for \(\text{rev}\).

The duplicate function \(\text{dup}_{\#}\) is parametrized by a separator symbol \(\#\), its semantics is given for \(w \in \Sigma^\ast\) by \([\text{dup}_{\#}]([w]) = w\#w\). The function \(\text{dup}_{\#}\) has to read its input twice and cannot be expressed with the combinator considered so far. It may be expressed with the
Hadamard product as follows: $\text{dup}_# = \text{copy} \cdot (\varepsilon \Rightarrow #) \odot \text{copy}$. But in general, when we allow Hadamard products, the size of the one-way parser is no more linear in the size of the given expression. Hence, we give below direct constructions with better complexity.

For $h = \text{dup}_#$ or $h = \text{rev}$, let $(\varepsilon, \#)$ be the associated pair of parentheses. Since they are basic total functions, the parsing is defined as $P_{\varepsilon}(w) = \{\varepsilon w_0 \mid w \in \Sigma^*\}$, and the parser $P_h$ is as given in Figure 15. We have $\|P_{\varepsilon}\| = 3$. We define the size $|\text{dup}_#| = 3 = |\text{rev}|$ in order to get $\|P_h\| \leq |h|$ for these basic functions as well. The evaluator $T_h$ is given in Figure 16 when $h = \text{dup}_#$ and in Figure 17 when $h = \text{rev}$. In both cases, we have $\|T_{\varepsilon}\| = 5 \leq 3|h|$.

To conclude this section, let us remark that, having rational functions, duplicate, reverse as well as the composition operator gives the expressive power of the full RTEs.

## 6 Hadamard product

In Section 4 and Section 5, we consider rational functions with sum, Cauchy product and Kleene star as well as rational-reverse functions. In this section, we extend this fragment with the Hadamard product.

Just as for the rational functions, we first motivate the parsing of a word w.r.t. a Hadamard product expression $e$ as the traversal of the parse dag of $w$ w.r.t. $e$. As an example, consider...
For each occurrence of a subexpression \( e_i \), we introduce a pair of parentheses \( (\ ) \) which is used to bracket the factor of the input word matching \( e_i \). The above expression \( e \) has 9 occurrences of subexpressions: \( e_1 = a, e_2 = e_1^*, e_3 = b, e_4 = e_2 \cdot e_3, e_5 = a, e_6 = b, e_7 = e_5^*, e_8 = e_5 \cdot e_7 \) and \( e_9 = e_4 \odot e_8 = e \). Hence, we use 9 pairs of parentheses \( (\ ) \) for \( 1 \leq i \leq 9 \). The input word \( ab \) can be unambiguously parsed according to \( e \) as follows

\[
P_e(ab) = \{(e\{(e\{(e\{a\})\})\})\}\}.
\]

In Figure 18 we depict the unique parse dag of the word \( ab \) w.r.t. \( e \) given above. Consider a traversal of this parse dag with two heads. The first head carries out the traversal according to the parse tree of \( e_4 \) given in blue, while the second head carries out the traversal according to the parse tree of \( e_8 \) given in red. We also fix an ordering on the movement of the two heads as follows. Between the points of the traversal which reach a leaf, the first head carries out its traversal, and then the second head carries out its traversal. This means that from the root, the first head moves first, and continues its traversal until it reaches a leaf of the parse tree, after which the second head starts its traversal and continues until it reaches the same leaf. Then, the first head continues its traversal until the next leaf is reached, and then the second head continues its traversal until seeing the same leaf, and so on. Then, the parsing of \( w \) w.r.t. \( e \) can be viewed as such a traversal of the parse tree of \( w \) w.r.t. \( e \).

**Parsing relation for** \( h = f \odot g \).

For \( w \in \Sigma^* \) we let \( P_h(w) \) be the set of words \( (\alpha, \omega) \) such that

1. \( \pi_g(\alpha) \in P_f(w) \) and \( \pi_f(\alpha) \in P_g(w) \). Here, \( \pi_g(\alpha) \) denotes the projection which erases parentheses which are indexed by subexpressions of \( g \). \( \pi_f(\alpha) \) is defined similarly.

2. \( \alpha \) does not contain a parenthesis indexed by a subexpression of \( g \) immediately followed by a parenthesis indexed by a subexpression of \( f \).

Observe that there are several ways to satisfy the first condition above, even when we fix the projections \( \pi_g(\alpha) \) and \( \pi_f(\alpha) \). This is because parentheses indexed with subexpressions of \( f \) can be shuffled arbitrarily with parentheses indexed with subexpressions of \( g \). This would break the equality \( \udom(h) = \fdom(P_h) \). Hence, we fix a specific order by giving priority to parentheses w.r.t. first argument.

> **Lemma 7.** Let \( h \) be an RTE not using \( k \)-star or reverse \( k \)-star. We have \( \dom(P_h) = \dom(h) \) and \( \fdom(P_h) = \udom(h) \).
Proof. The proof is by structural induction. The only new case is when \( h = f \circ g \) is a Hadamard product. Using the induction hypothesis and the definitions, it is sufficient to prove that \( \text{dom}(P_h) = \text{dom}(P_f) \cap \text{dom}(P_g) \) and \( \text{fdom}(P_h) = \text{fdom}(P_f) \cap \text{fdom}(P_g) \).

Let \( w \in \text{dom}(P_f) \cap \text{dom}(P_g) \). We find \( \alpha_1 \in P_f(w) \) and \( \alpha_2 \in P_g(w) \). Let \( \alpha \) be the (unique) word satisfying \( \pi_{g}(\alpha) = \alpha_1 \), \( \pi_{f}(\alpha) = \alpha_2 \) and condition 2 on the order of parentheses in \( P_h \). We get \( (\alpha, \hat{\alpha}) \in P_h(w) \neq \emptyset \), hence we have \( w \in \text{dom}(P_h) \). The converse inclusion \( \text{dom}(P_h) \subseteq \text{dom}(P_f) \cap \text{dom}(P_g) \) is even easier to show.

Let \( w \in \text{fdom}(P_f) \cap \text{fdom}(P_g) \). It is easy to see that there is a unique \( \alpha \) satisfying conditions 1 and 2 of the definition of \( P_h(w) \). Therefore, \( w \in \text{fdom}(P_h) \). Conversely, let \( w \in \text{fdom}(P_h) \) and assume that \( w \notin \text{dom}(P_f) \cap \text{dom}(P_g) \). For instance, we have \( w \in (\text{dom}(P_f) \cap \text{dom}(P_g)) \cap \text{dom}(P_h) \). Then, we find \( \alpha_1, \alpha_2 \in P_f(w) \) with \( \alpha_1 \neq \alpha_2 \) and \( \alpha_2 \in P_g(w) \). There is a unique \( \alpha \) (resp. \( \alpha' \)) with \( \pi_{g}(\alpha) = \alpha_1 \) (resp. \( \pi_{g}(\alpha') = \alpha_1' \)), \( \pi_{f}(\alpha) = \alpha_2 \) and condition 2 on the order of parentheses in \( P_h \). We get \( \alpha \neq \alpha' \) and \((\alpha, \hat{\alpha}) \in P_h(w)\), which contradicts \( w \in \text{fdom}(P_h) \).

\begin{proof}

\textbf{Evaluator for } \( h = f \circ g \)

Let \( h = f \circ g \) and let \((\bar{\alpha}, \bar{\beta})\) be the associated pair of parentheses. Then, recall that for all \( w \in \Sigma^* \), \( P_h(w) \subseteq \{(\alpha, \beta) \mid \pi_{g}(\alpha) \in P_f(w) \) and \( \pi_{f}(\alpha) \in P_g(w) \}\). From the 2RFT \( T_f \), we construct the 2RFT \( T_f^{+g} \) by adding self-loops to all states labelled with all parentheses associated with subexpressions of \( g \), the output of these new transitions is \( \varepsilon \). When \( \pi_{g}(\alpha) \in P_f(w) \) then the 2RFT \( T_f^{+g} \) behaves on \( \alpha \) as \( T_f \) would on \( \pi_{g}(\alpha) \). Similarly, we construct \( T_g^{+f} \) from \( T_g \).

Finally, the evaluator \( T_h \) is depicted in Figure 19. Recall the generic form of an evaluator given in Figure 4 where we decided to draw the initial state and the final state outside the box to underline the fact that there are no transitions going to the initial state and no transitions starting from the final state. The number of states of \( T_h \) is therefore \( |T_h| = |T_f| + |T_g| + 3 \).

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{evaluator.png}
\caption{Evaluator for \( h = f \circ g \) where \( x \) (resp. \( z \)) is any parenthesis from a subexpression of \( g \) (resp. \( f \)) and \( y \) is any letter different from \((\bar{\alpha}, \bar{\beta})\).}
\end{figure}

\end{proof}

\begin{lemma}

Let \( h \) be an RTE not using \( k \)-star or reverse \( k \)-star. The translator \( T_h \) composed with the parsing relation \( P_h \) implements the relational semantics: \( \|h\|_R = \|T_h \circ P_h \| \). Moreover, the number of states of the translator is \( |T_h| \leq 5|h| \).
\end{lemma}

\begin{proof}

The proof is by structural induction. We have already seen that the statements hold when \( h \) does not use a Hadamard product. The only new case is when \( h = f \circ g \) is a Hadamard product. We have \( |T_h| = |T_f| + |T_g| + 3 \leq 5(|f| + |g| + 1) = 5|h| \). We turn to the proof of \( \|h\|_R = \|T_h \circ P_h \| \). Let \( w \in \text{dom}(h) = \text{dom}(f) \cap \text{dom}(g) \).

Let \( w' \in \|h\|_R(w) = \|f\|_R(w) \cdot \|g\|_R(w) \). We write \( w' = w_1w_2 \) with \( w_1 \in \|f\|_R(w) \) and \( w_2 \in \|g\|_R(w) \). Since \( \|f\|_R = \|T_f \circ P_f \| \), we find \( \alpha_1 \in P_f(w) \) such that \( \|T_f(\alpha_1)\| = w_1 \). Similarly, we find \( \alpha_2 \in P_g(w) \) such that \( \|T_g(\alpha_2)\| = w_2 \). Let \( \alpha \) be the unique word satisfying \( \pi_{g}(\alpha) = \alpha_1 \), \( \pi_{f}(\alpha) = \alpha_2 \) and condition 2 on the order of parentheses in \( P_h \). We have \((\alpha, \hat{\alpha}) \in P_h(w)\). It is easy to check that \( \|T_h\|((\alpha, \hat{\alpha})) = \|T_f^{+g}\|((\alpha)) \cdot \|T_g^{+f}\|((\alpha)) = \|T_f(\alpha_1)\| \cdot \|T_g(\alpha_2)\| = w_1w_2 = w \).
\end{proof}
Conversely, let \((\cdot, \alpha, s) \in P_h(w)\). We have

\[
\|T_h\|(\cdot, \alpha, s) = \|T_f\|^{s}\cdot \|T_g\|(\alpha) = \|T_f\|^{\cdot s}\cdot \|T_g\|(\pi, \mu)\cdot \|g\|(\alpha)
\]

\[
\in (\|T_f\| \cdot P_f)(w) \cdot (\|T_g\| \cdot P_g)(w) = \|f\|^{R}(w) \cdot \|g\|^{R}(w) = \|h\|^{2}(w).
\]

**One-way parser for** \(h = f \o g\)

For the Hadamard product \(h = f \o g\), we carry out the parsing of \(f\) and \(g\) in parallel by shuffling the parentheses, giving priority to the left argument.

The 1-way parser \(P_h\) is depicted in Figure 20 where \(P_f \o P_g\) is a product defined below of the parsers for expressions \(f\) and \(g\). The number of states of \(P_h\) is given by \(\|P_h\| = 2 + 2 \times \|P_f\| \times \|P_g\|\).

Let \(P_f = (Q_f, \Sigma, B, q_{f,0}^0, q_{f,1}^0, \Delta_f, \mu_f)\) and \(P_g = (Q_g, \Sigma, C, q_{g,0}^1, q_{g,1}^1, \Delta_g, \mu_g)\) be the 1-way parsers for expressions \(f\) and \(g\), respectively.

The set of states of \(P_f \o P_g\) is \(Q_f \times Q_g \times \{0,1\}\). The input alphabet is \(\Sigma\) and the output alphabet is \(B \cup C\). The initial state is \((q_{f,0}^0, q_{g,0}^1, 0)\) and the accepting state is \((q_{f,1}^1, q_{g,1}^1, 1)\). The transition function of \(P_f \o P_g\) is defined as follows, with \((s, t) \in Q_f \times Q_g\) and \(v \in \{0,1\}^\Sigma\):

- If \(s \stackrel{c_{x_0}^{x_1}}{\rightarrow} s'\) in \(P_f\), then \((s, t, 0) \stackrel{c_{x_0}^{x_1}}{\rightarrow} (s', t, 0)\) in \(P_f \o P_g\),
- If \(t \stackrel{a_{x_0}^{x_1}}{\rightarrow} t'\) in \(P_g\), then \((s, t, 0) \stackrel{a_{x_0}^{x_1}}{\rightarrow} (s, t', 1)\) in \(P_f \o P_g\),
- If \(s \stackrel{a_{x_0}^{x_1}}{\rightarrow} s'\) in \(P_f\) and \(t \stackrel{a_{x_0}^{x_1}}{\rightarrow} t'\) in \(P_g\), then \((s, t, 0) \stackrel{a_{x_0}^{x_1}}{\rightarrow} (s', t', 0)\) in \(P_f \o P_g\).

**Figure 20** Parser for \(h = f \o g\)

> **Lemma 9.** Let \(h\) be an RTE not using \(k\)-star or reverse \(k\)-star. The parser \(P_h\) computes the parsing relation \(P_h\). Moreover, the number of states of the parser is \(\|P_h\| \leq |h|^{\text{width}(h)}\).

**Proof.** We first prove that \(\|P_h\|^{R} = P_h\) by structural induction. The only new case is when \(h = f \o g\) is a Hadamard product. Let \(w \in \Sigma^*\).

We first show that \(P_h(w) \subseteq \|P_h\|^{R}(w)\). Let \((\cdot, \alpha, s) \in P_h(w)\). We have to show that \(\alpha\) is accepted by \(P_f \o P_g\). Consider an accepting run \(\gamma_f\) of \(P_f\) (resp. \(\gamma_g\) of \(P_g\)) reading the input word \(w\) and producing the projection \(\pi_g(\alpha) \in P_f(w)\) (resp. \(\pi_f(\alpha) \in P_g(w)\)). We construct an accepting run \(\gamma\) of \(P_f \o P_g\) reading \(w\) and producing \(\alpha\) by shuffling \(\gamma_f\) and \(\gamma_g\). The transitions reading an input letter \(a \in \Sigma\) are synchronized and between two such synchronized transitions we execute first the epsilon moves of \(P_f\) (the extra bit of the state being 0) and then the epsilon moves of \(P_g\) (extra bit being 1). Notice that \(\alpha\) starts with \(f\) hence \(g\) starts from the initial state \((q_{f,0}^0, q_{g,0}^1, 0)\) and \(\alpha\) ends with \(g\) so \(g\) ends in the final state \((q_{f,1}^1, q_{g,1}^1, 1)\).

Conversely, we show that \(\|P_h\|^{R}(w) \subseteq P_h(w)\). Let \((\cdot, \alpha, s) \in \|P_h\|^{R}(w)\). There is an accepting run \(\gamma\) of \(P_f \o P_g\) reading \(w\) and producing \(\alpha\). Let \(\gamma_f\) be the projection on the first component of the run \(\gamma\) after removing transitions of the form \((s, t, 0) \stackrel{c_{x_0}^{x_1}}{\rightarrow} (s', t', 1)\) coming from transitions of \(P_g\). It is easy to see that \(\gamma_f\) is an accepting run of \(P_f\) reading \(w\) and producing \(\pi_g(\alpha)\). Therefore, \(\pi_g(\alpha) \in P_f(w)\). Similarly, the projection on the second component of \(\gamma\) after removing transitions of the form \((s, t, 0) \stackrel{c_{x_0}^{x_1}}{\rightarrow} (s', t, 0)\) is an accepting run \(\gamma_g\) of \(P_g\) reading \(w\) and producing \(\pi_f(\alpha)\). We get \(\pi_f(\alpha) \in P_g(w)\). Finally, the definition of \(P_f \o P_g\) ensures that \(\alpha\) does not contain a parenthesis indexed by a
subexpression of $g$ (produced by a transition of the form $(s,t,\nu) \xrightarrow{c|e} (s',t',1)$) immediately followed by a parenthesis indexed by a subexpression of $f$ (produced by a transition of the form $(s,t,0) \xrightarrow{c|e} (s',t,0)$).

We prove now that $\|P_h\| \leq |h|^{\text{width}(h)}$. Again, the proof is by structural induction on the expression $h$. We have already seen that, when $h$ does not use Hadamard products (in particular for the base cases), we have $\|P_h\| \leq |h|^{\text{width}(h)}$.

Consider the Hadamard product $h = f \odot g$. We know that $\|P_h\| = 2 \times \|P_f\| \times \|P_g\| + 2$. We also know that $|h| = |f| + |g| + 1$ and $\text{width}(h) = \text{width}(f) + \text{width}(g) \geq 2$. By induction hypothesis, we have $\|P_f\| \leq |f|^{\text{width}(f)}$ and $\|P_g\| \leq |g|^{\text{width}(g)}$. Then, we get

$$\|P_h\| = 2 \times \|P_f\| \times \|P_g\| + 2 \leq 2 \times |f|^{\text{width}(f)} \times |g|^{\text{width}(g)} + 2 \leq (|f| + |g|)^{\text{width}(f) + \text{width}(g)} \leq |h|^{\text{width}(h)}.$$ 

The other cases are easy. When $h = f + g$ or $h = f \cdot g$ or $h = f \cdot_r g$, then we have

$$\|P_h\| \leq 1 + \|P_f\| + \|P_g\| \leq 1 + |f|^{\text{width}(f)} + |g|^{\text{width}(g)} \leq 1 + |f|^{\text{width}(h)} + |g|^{\text{width}(h)} \leq |h|^{\text{width}(h)}.$$ 

When $h$ is $f^*$ or $f_r^*$ then $\|P_h\| = 1 + \|P_f\| \leq 1 + |f|^{\text{width}(f)} = 1 + |f|^{\text{width}(h)} \leq |h|^{\text{width}(h)}$. 

Finally, the next proposition shows that this exponential blow-up in the width of the expression is unavoidable.

• Proposition 10. For all $n > 0$, there exists an RTE $C_n$ of size $O(n)$ such that $\text{width}(C_n) = n$ and any parser of $C_n$ is of size $\Omega(2^n)$. 

Proof. The key argument is that any parser of an RTE has to at least recognize its domain. As the Hadamard product restrict the domain to the intersection of its subexpressions, we can construct an RTE $C_n$ which is the Hadamard product of $n$ subexpressions of fixed size, and whose intersection is a single word of size $2^n$. Consequently, any parser of $C_n$ is of size at least $2^n$.

Let $\Sigma = \{1, \ldots, n\}$, $\Sigma_{<i} = \{1, \ldots, i-1\}$ and $\Sigma_{\geq i} = \{i+1, \ldots, n\}$ for all $i$. For $n > i \geq 1$, we define $L_i = (\Sigma_{<i} \cup \Sigma_{\geq i})^*$ and $L_n = \Sigma_{<n} \cup \Sigma_{\geq n}$. Moreover, let us define recursively the sequence of words $(u_i)_{1 \leq i \leq n} \in \Sigma^*$ as follows: $u_1 = 1$, $u_i = u_{i-1} i u_{i-1}$ for $2 \leq i < n$ and $u_n = u_{n-1} n u_{n-1} n$. By construction, we have $|u_n| = 2^n$. Also, each $L_i$ can be recognized by an automaton of size 2 as described in Figure 21 and $\{u_n\} = \bigcap_{i=1}^n L_i$.

Finally, let us define $C_n = \bigcap_{i=1}^n (L_i \triangleright \varepsilon)$ whose size is $O(n)$ and width is $n$. Its domain $\text{dom}(C_n)$ is the singleton $\{u_n\}$ whose size is exponential in $n$, and thus any parser of $C_n$ has to be of size at least exponential in $n$.

Note that our definition of languages $L_i$ depends on an alphabet of size $n$. Equivalently, we can use unary encodings of each integer $i$ to define languages of size linear instead of constant, but with an alphabet of constant size.
In this section, we extend the set of RTEs discussed in Sections 4, 5 and 6 with the k-star and the reverse k-star operators.

7.1 Parsing relation for $h = [e, f]^{k\ast}$ and $h = [e, f]_{r}^{k\ast}$

We will first describe, with the help of an example, the parsing set $P_{h}(w)$ that we want to compute given a word $w$ in the domain of $h = [e, f]^{k\ast}$ and $h = [e, f]_{r}^{k\ast}$. The parsing relation $P_{h}$ is exactly the same for both $h = [e, f]^{k\ast}$ and $h = [e, f]_{r}^{k\ast}$. Let $L = L(e)$. To motivate the parsing relation, we will also give a brief overview of the working of the evaluator $T_{h}$ that computes $h(w)$ from a parsing in $P_{h}(w)$ of the word $w$.

Recall that for a word $w$ to be in the domain of $h$, $w$ should have a factorization $w = u_{1} \cdots u_{n}$ satisfying ($\dagger$), i.e., $n \geq 0$, $u_{i} \in L = L(e)$ for $1 \leq i \leq n$, and $u_{i+1} \cdots u_{i+k} \in \text{dom}(f)$ for $0 \leq i \leq n - k$. Given a word $w$ and one such factorization $w = u_{1}u_{2} \cdots u_{n}$, we will refer to the factor $u_{i+1}u_{i+2} \cdots u_{i+k}$ as the $i$th block of $w$. While evaluating the expression $h = [e, f]^{k\ast}$ on $w$, $f$ is first applied on the 0th block of $w$, then the 1st block and so on, until the $(n - k)$th block of $w$. For $h = [e, f]_{r}^{k\ast}$, the order of evaluation is reversed, i.e., $f$ is first applied on the $(n - k)$th block of $w$, then the $(n - k - 1)$th block and so on, until the 0th block of $w$.

The parsing of $w$ w.r.t. $h$ should contain the information required for this evaluation. In other words, we need to add the parentheses w.r.t. $f$ on the 0th block, the 1st block and so on, until the $(n - k)$th block of $w$. Since we want to construct a parser that is one-way, we need to shuffle the parentheses that arise from the application of $f$ on different blocks. Consequently, we need some way to distinguish the parentheses that arise due to the application of $f$ on a block from the parentheses that arise due to the application of $f$ on other blocks. To this end, we will use parentheses indexed by $\{1, 2, \cdots, k\}$.

$$w = u_{1}u_{2}u_{3}u_{4}u_{5} \quad P_{h}(w) = \begin{pmatrix} \alpha_{1}^{'\#} & \alpha_{2}^{'\#} & \alpha_{3}^{'\#} & \# & \alpha_{4}^{\#} & \# & \alpha_{5}^{\#} & \# & \alpha_{6}^{\#} \end{pmatrix}$$

Figure 22 $P_{h}(w)$ for $h = [e, f]^{3\ast}$ on a word $w$ in $L(e)^{6}$.

In Figure 22 we illustrate a parsing in $P_{h}(w)$ when $h = [e, f]^{3\ast}$ on a word $w = u_{1}u_{2}u_{3}u_{4}u_{5}u_{6}$ with each $u_{i} \in L(e)$. As depicted in the figure, while processing the $i$th block $u_{i+1}u_{i+2} \cdots u_{i+k}$, $T_{h}$ considers only the parentheses indexed by $i + 1 \mod k$, and ignores all other parentheses. After reading the $k$th $L$-factor of the $i$th block, $T_{h}$ checks if there are any more blocks to be read. If not, then $T_{h}$ is done with its computation. Otherwise, $T_{h}$ goes back, and repeats the same process on block $(i + 1)$, but this time considering only parentheses indexed by $i + 2 \mod k$. 
To summarise, an $h$-parsing of $w$ w.r.t. a factorization $w = u_1 u_2 \cdots u_n$ satisfying ($\dagger$) and $n \geq k$ is a word of the form $(\alpha_1 \# \cdots \# \alpha_n)$ such that:

- It starts with an opening parenthesis ($\alpha$ and ends with a closing parenthesis $\beta$), and the projection of $\alpha_1$ on $\Sigma$ is $u_1$.  
- Each block $u_{i+1} u_{i+2} \cdots u_{i+k}$ is decorated with a parenthesisation corresponding to $P_f(u_{i+1} u_{i+2} \cdots u_{i+k})$, such that each of these parentheses is indexed by $i + 1 \bmod k$.
- Between any two consecutive $L$-factors $u_i$ and $u_{i+1}$, there is a $\#_e$. In particular, immediately after each $j$ and immediately before each $j$, there is a $\#_e$.
- Between any two letters of the $i$th $L$-factor $u_i$ of $w$, the parentheses appear in non-decreasing order of their indices w.r.t. some order $\leq_i$ (described in detail in the formal parsing).

Note that there are several ways to satisfy just the first three conditions given above, as the parentheses indexed $i$ could be shuffled arbitrarily with parentheses indexed by $j \neq i$. Since this would violate the requirement $udom(h) = fdom(P_h)$ that we crucially depend on, we have the final condition that fixes a specific order of parenthesisation.

**Remark 11.** Note that in a factorization of $u_1 \cdots u_n$ of $w$, it is possible that $u_i = \varepsilon$. This could lead to problems that violate the requirement $udom(h) = fdom(P_h)$. To address this, we have additional conditions (rule 5) in the formal definition of the parsing.

Consider a parsing $(\alpha_1 \# \cdots \# \alpha_n)$ for $h$ and $w$ from Figure 22. Here, $\alpha_1$ has only parentheses indexed by 1, $\alpha_2$ has only parentheses indexed by 1 and 2, $\alpha_3$ and $\alpha_4$ have parentheses indexed by 1, 2 and 3, $\alpha_5$ has only parentheses indexed by 1 and 3, and $\alpha_6$ has only parentheses indexed by 1. In particular, $\alpha_3$ for instance can be of the form $(a_1^3 (a_2^3)^2 \cdots (a_l^3)^2)^{1}$, where $a_l \in \Sigma$.

**Formal definition of the parsing relation for $h = [e, f]^{k*}$ and $h = [e, f]^{k*}$**

First let $B$ be the set of parentheses appearing in the parsing of $f$. We define $B_i$, for $1 \leq i \leq k$, to be the set $B$ indexed by $i$. We write $|\cdot|_i$ for either $|\cdot|$ or $|\cdot|_i$. Additionally, for ease of notations $k \bmod k$ is set to $k$ instead of 0 as commonly defined. Let $L = L(e)$ and $w$ be an input word of $h$. The parsing set $P_h(w)$ is the set of words $(\alpha_1 \# \cdots \# \alpha_n)$ such that there is a factorization $w = u_1 \cdots u_n$ where for all $i \leq n$, $u_i \in L$ and $\pi_2(\alpha_i) = u_i$ and either $n < k$ and $\alpha_i = u_i$, hence the parsing is $(\alpha_1 \# \cdots \# \alpha_n)$, or $n \geq k$ and:

1. for all $0 \leq i \leq n - k$, $\pi_j \bmod k(\alpha_{i+1} \cdots \alpha_{i+k}) \in P_f(u_{i+1} \cdots u_{i+k})$ where $\pi_j(\cdot)$ is the function projecting away all parentheses $|\cdot|_j$ for $\ell \neq j$ and erasing the exponent $j$,  
2. for all $1 \leq i < j \leq k$, $\alpha_i$ does not contain any parenthesis $|\cdot|_j$,  
3. for all $n - k + 1 \leq j < n$, $\alpha_i$ does not contain any parenthesis $|j \bmod k$,  
4. $\alpha_i$ ends with $j \bmod k$ if $i \geq k$,  
5. $\alpha_i$ starts with $j \bmod k$ if $i \leq n - k + 1$, and if $n - k + 1 < i$, then either $\alpha_i$ starts with a letter of $\Sigma$ or $\alpha_i = j \bmod k$ or $\alpha_i = \varepsilon$ (if also $i < k$),  
6. for all $\alpha_i$ and for all $j, j'$, if $|j|_j$ appears in $\alpha_i$ and $|j'|_j \neq j \bmod k$, then $j \leq i$, where $\leq_i$ is defined as $i + 1 \bmod k \leq i + 1 \bmod k \leq \cdots \leq i$.

**Lemma 12.** Let $h$ be an RTE. We have $dom(P_h) = dom(h)$ and $fdom(P_h) = udom(h)$.

**Proof.** As with the previous cases, the proof is by structural induction. Using Lemma 9 the only cases left are the $k$-star operator and its reverse. We only prove the result for $k$-star. As the reverse $k$-star parses the input in the same way, the proof will hold for both operators.

Let then $h = [e, f]^{k*}$ and $w$ be an input word of $h$. If $w \in dom(h)$, then there exists a factorization $w = u_1 \cdots u_n$ satisfying that for all $i \leq n$, $u_i \in L(e)$ and either $n < k$, in which
As such, let \( k \in \mathbb{N} \) be such that \( u_{j+1} \cdots u_{j+k} \in P_f \). Then by definition, \( \pi_f(\beta_j) = u_{j+1} \cdots u_{j+k} \). Let \( \gamma_j \) be \( \beta_j \) where all parentheses are indexed by \( m = j + 1 \mod k \). There is a unique factorization \( \gamma_j = \gamma^{1}_{j} \cdots \gamma^{k}_{j} \) such that \( \pi_f(\gamma^{i}_{j}) = u_{j+i} \) for all \( 1 \leq i \leq k \), and \( \gamma^{i}_{j} \) starts with a letter from \( \Sigma \) or \( \gamma^{i}_{j} = e \) for \( 1 < i < k \), and \( \gamma^{k}_{j} \) starts with a letter from \( \Sigma \) or \( \gamma^{k}_{j} = j^m \). Notice that \( \gamma^{1}_{j} \) starts with \( j^m \) and \( \gamma^{k}_{j} \) ends with \( j^m \). Then \( \alpha_i \) is defined by merging all words \( \gamma^{i}_{j} \) for \( j + \ell = i \), shuffling parentheses and synchronizing on letters from \( \Sigma \). Notice that \( \ell \) is comprised between 1 and \( k \), and thus we shuffle at most \( k \) such \( \gamma^{i}_{j} \), with indices \( j \) between \( \max(0, i - k) \) and \( \min(i - 1, n - k) \). This shuffling can be uniquely defined as follows:

(i) if \( i < n - k + 1 \) we take all parentheses of \( \gamma^{1}_{i-1} \) up to the first letter of \( \Sigma \) if any, in this case, \( \alpha_i \) starts with \( j^i \mod k \);

(ii) if \( k \leq i \), then \( \gamma^{k}_{i-k} \) ends with \( j^{i+1 \mod k} \) which we put at the end of \( \alpha_i \).

Then, we proceed from left to right, iterating the two steps until exhaustion of all \( \gamma^{i}_{j} \).

(iii) we take the next letter of \( \Sigma \), if any, which occurs in each \( \gamma^{i}_{j} \) as they all project onto \( u_i \).

(iv) we take the following parentheses on each \( \gamma^{i}_{j} \), with increasing indexes according to the order \( \leq_i \), until the next letter from \( \Sigma \), if any.

By construction, as \( \alpha_i \) contains all \( \gamma^{i}_{j} \) for \( j + \ell = i \), we have \( \pi_{i+1 \mod k}(\alpha_{i+1} \cdots \alpha_{i+k}) = \pi_{i+1 \mod k}(\gamma^{1}_{i} \cdots \gamma^{k}_{i}) = \beta_i \in P_f(\pi_{i+1} \cdots \pi_{i+k}) \), hence condition of the parsing relation (1) is satisfied. Next, if \( 1 \leq i < j \leq k \), then there is no \( \gamma^{i}_{j-1} \) with \( j - 1 + i = i \), hence \( \alpha_i \) satisfies condition (2). Similarly, we can check that it satisfies condition (3). By Step (ii) (resp. (i)) we see that \( \alpha_i \) satisfies condition (4) (resp. the first part of condition (5)). To prove the second part of condition (5), we first note that if \( n-k+1 < i \leq n \) and \( j + \ell = i \), then \( \ell > 1 \). Then, either all \( \gamma^{i}_{j} \) with \( j + \ell = i \) start with the same letter from \( \Sigma \) or \( \alpha_i = j^{i+1 \mod k} \) or \( \alpha_i = e \) (if \( i < k \)). Finally, step (iv) above ensures that we satisfy point (6) of the parsing relation. As a result, the word \( \langle \alpha_1 \# e \cdots \# e \alpha_n \rangle \) is a parsing of \( w \), and thus \( w \in \dom(P_f) \).

Conversely, let \( h \in \dom(P_h) \). Then there exists a parsing word \( \langle \alpha_1 \# e \cdots \# e \alpha_n \rangle \) of \( w \). As such, \( u_i = \pi_{\Sigma}(\alpha_i) \). By definition, \( w = u_1 \cdots u_n \) and for all \( i, u_i \in L(e) \). If \( n < k \), then \( w \in \dom(h) \) by definition. Assume now \( n \geq k \). Then for the words \( \alpha_i \), we have in particular for all \( 0 \leq i \leq n-k \), \( \pi_{i+1 \mod k}(\alpha_{i+1} \cdots \alpha_{i+k}) \in P_f(\pi_{i+1} \cdots \pi_{i+k}) \). Thus by induction hypothesis \( u_{i+1} \cdots u_{i+k} \) belongs to the domain of \( f \) and consequently \( w \in \dom(h) \).

We now turn to the equality \( \fdom(P_h) = \udom(h) \). We prove that \( \dom(P_h) \setminus \fdom(P_h) = \dom(h) \setminus \udom(h) \). Together with the previous equality this gives the result. Let \( w \) be in \( \dom(h) \setminus \udom(h) \). This means that either (a) there exists two different factorizations \( w = u_1 \cdots u_n \), satisfying condition (1) on page 10 i.e., such that either \( n < k \) or \( n \geq k \) and for all \( 0 \leq i \leq n-k \), \( u_{i+1} \cdots u_{i+k} \) belongs to \( \dom(f) \), or (b) there exists one such factorization with \( k \leq n \) and at least one \( i \) such that \( u_{i+1} \cdots u_{i+k} \) belongs to \( \dom(f) \). If (a) holds, there exists two such factorizations, and the parsings corresponding to the two different factorization constructed by the procedure above will have the \( \# e \) symbols at different positions of the parsings, and hence we have two parsings of \( w \) and \( w \notin \fdom(P_h) \). If (b) holds, then there is one factorization with an integer \( i \) such that \( u_{i+1} \cdots u_{i+k} \) belongs to \( \dom(f) \). By induction hypothesis there are two different parsings of \( u_{i+1} \cdots u_{i+k} \) for \( f \). Using the procedure above, we then get two different \( \gamma_i \) and \( \gamma'_i \), which means that we can construct two different \( \alpha_{i+1} \cdots \alpha_{i+k} \) and \( \alpha'_{i+1} \cdots \alpha'_{i+k} \). In the end, we get two different parsings for \( w \), and hence \( w \notin \fdom(P_h) \).

Conversely, let \( w \) be in \( \dom(P_h) \setminus \fdom(P_h) \). Then there exist two different parsings \( \langle \beta_1 \# e \cdots \# e \beta_m \rangle \) of \( w \). If \( \pi_{\Sigma}(\alpha_i) \neq \pi_{\Sigma}(\beta_i) \) for some \( i \), then there
exist two valid and different factorizations of \(w\) satisfying \((\dagger)\), and thus \(w\) does not belong to \(udom(h)\). Otherwise, it means there is an integer \(0 \leq i \leq n - k\) such that \(\pi_{i+1} \mod k (\alpha_{i+1} \ldots \alpha_{i+k})\) and \(\pi_{i+1} \mod k (\beta_{i+1} \ldots \beta_{i+k})\) are valid but different \(f\)-parsings of \(u_{i+1} \ldots u_{i+k}\). It follows that \(u_{i+1} \ldots u_{i+k}\) does not belong to \(udom(f)\) and thus \(w\) does not belong to \(udom(h)\).

### 7.2 Evaluators

Here, we propose the evaluators for the \(k\)-star and the reverse \(k\)-star operators, and give an upper bound on their size.

![Figure 23](image.png)

**Figure 23** Evaluator for \(h = [e,f]^{k*}\). Here, \(x_i \in \{\sigma | j \neq i\} \cup \{\#_e\}, \ y_i \neq j^i \cdot \alpha_i \mod k, \ \alpha \in \Sigma \cup \{\#_e\}, \ \text{and} \ \beta \neq h.\)

**Evaluators for \(k\)-star.** We start with \(h = [e,f]^{k*}\) for which the evaluator \( \mathcal{T}_h \) is depicted in Figure 23. It is a 2RFT that takes as input a parsing in \(P_h(w)\) for a word \(w\), and computes the output \(b(w)\). More precisely, let \( \mathcal{T}_f \) be the transducer that computes \( f(w) \) given a parsing in \(P_f(w)\). The 2RFT \( \mathcal{T}_h \) has \(k\) copies of \( \mathcal{T}_f\), namely \( \mathcal{T}^1_f, \mathcal{T}^2_f, \ldots, \mathcal{T}^k_f\). The idea is that the copy \( \mathcal{T}^i_f \) should consider only parentheses indexed by \(i\) and ignore all other parentheses. We construct \( \mathcal{T}^i_f \) from \( \mathcal{T}_f \) as follows: to all states of \( \mathcal{T}_f \), we add self-loops labelled with all parentheses indexed by \(j\) where \(j \neq i\), and \(#_e\), and the output of these new transitions is \(\varepsilon\). Also, a transition of \( \mathcal{T}^i_f \) reading a parenthesis \(\alpha_i\) for \(g\) a subexpression of \(f\) is relabelled with \(\lambda_{g,i}\). If \( \mathcal{T}_f \) is a 2RFT, then so is \( \mathcal{T}^i_f \) for \(1 \leq i \leq k\).
Let $w = u_1 u_2 \cdots u_n$ be a factorisation of $w$ with each $u_i \in L$. If $n < k$ then the parsing of $w$ w.r.t. $h$ is defined as $(u_1 \#_e u_2 \#_e \cdots \#_e u_n)$ and $k \leq n$, then the corresponding parsing is $(\alpha_1 \#_e \alpha_2 \cdots \#_e \alpha_n)$ satisfying conditions (1-6) on page 25. In particular, for $0 \leq i \leq n-k$ and $m = i + 1 \mod k$, the block $\alpha_{i+1} \cdots \alpha_{i+k}$ starts with $\varnothing^m$ and ends with $\varnothing^m$.

The working of the transducer $T_h$ is based on the above observations. It starts by reading the opening parenthesis $(i)$ that indicates that domain of $h$ is about to be read. If the next character read is an opening parenthesis $(i)$, then it means that the parsing of $w$ contains $n \geq k$-factors. Otherwise, it indicates that the parsing of $w$ contains $n < k$-factors.

In the case where the parsing $w$ contains less than $k$-factors, $T_h$ remains in this state, where it reads letters from $\Sigma \cup \{\#_e\}$, while producing nothing until a closing parenthesis $(i)$ is read. When it reads $(i)$ at the end of $w$, it goes to the accepting state.

Otherwise, it reads an opening parenthesis $(i)$ that denotes the beginning of the first block of $w$. On reading $(i)$, $T_h$ moves to the initial state of $T_f$. We know from the construction that $T_f$ ignores all parsing symbols that are not indexed by $1$. The run of $T_f$ goes on until we see a closing parenthesis $(i)$, which means that $T_h$ has finished processing the first block.

Then, $T_h$ should go back and read the next block, if it exists. In general, the block $\alpha_{i+1} \cdots \alpha_{i+k}$ is processed by $T_f^{i+1 \mod k}$. The decision whether to go back or not (in other words, whether the block just read is the last one) is taken depending on whether we see $(i)$ or $(\#_e)$ next. If the closing parenthesis $(i)$ is the next letter read, then $T_h$ knows that the domain of $h$ has been read completely, and therefore exits. Otherwise, if a $(\#_e)$ is the next letter read, then $T_h$ knows that there are more $L$-factors to the right of the current position, which implies that this was not the last block. So, $T_h$ will go back on the parsed word until it reads $(i+1 \mod k)$, which signals the beginning of the next block. Then, it repeats the above process on the next block by going to the initial state of $T_f^{i+1 \mod k}$.

In Figure 24, we illustrate the run of $T_h$ on an example, where $k = 3$ and $n = 6$.

Figure 24 Run of the transducer $T_h$ on $P_h(w)$, where $w = u_1 u_2 u_3 u_4 u_5 u_6$, when $k = 3$. The blue zig-zag arrows ignores all parentheses not indexed by 1, and represents the run of $T_f^1$, likewise, the green zig-zag arrows ignores all parentheses not indexed by 2, and represents the run of $T_f^2$, the magenta zig-zag arrows ignores all parentheses not indexed by 3. The black arrow represents the backward movement of $T_h$ from $\gamma_f$ looking for $(i+1 \mod k)$.

Evaluator for reverse $k$-star. We turn to the description of the evaluator $T_h$ for $h = [e, f]^k$. The 2RFT $T_h$ is depicted in Figure 25. We use the same $k$ copies $T_f^1, T_f^2, \ldots, T_f^k$. 

(described above) of the evaluator $T_f$ for the RTE $f$. Recall that the parsing relation is the same for $[e, f]^k\ast$ or $[e, f]^{k\ast}$. Hence, we use the observations made above for a parsing $(\alpha_1, \alpha_2 \ldots \alpha_n, \#) \in P_k(w)$.

$T_h$ starts by reading the opening parenthesis $\alpha_1$ that indicates that domain of $h$ starts. It moves to a $+$ state, where it scans the parsed word without producing anything, until a closing parenthesis $\#$ is reached. On reading an $\#$, $T_h$ knows that the domain of $h$ has been read completely and goes to a $-$ state. $T_h$ then looks at the letter on the left. If the letter is from $\Sigma \cup \{\#\}$, it means that the parsing of $w$ contains strictly less than $k$ $L$-factors. In this case, $T_h$ reads the closing parenthesis $\#$ and exits. Otherwise the letter is a parenthesis $\#$, which means that the parsing of $w$ has $n \geq k$ $L$-factors. Moreover, we know that the last block $\alpha_{n-k+1} \ldots \alpha_n$ starts with $\#$, so $T_h$ moves to the left until it sees $\#$. When $T_h$ sees the $\#$, it is at the beginning of the last block, and on reading $\#$, it moves to the initial state of $T_f$, which processes the block (ignoring all parsing symbols that are not indexed by $i$). The run goes on until we see a closing parenthesis $\#$ which means that $T_f$ has finished reading the block.

Now, $T_h$ should go back and read the block on the left, if it exists. It first goes back until it sees $\#$. The decision whether there is another block on the left (in other words, whether the block just read is not the leftmost one) is taken depending on whether we see on the left $\#_e$ or $\#_r$. If the opening parenthesis $\#$ is seen, then it means that the block just read is the first (leftmost) block. In this case, $T_h$ knows that it has finished processing the domain of $h$, and therefore does a rightward run until it sees a closing parenthesis $\#$, upon seeing which $T_h$ exits. In this case, $T_h$ goes on a rightward run until it sees the closing parenthesis $\#$, and exits. Otherwise, $T_h$ sees $\#_r$ and realises that there is at least one more block on the left to be processed. It moves to the beginning of this block and repeats the above process by going to the initial state of $T_f^{i-1 \mod k}$.

> **Lemma 13.** For all RTEs $h$, the number of states of the evaluator for $h$ is $\|T_h\| \leq 5|h| \cdot \text{width}(h)$.

**Proof.** The proof is by structural induction on the expression $h$. We have already seen that, when $h$ does not use $k$-star or reverse $k$-star, then $\|T_h\| \leq 5|h|$.

We will now consider the case where $h$ is a $k$-chained Kleene-star expression $(h = [e, f]^k\ast)$ or a reverse $k$-chained Kleene-star expression $(h = [e, f]^{k\ast})$. For both cases, we easily see that $\|T_h\| = k\|T_f\| + 3k + 8$. By induction hypothesis, we have $\|T_f\| \leq 5|f| \cdot \text{width}(f)$. We get $\|T_h\| \leq 5k|f| \cdot \text{width}(f) + 3k + 8 \leq 5(|f| + k + 2)(k \cdot \text{width}(f) + 1)$. Therefore, we get $\|T_h\| \leq 5|h| \cdot \text{width}(h)$.

**7.3 Parser for $k$-star and reverse $k$-star**

In this section, we propose the parser $P_h$ for $h = [e, f]^{k\ast}$. The idea we use to construct $P_h(w)$ is that on the input word, whenever we finish reading an $L$-factor $u_i$, we mark this by adding a $\#_e$ indicating the end of an $L$-factor, and we start an instance of the transducer $P_f$ in which whenever a parenthesis is output, it will be indexed by $i + 1 \mod k$. Reading an $L$-factor can be detected by running in parallel, the automaton $\mathcal{A}_e$ for $e$ obtained via the Glushkov algorithm. We also employ a counter that keeps track of how many factors of $L$ we have seen so far in the current factorization of $w$ being considered - the counter stores $i \mod k$ when we are reading the $i$th $L$-factor in the factorization of $w$. Then, whenever we reach an accepting state of $\mathcal{A}_e$ with counter value $i$, the parser guesses whether or not there are at least $k$ $L$-factors left in the factorization of $w$. If the parser guesses yes, an instance of the transducer $P_f$ which adds the index $i + 1 \mod k$ to its parentheses is initialized and
run on the next $k$ $L$-factors of $w$. If the parser guesses that only fewer than $k$ $L$-factors are remaining, then no new instance of the transducer $P_f$ is initialized. We will show that $k$ copies of $P_f$ suffice to implement the above idea. Further, we employ a variable that ensures the order of parenthesisation required by the definition of the parsing relation.

We turn to the formal definition of the parsing transducer $P_h$. Let $A_e = (Q, \Sigma, q_1, F, \Delta)$ be the Glushkov automaton constructed from the regular expression $e$. The parser $P_h$ has two main components that we define separately. The first and the more involved one $P_h^f$, defined afterwards, handles the decompositions having less than $k$ factors in $L(e)$. The second one $P_h^{e-fk}$, defined afterwards, handles the decompositions having less than $k$ $L(e)$-factors.

Let $P_f = (Q_f, \Sigma, R, q_f, q_f^F, \Delta_f, \mu_f)$ be the 1-way transducer that produces the parsing w.r.t. expression $f$. We define the 1NFT $P_h^f = (Q_h, \Sigma, B_h, q_h^f, F_h, \Delta_h, \mu_h)$ by

- $Q_h = \{1, 2, \ldots, k\} \times Q \times (Q_f \cup \{q_f\})^k \times \{1, 2, \ldots, k\}$
- The input alphabet is $\Sigma$, the same as that of $P_f$ and $A_e$.
- The output alphabet $B_h = B_1 \cup B_2 \cup \cdots \cup B_k \cup \{\#e\}$, where $B_i$ is the output alphabet $B$ of $P_f$ where each parenthesis is indexed by $i$. Note that $\Sigma$ is contained in each $B_i$.

**Figure 25** Evaluator for $h = [e, f]^k$. Here, $x_i \in \{i^j \mid j \neq i\} \cup \{\#e\}$, $y_i \neq (j^i, j^{i+1}\mod k}$, $z_i \neq j^i, j^i$, and $\alpha \neq (i, i)$. Note that $|$ denotes any parenthesis.
The initial state is \( q_0^h = (1, q_1, q_1', q_1, \ldots, q_1, 1) \).

The set of final states is \( F^h = \{(i, q, q_1, \ldots, q_k, j) \mid q \in F, q_{k+1} \equiv k \mod k = q_{1}^f, \text{ and } q_{j} = q_1, \text{ for } \ell \neq i + 1 \mod k \} \).

The transition relation \( \Delta_h \) of \( \mathcal{P}_h \) is defined below.

Let \( (i, q, q_1, \ldots, q_k, j) \) be a state of \( \mathcal{P}_h \) and let \( m = i + 1 \mod k \).

1. if \( q \xrightarrow{a} q' \) in \( \mathcal{A}_e \) and for \( 1 \leq \ell \leq k \) either \( q_{\ell} \xrightarrow{a[i]} q_{\ell}' \) in \( \mathcal{P}_f \) or \( q_{\ell} = q_1 = q_1' \), then

   \( (i, q, q_1, \ldots, q_k, j) \xrightarrow{a[i]} (i, q', q_1, \ldots, q_k, m) \) in \( \mathcal{P}_h^f \).

   Note that the last component is reset to \( m = i + 1 \mod k \) which is the least element \( \leq i \).

2. if there is an \( \varepsilon \)-transition \( q_{\ell} \xrightarrow{\varepsilon} q_{\ell}' \neq q_{\ell}^f \) in \( \mathcal{P}_f \), and \( j \leq i, \ell \) and \( q_m \neq q_{\ell}^f \), then we have

   \( (i, q, q_1, \ldots, q_k, j) \xrightarrow{\varepsilon} (i, q, q_1, \ldots, q_k, \ell, j) \) in \( \mathcal{P}_h^f \).

   Note that the last component is set to \( \ell \) which prevents executing next an \( \varepsilon \)-transition (case 2) in a component \( \ell' < i, \ell \) since this would produce a parenthesis indexed \( \ell \) followed by a parenthesis indexed \( \ell' \) in the wrong order.

3. if \( q \in F \) is an accepting state of \( \mathcal{A}_e \) and \( q_i \neq q_{i}^f \) and \( q_m \xrightarrow{c[j]} q_m' = q_{\ell}^f \) is a transition in \( \mathcal{P}_f \), then

   \( (i, q, q_1, \ldots, q_k, j) \xrightarrow{c[j]m} (i, q, q_1, \ldots, q_k, m) \) in \( \mathcal{P}_h^f \).

   Notice that a transition of case 2 cannot be applied after a transition of case 3 since the state of the component \( m \) is now \( q_{\ell}^f \).

4. if \( q \in F \) and \( q_i \neq q_{i}^f \) and \( q_m \in \{q_{\ell}^f, q_1\} \) and \( (i, q, q_1, \ldots, q_k, j) \notin F^h \), then we have

   \( (i, q, q_1, \ldots, q_k, j) \xrightarrow{c[int]} (m, q_1, q_1, \ldots, q_m', q_m, m) \) in \( \mathcal{P}_h^f \) where \( q_m = q_1 \) if \( q_i = q_1 \) and \( q_m' \in \{q_1, q_1'\} \) otherwise.

   Note that the last component is set to \( m \) which is the maximal element \( \leq m \).

   Hence, only component \( m \) may perform \( \varepsilon \)-transitions producing parentheses indexed by \( m \) (case 2) until a letter \( a \in \Sigma \) is read (case 1) or until we use again a switching transition of case 3 or case 4, which is only possible if the initial state \( q_1 \) of \( \mathcal{A}_e \) is also accepting \( (q_1, q) \in F \), i.e., when \( \varepsilon \in L(e) \).

Note that, even if all three conditions of case 3 are satisfied, \( \mathcal{P}_h^f \) may choose not to execute the corresponding transition; it may still execute transitions from cases 1 or 2. Also, a transition from case 3 is either the last one in the run or it must be followed by a transition of case 4.

We will now define a transducer \( \mathcal{P}_h^e \) that takes care of words in \( \bigcup_{n<k} L(e)^n \). Recall that the automaton \( \mathcal{A}_e = (Q, \Sigma, q, F, \Delta) \) recognizes \( L(e) \). \( \mathcal{P}_h^e \) is defined as the 1-way transducer whose

- set of states is \( Q \times \{1, 2, \ldots, k - 1\} \),
- input alphabet is \( \Sigma \) and output alphabet is \( \Sigma \cup \{\#_e\} \),
- initial state is \( (q_1, 1) \),
- set of final states is \( F^e = F \times \{1, 2, \ldots, k - 1\} \),
- transition relation is defined as follows:
  - \( (q, i) \xrightarrow{a[i]} (q', i) \) if \( q \xrightarrow{a} q' \) in \( \Delta \),
  - \( (q, i) \xrightarrow{\varepsilon}\#_e (q, i + 1) \) if \( q \in F \) and \( i + 1 < k \).

\( \mathcal{P}_h^e \) just counts the number of \( L(e) \)-factors read up to \( k - 1 \) and adds the corresponding separators between them. If \( w \in L(e)^n \) with \( n < k \), then \( \mathcal{P}_h^e \) has a run from the initial state \( (q_1, 1) \) to a final state \( (q, n) \) where \( q \in F \). The output function of \( \mathcal{P}_h^e \) is then the identity with \( \#_e \) symbols inserted.

The 1-way transducer for \( h = [e, f]^k \) is \( \mathcal{P}_h \) given in Figure 26.

**Lemma 14.** Let \( h \) be an RTE. The parser \( \mathcal{P}_h \) computes the parsing relation \( P_h \). The number of states of the parser is \( ||P_h|| \leq |h|^\text{width}(h) \).

**Proof.** As before, the proof is by structural induction and the only new case is when
We deduce that \( \alpha \) is an accepting run of \( \mathcal{A}_e \) for the input word \( u_i \). It is also easy to see that \( \pi_\Sigma(\alpha_i) = u_i \). Before \( \varrho \) can reach an accepting state of \( F_h \), its third component which started initially with \( q_f^{l_i} \) has to reach \( q_f^r \) which is possible only by a transition of case 3 when the first component which counts modulo \( k \) has the value \( k \). We deduce that \( n \geq k \).

We show below that conditions (1-6) on page 25 defining the parsing relation are satisfied.

1. Let \( 0 \leq i < n - k \) and \( m = i + 1 \mod k \). We consider the projection \( q_f' \) on the component \( 2 + m \) of the subrun \( \varrho_{i+1} \cdots \varrho_{i+k} \) reading \( u_{i+1} \cdots u_{i+k} \) and producing \( \alpha_{i+1} \#_e \cdots \#_e \alpha_{i+k} \). We can check that \( q_f' \) is an accepting run of \( \mathcal{P}_f \) reading \( u_{i+1} \cdots u_{i+k} \) and producing the projection of \( \alpha_{i+1} \cdots \alpha_{i+k} \) on \( \Sigma \cup B_m \). We deduce that \( \pi_m(\alpha_{i+1} \cdots \alpha_{i+k}) \in \mathcal{P}_f(u_{i+1} \cdots u_{i+k}) \) and condition (1) holds.

2. Let \( 1 \leq i < j \leq k \). During the run \( \varrho_i \), the component \( 2 + j \) of the states is constantly \( q_{\perp} \) and we deduce that \( \alpha_i \) does not contain a parenthesis \( \lceil \rceil \).

3. Similarly, if \( n - k + 1 \leq i < j \leq n \), then during the run \( \varrho_i \), the component \( 2 + (j \mod k) \) of the states is constantly \( q_{\perp} \) and we deduce that \( \alpha_i \) does not contain a parenthesis \( \lceil \rceil \mod k \).

4. Let \( i \geq k \) and \( m = i + 1 \mod k \). As above, consider the projection \( q_f' \) on the component \( 2 + m \) of the subrun \( \varrho_{i-k+1} \cdots \varrho_{i} \) reading \( u_{i-k+1} \cdots u_i \) and producing \( \alpha_{i-k+1} \#_e \cdots \#_e \alpha_i \). Since \( q_f' \) is an accepting run of \( \mathcal{P}_f \), it ends with some \( q_{\perp} \cdots q_{\perp} \) which must be the projection of a transition of case 3. Now, a transition of case 3 may only be followed by a transition of case 4. Hence, this is the last transition of \( \varrho_i \) and we deduce that \( \alpha_i \) ends with \( \lceil \rceil \).

5. Let \( i \leq n - k + 1 \) and \( m = i \mod k \). We can see that \( \varrho_i \) starts from some state \( (m, q_l, q_u, \ldots, q_k, m) \) with \( q_m = q_f^l \). We have a transition \( q_m = q_f^l \xrightarrow{\#_e \cdots \#_e} q_m' \) in \( \mathcal{P}_f \). Hence the first transition of \( \varrho_i \) must be with case 2 and since \( m \) is the maximal element w.r.t.
the order \( \leq m \) it must be induced by the transition \( q_m = q_1^f \xrightarrow{\varepsilon \mid \eta} q_m^s \) of \( P_f \). We deduce that it is labelled \( \varepsilon \mid \eta^m \) and that \( \alpha_1 \) starts with \( \eta^m \).

Let \( i > n - k + 1 \) and \( m = i \mod k \). We can see that \( q_j \) starts from some state \((m, q_1, q_1, \ldots, q_k, m)\) with \( q_m = q_i^s \). Since \( m \) is the maximal element w.r.t. the order \( \leq m \), the first transition of \( q_j \) cannot be from case 2. Either it is from case 1 and \( \alpha_1 \) starts with a letter from \( \Sigma \), or it is from case 3 and \( \alpha_1 = j^{i+1 \mod k} \), or it is from case 4 and \( \alpha_1 = \varepsilon \).

6. Assume that \( \alpha_i \) has two consecutive parentheses \( \mid \varepsilon \mid \eta^f \) with \( \mid \not \in j^{i+1 \mod k} \). The two parentheses have been produced by consecutive transitions of case 2. We get \( j \leq i \).

Conversely, we prove that \( P_h \subseteq \|P_h\|^R \). Let \( (h, \alpha) \in P_h(w) \). We write \( w = u_1u_2 \cdots u_n \) with \( n \geq 0 \), \( u_i \in L(e) \) for \( 1 \leq i \leq n \), and \( \alpha = \alpha_1 \# e \alpha_2 \cdots \# e \alpha_n \) such that either \( n < k \) and \( \alpha = u_i \), or \( n \geq k \) and conditions (1-6) on page 25 defining the parsing relation are satisfied. In the first case, it is clear that \( (w, \alpha) \) is in \( \|P_h\|^R \). So we assume that \( n \geq k \) and we will show that \( (w, \alpha) \) is in \( \|P_h\|^R \).

For each \( 0 \leq i \leq n - k \), with \( m = i + 1 \mod k \), condition (1) implies that we have \( \pi_m(\alpha_1 \cdots \alpha_i + k) \in P_f(u_{i+1} \cdots u_{i+k}) \). We choose a corresponding accepting run \( \sigma_i \) of \( P_f \). We write \( \sigma_i = \sigma_i^1 \cdots \sigma_i^k \) where \( \sigma_i^j \) reads \( u_{i+j} \) and produces \( \pi_m(\alpha_{i+j}) \) (this factorization is unique since each transition of \( P_f \) produces a single symbol).

Now, let \( 1 \leq j \leq n \), and consider an accepting run \( g_j^i \) for \( u_j \in \mathcal{A}_e \). The output word \( \alpha_j \) determines a unique way to order transitions of \( g_j \) and transitions of the runs \( \sigma_i^j \) with \( i + \ell = j \), synchronizing transitions reading letters from \( \Sigma \) and interleaving transitions reading \( \varepsilon \) and producing parentheses. Using conditions (4,5,6) on \( \alpha_j \), we can check that following the above order we obtain the run \( g_j \) using transitions of types (1,2,3) and such that the projection of \( g_j \) on the second component (resp. on component \( 2 + (j - \ell + 1 \mod k) \)) is \( g_j^i \) (resp. \( \sigma_j^j \)). Notice that, during the run \( g_j \), the first component is constantly \( j \) and the last component starts with \( j \) and is then deterministically determined by each transition.

We conclude the proof by showing the upper bound on the number of states of \( P_h \). By Lemma 2 we already know that the upper bound is valid when the expression does not use \( k \)-star or reverse \( k \)-star. So, again, the only new cases to consider in the induction is when \( h = [e, f]^k \) or \( h = [e, f]^k \). In both cases, the parser is the same and its number of states is

\[
\|P_h\| = k^2(n|e| + 1)(\|P_f\| + 1)^k + (k - 1)(n|e| + 1) + 2.
\]

Recall that, in both cases, \( |h| = 1 + n|e| + |f| + k + 1 \) and \( \text{width}(h) = k \times \text{width}(f) + 2 \). Using induction hypothesis \( \|P_f\| \leq |f|^{\text{width}(f)} \) and the fact \( (a^k + 1) \leq (a + 1)^k \) when \( a, b > 0 \), we get

\[
\|P_h\| = k^2(n|e| + 1)(\|P_f\| + 1)^k + (n|e| + 1)(k - 1) + 2
\]
\[
\leq k^2(n|e| + 1)(|f|^{\text{width}(f)} + 1)^k + (n|e| + 1)(k - 1) + 2
\]
\[
\leq k^2(n|e| + 1)(|f| + 1)^{\text{width}(f)} + (n|e| + 1)(k - 1) + 2.
\]

On the other hand, considering only three terms of the binomial expansion for the first inequality, we have

\[
|h|^{\text{width}(h)} = (k + (n|e| + 1) + (|f| + 1))^{k \times \text{width}(f) + 2}
\]
\[
\geq (k + \text{width}(f) + 2) \cdot k \cdot (n|e| + 1) \cdot (|f| + 1)^{k \times \text{width}(f) + 1} + 1
\]
\[
\geq k^2(n|e| + 1)(|f| + 1)^{k \times \text{width}(f) + 1} + (n|e| + 1)(k - 1) + 2.
\]

We deduce that \( \|P_h\| \leq |h|^{\text{width}(h)} \).
8 Reversible transducer for the unambiguous semantics of RTEs

In this section, we will discuss how to check if a word is in the unambiguous domain of an RTE. As already discussed in Section 3.2, the unambiguous domain $\text{udom}(h)$ of an RTE $h$ is defined as the set of words $w \in \text{dom}(h)$ such that parsing $w$ according to $h$ is unambiguous. Further, from Theorem 4, we know that $\text{udom}(h)$ coincides with $\text{fdom}(P_h)$, which is the set of words $w$ such that $[P_h]^R(w)$ is a singleton. Making use of this observation, we will check if a word $w$ is in the unambiguous domain of $h$ by checking whether $P_h$ is functional on $w$.

Let $h$ be an RTE. Let $T_h^\alpha$ denote the automaton obtained from the parser $P_h$ by erasing the inputs on transitions and reading the output instead. Recall that from Theorem 3 for each parsing $\alpha$ of $w$ w.r.t. $h$, the projection of $\alpha$ on $\Sigma$ is $w$. Now, we claim that in order to check for functionality of $P_h$ on a word $w$, it is sufficient to check whether $T_h^\alpha$ accepts two words $\alpha \neq \beta$ having the same projection $w$ on $\Sigma$. In the rest of this section, we will give a construction that checks this and show its correctness. Specifically, we will compute an automaton $B_h$ from $T_h^\alpha$, such that $B_h$ accepts the language $\text{dom}(h) \setminus \text{udom}(h) = \text{dom}(P_h) \setminus \text{fdom}(P_h)$.

Let $P_h = (Q_h, \Sigma, A, q_i^0, q_f^0, \Delta_h, \mu_h)$ be the 1-way transducer that produces the parsing w.r.t. the expression $h$. Then, $B = (Q, \Sigma, q_f, F, \Delta)$ where $Q = Q_h \times Q_l \times \{0, 1\}$, $q_f = (q_f^0, q_f^0, 0)$. A state $(p, q, \nu) \in F$ if we find two runs $p \xrightarrow{c[x]} q_f^0$ and $\nu \xrightarrow{c[y]} q_f^0$ in $P_h$ with $\Pi_2(x) = \Pi_2(y) = \varepsilon$, and in addition, $x \neq y$ if $\nu = 0$. The transition relation $\Delta$ is given by the following rules, where $p \xrightarrow{a[x_1]} p'$ in the premises denotes that there is a sequence of transitions in $P_h$ that reads $a$ and produces $x_1$.

\[
\frac{p \xrightarrow{a[x]} p' \quad q \xrightarrow{a[y]} q'}{\Pi_\Sigma(x) = \varepsilon} \quad (1)
\]

\[
\frac{p \xrightarrow{a[x]} p' \quad q \xrightarrow{a[y]} q'}{P \text{ is functional on } w} \quad (2)
\]

\[
\frac{p \xrightarrow{a[x]} p' \quad q \xrightarrow{a[y]} q'}{(p, q, 0) \xrightarrow{\alpha} (p', q', 1)} \quad (3)
\]

We will now show that $B$ accepts precisely the set of words that have multiple parsings in $P_h$.

> Lemma 15. $w \in \text{dom}(h) \setminus \text{udom}(h)$ iff $B$ has an accepting run on $w$.

Proof. Suppose that $B$ has an accepting run on $w$. Then, by our construction, $T_h^\alpha$ has two accepting runs $\alpha$ and $\beta$, such that $\alpha \neq \beta$ and $\Pi_2(\alpha) = \Pi_2(\beta) = w$. This in turn means that $P_h$ has two runs reading $w$ and producing $\alpha$ and $\beta$ respectively. Therefore, $\alpha, \beta \in P_h(w)$ and we get $w \in \text{dom}(P_h) \setminus \text{fdom}(P_h) = \text{dom}(h) \setminus \text{udom}(h)$.

Conversely, suppose that $w \in \text{dom}(h) \setminus \text{udom}(h) = \text{dom}(P_h) \setminus \text{fdom}(P_h)$. Let $\alpha, \beta \in P_h(w)$ with $\alpha \neq \beta$. Then, $P_h$ has two runs reading $w$ and producing $\alpha$ and $\beta$ respectively. By Theorem 4 we have $\Pi_2(\alpha) = \Pi_2(\beta) = w$. Hence, we can write $w = a_1a_2\cdots a_n$, $\alpha = u_0a_1u_1\cdots u_n$, and $\beta = v_0a_1v_1\cdots v_n$, where $\Pi_2(u_i) = \Pi_2(v_i) = \varepsilon$, for $0 \leq i \leq n$. Further, let $i$ be the least index such that $u_i \neq v_i$. From the construction, we know that after reading $a_1\cdots a_i$, the automaton $B$ reaches a state $(p, q, 0)$ (by using rule (1) repeatedly). If
We conclude with some interesting avenues for future work. An immediate future work is words having exactly one parsing. Its number of states is the sum of the number of states of when h does not use Hadamard product, k-star or reverse k-star. Thus, the number of states of B is at most $2|h|^2\text{width}(h)$ in general, and $2|h|^2$ when h does not use Hadamard product, k-star or reverse k-star. Moreover, the construction takes time $\text{poly}(||P_h||)$, which is $\text{poly}(|h|\text{width}(h))$ for general RTEs and $\text{poly}(|h|)$ when h does not use Hadamard product, k-star or reverse k-star.

Using Lemma 2 on B, we obtain a reversible automaton $B'$ with number of states $2 \cdot 2|h|^2\text{width}(h) + 6$ that accepts the complement of $L(B)$, i.e., $B'$ accepts the set of words having at most one parsing w.r.t. h. Using Lemma 4 on $P_h$, we obtain a uniformizing 2RFT $P_h'$ of size $2^O(|h|\text{width}(h))$.

Let $P_h'$ be defined as the 2RFT that first runs the automaton $B'$ without producing anything, then runs $P_h'$ if $B'$ has accepted. This transducer is reversible since it is the sequential composition of reversible transducers, and computes the parsing relation on words belonging to the intersection of the domain of the two machines, i.e., $\text{dom}(h)$ the set of words having exactly one parsing. Its number of states is the sum of the number of states of the two machines (+1 dummy state making the transition), hence $||P_h'|| = 2^O(|h|^2\text{width}(h))$.

Thanks to Theorem 4, for any given RTE $h$, we have the evaluator 2RFT $T_h$ which, when composed with the parsing relation $P_h$, computes the relational semantics of $h$: $[h]^R = \|T_h\| \circ P_h$. Let $T_h^U$ be the 2RFT obtained by the composition of $T_h$ and $P_h^U$ (which restricts the parser to the unambiguous domain of $h$), i.e., $T_h^U = T_h \circ P_h^U$. Then, $T_h^U$ computes the unambiguous semantics of $h$: $[h]^U = \|T_h^U\|$.

Recall that the number of states of the evaluator is $||T_h|| = O(|h| \cdot \text{width}(h))$. Then, as the composition of 2RFTs can be done with polynomial blowup, we get $T_h^U$ whose number of states is $2^O(|h|^2\text{width}(h))$. Note that, if $h$ does not use Hadamard, k-star or reverse k-star, then both $||P_h||$ and $||T_h||$ are linear in $|h|$. As a consequence, for an RTE $h$ belonging to this fragment, we get $T_h^U$ whose number of states is $2^O(|h|^2)$.

9 Conclusion

We conclude with some interesting avenues for future work. An immediate future work is to adapt our parser-evaluator construction to work for SDRT. We believe that this can be done with some effort, preserving our complexity bounds. Note that in this paper, we have already done the work to handle $[e, f]^k$ even though 2-star was sufficient for RTE; it remains to ensure the aperiodicity of the parser-evaluator, preserving our complexity bounds, to make our construction work for SDRT. Another interesting question is to see if our approach and construction can be made amenable for extended RTE, which also allows function composition as an operator of the RTE syntax. Note that this does not increase expressiveness, but is a useful shorthand. Already in this paper, we have considered some useful functions like duplicate and reverse along with the fragment RTE $[\text{Rat}, \text{r}, \text{r}, \cdot, \star]$; allowing function composition makes the use of these shorthands meaningful. As we construct reversible machines, composing them is effective and hence having composition as the topmost operator is straightforward. However, using composition as an operator would require the parsing of intermediate outputs which we leave as an open problem.
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