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Abstract
Event-clock automata are a well-known subclass of timed automata which enjoy admirable theoretical
properties, e.g., determinizability, and are practically useful to capture timed specifications. However,
unlike for timed automata, there exist no implementations for event-clock automata. A main reason
for this is the difficulty in adapting zone-based algorithms, critical in the timed automata setting,
to the event-clock automata setting. This difficulty was studied in [19, 20], where the authors also
proposed a solution using zone extrapolations.

In this paper, we propose an alternative zone-based algorithm, using simulations for finiteness,
to solve the reachability problem for event-clock automata. Our algorithm exploits the G-simulation
framework, which is the coarsest known simulation relation for reachability, and has been recently
used for advances in other extensions of timed automata.
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1 Introduction

Timed automata (TA) [4] are a well-established model for real-time systems and form the
basis for employing model-checking techniques. The most popular property that has been
considered in these systems is control state reachability. Reachability in timed automata
is a well-studied problem and was shown to be decidable (and PSPACE-complete) using
the so-called region construction [4]. This construction was primarily of theoretical interest,
as the number of regions, which are collections of reachable configurations, explodes both
in theory and in practice. On the other hand, timed automata have been implemented in
several tools: UPPAAL [26, 6], KRONOS [10], PAT [29], RED [31], TChecker [21], Theta [30],
LTS-Min [24], Symrob [28], MCTA [25], etc. Most of these tools have a common underlying
algorithm which is an explicit enumeration of reachable configurations stored as zones [7].
Since the late 90s, a substantial effort has been invested in improving zone enumeration
techniques, the common challenge being how to get a sound and complete enumeration while
exploring as few zones as possible.
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13:2 Simulations for Event-Clock Automata

The more general model checking problem of whether the system represented by TA
A satisfies the specification given by TA B reduces to the language inclusion problem
L(A) ⊆ L(B). There are two challenges here: first, the inclusion problem is undecidable in
its full generality, and second, having clocks, though excellent for timed implementations, are
often less than ideal for modeling timed specifications. This has led to the introduction of
event-clocks and the corresponding model of event-clock automaton (ECA) [5]. Event-clock
automata make use of special clocks that track the time since the last occurrence of an event
(history clocks) or the time until the next occurrence of an event (prophecy clocks). On one
hand this makes writing timed specifications more natural. Indeed, the role of prophecy clocks
is in the same spirit as future modalities in temporal logics. This has led to several extensions
of temporal logics with event-clocks [15, 1, 27], which are often used as specification languages
and can be converted into ECA. On the other hand, ECA can be determinized and hence
complemented. Observe that model-checking event-clock specifications over TA models can
be reduced to the reachability problem on the product of the TA with an ECA. This product
contains usual clocks, history clocks and prophecy clocks. The usual clocks can be treated in
the same way as history clocks for the zone analysis. Therefore, if we solve ECA reachability
(with history and prophecy clocks) using zones, we can incorporate usual clocks into the
procedure seamlessly. The bottomline is that the well-motivated problem of model-checking
event-clock specifications over TA models can be reduced to an ECA reachability problem.

Thus, in this paper, we focus on the core problem of building efficient, zone-based
algorithms for reachability in ECA. This problem turns out to be significantly different
compared to zone based reachability algorithms in usual TA, precisely due to prophecy clocks.
Our goal is to align the zone-based reachability algorithms for ECA with recent approaches
for TA that have shown significant gains.

As mentioned earlier, the core of an efficient TA reachability algorithm is an enumeration
of zones, where the central challenge is that naïve enumeration does not terminate. One
approach to guarantee termination is to make use of an extrapolation operation on zones:
each new zone that is enumerated is extrapolated to a bigger zone. Any freshly enumerated
zone that is contained in an existing zone is discarded. More recently, a new simulation
approach to zone enumeration has been designed, where enumerated zones are left unchanged.
Instead, with each fresh zone it is checked whether the fresh zone is simulated by an already
seen zone. If yes, the fresh zone is discarded. Otherwise, it is kept for further exploration.
Different simulations have been considered: the LU -simulation [22] which is based on LU -
bounds, or the G-simulation [18], which is based on a carefully-chosen set of constraints.
Coarser simulations lead to fewer zones being enumerated. The G-simulation is currently
the coarsest-known simulation that can be efficiently applied in the simulation approach.
The simulation based approach offers several gains over the extrapolation approach: (1)
since concrete zones are maintained, one could use dynamic simulation parameters and
dynamic simulations, starting from a coarse simulation and refining whenever necessary [23],
(2) the simulation approach has been extended to richer models like timed automata with
diagonal constraints [17, 16], updatable timed automata [18], weighted timed automata [9]
and pushdown timed automata [3]. In these richer models, extrapolation has either been
shown to be impossible [8] or is unknown.

Surprisingly, for ECA, an arguably more basic and well-known model, it turns out that
there are no existing simulation-based approaches. However, an extrapolation approach using
maximal constants has been studied for ECA in [19, 20]. In this work, the authors start by
showing that prophecy clocks exhibit fundamental differences as compared to usual clocks.
To begin with, it was shown that there is no finite time-abstract bisimulation for ECA in
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general. This is in stark contrast to TA where the region equivalence forms a finite time-
abstract bisimulation. The correctness of extrapolation is strongly dependent on the region
equivalence. Therefore, in order to get an algorithm, the authors define a weak semantics for
ECA and a corresponding notion of weak regions which is a finite time-abstract bisimulation
for the weak semantics and show that the weak semantics is sound for reachability. Building
on this, they define an extrapolation operation for the zone enumeration.

Contributions. Given the advantages of using simulations with respect to extrapolations in
the TA setting described above, we extend the G-simulation approach to ECA. Here are the
technical contributions leading to the result.

We start with a slightly modified presentation of zones in ECA and provide a clean
algebra for manipulating weights in the graph representation for such ECA-zones. This
simplifies the reasoning and allows us to adapt many ideas for simulation developed in
the TA setting directly to the ECA setting.
The G-simulation is parameterized by a set of constraints at each state of the automaton.
We adapt the constraint computation and the definition of the simulation to the context
of ECA, the main challenge being the handling of prophecy clocks.
We give a simulation test between two zones that runs in time quadratic in the number
of clocks. This is an extension of the similar test that exists for timed automata, but now
it incorporates new conditions that arise due to prophecy clocks.
Finally, we show that the reachability algorithm using the G-simulation terminates for
ECA: for every sequence Z0, Z1, . . . of zones that are reachable during a zone enumeration
of an ECA, there exist i < j such that Zj is simulated by Zi. This is a notable difference
to the existing methods in TA, where finiteness is guaranteed for all zones, not only the
reachable zones. In the ECA case, this is not true: we can construct an infinite sequence
of zones which are incomparable with respect to the new G-simulation. However, we show
that finiteness does hold when restricting to reachable zones, and this is sufficient to
prove termination of the zone enumeration algorithm. Our argument involves identifying
some crucial invariants in reachable zones, specially, involving the prophecy clocks.

The fundamental differences in the behaviour of prophecy clocks as compared to usual
clocks constitute the major challenge in developing efficient procedures for the analysis of
ECAs. In our work, we have developed methods to incorporate prophecy clocks alongside
the usual clocks. We prove a surprising property: in all reachable ECA-zones, the constraints
involving prophecy clocks come from a finite set. A direct consequence of this observation
is that the event zone graph of an ECA containing only prophecy clocks (known as Event-
Predicting Automata EPA) is always finite. We wish to emphasize that, in this work, we are
moving a step towards implementability, and at the same time towards more expressivity,
since simulation approaches are amenable to extensions, e.g., with diagonal constraints.

Organization of the paper. Section 2 recalls ECA and describes a slightly modified
presentation of the ECA semantics. Section 3 introduces event zones, event zone graph
and the simulation based reachability framework. Section 4 introduces the new algebra for
representing event zones and describes some operations needed to build the zone graph.
Section 5 introduces the G-simulation for event-clock automata and gives the simulation
test. Section 6 proves finiteness of the simulation when restricted to reachable zones. All the
missing proofs can be found in the full version of the paper [2].

CONCUR 2022



13:4 Simulations for Event-Clock Automata

2 Event Clock Automata and Valuations

Let X be a finite set of variables called clocks. Let Φ(X) denote a set of clock constraints
generated by the following grammar: φ ::= x ◁ c | c ◁ x | φ ∧ φ where x ∈ X, c ∈ Z =
Z ∪ {−∞, +∞} and ◁ ∈ {<,≤}. The base constraints of the form x ◁ c and c ◁ x will be
called atomic constraints. Constraints x < −∞ and +∞ < x are equivalent to false and
constraints −∞ ≤ x and x ≤ +∞ are equivalent to true.

Given a finite alphabet Σ, we define a set XH = {←−a | a ∈ Σ} of history clocks and a
set XP = {−→a | a ∈ Σ} of prophecy clocks. Together, history and prophecy clocks are called
event clocks. In this paper, all clocks will be event clocks, thus we set X = XH ∪XP .

0 ←−
a

−→
a

∞−∞

Figure 1 Range of valuations of event clocks. A valuation maps history clocks to R≥0 ∪ {+∞}
and prophecy clocks to R≤0 ∪ {−∞}.

▶ Definition 1 (Valuation). A valuation of event clocks is a function v : X 7→ R = R ∪
{−∞, +∞} which maps history clocks to R≥0 ∪ {+∞} and prophecy clocks to R≤0 ∪ {−∞}.
We say a history clock ←−a , for some a ∈ Σ is undefined (resp. defined) when v(←−a ) = +∞
(resp. v(←−a ) < +∞) and a prophecy clock −→a is undefined (resp. defined) when v(−→a ) = −∞
(resp. −∞ < v(−→a )). We denote by V(X) or simply by V the set of valuations over X.

We remark that the history clock and the prophecy clock of an event a are symmetric
notions. In the semantics that we introduce in this paper, history clock ←−a stores the amount
of time elapsed after seeing the last a, measuring how far ahead in the future we are w.r.t.
the last occurrence of a. Before we see an a for the first time, ←−a is set to +∞. The prophecy
clock −→a stores the negative of the amount of time that needs to be elapsed before seeing
the next a. In other words, −−→a tells us how far behind in the past we are w.r.t. the next
occurrence of a. If no more a’s are going to be seen, then the prophecy clock of a is set to
−∞, i.e., −→a = −∞. See Figure 1 for a pictorial representation of valuations of event clocks.

Notice that for history (resp. prophecy) clocks, useful constraints use non-negative (resp.
non-positive) constants. Also, ←−a < 0 and 0 < −→a are equivalent to false whereas 0 ≤ ←−a ,
←−a ≤ ∞, −→a ≤ 0 and −∞ ≤ −→a are equivalent to true. A constraint c ◁ ←−a does not imply
that the history clock ←−a is defined, whereas a constraint ←−a ◁ c with (◁, c) ̸= (≤,∞) does.
The same applies to prophecy clocks where a constraint c ◁ −→a with (c, ◁) ̸= (−∞,≤) implies
that −→a is defined, whereas −→a ◁ c does not; in fact, −→a ≤ −∞ states that −→a is undefined.

▶ Remark 2. In the earlier works on ECA [5, 20], prophecy clocks assumed non-negative
values and decreased along with time. This allowed to write guards on prophecy clocks with
non-negative constants, e.g., −→a ≤ 5 means that the next a occurs in at most 5 time units.
In our convention, this would be written as −5 ≤ −→a . Secondly, an undefined clock (history
or prophecy) was assigned a special symbol ⊥ in earlier works. We have changed this to use
−∞ and +∞ for undefined prophecy and history clocks respectively. We adopt these new
conventions as they allow to treat both history clocks and prophecy clocks in a symmetric
fashion, and a clean integration of undefined values when we describe zones and simulations.

We say that a valuation v satisfies a constraint φ, denoted as v |= φ, if φ evaluates to
true, when each variable x in φ is replaced by its value v(x). We write [←−a ]v to denote the
valuation v′ obtained from v by resetting the history clock ←−a to 0, keeping the value of other
clocks unchanged. We denote by [−→a ]v the set of valuations v′ obtained from v by setting
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the prophecy clock −→a non-deterministically to some value in [−∞, 0], keeping the value of
other clocks unchanged. We denote by v + δ the valuation obtained by increasing the value
of all clocks from the valuation v by δ ∈ R≥0. Not every time elapse may be possible from a
valuation, since prophecy clocks need to stay at most 0. For example, if there are two events
a, b, then a valuation with v(−→a ) = −3 and v(

−→
b ) = −2 can elapse at most 2 time units.

▶ Definition 3 (Event-clock automata [5]). An event-clock automaton (ECA) A is given by
a tuple (Q, Σ, X, T, q0, F ), where Q is a finite set of states, Σ is a finite alphabet of actions,
X is the set of event clocks for Σ, q0 ∈ Q is the initial state, F ⊆ Q is the set of accepting
states and T ⊆ Q× Σ× Φ(X)×Q is a finite set of transitions.
The semantics of an ECA A = (Q, Σ, X, T, q0, F ) is given by a transition system SA whose
states are configurations (q, v) of A, where q ∈ Q and v is a valuation. A configuration
(q, v) is initial if q = q0, v(x) =∞ for all x ∈ XH and −∞ ≤ v(x) ≤ 0 for all x ∈ XP . A
configuration (q, v) is accepting if q ∈ F , and v(x) = −∞ for all x ∈ XP and 0 ≤ v(x) ≤ ∞
for all x ∈ XH . Transitions of SA are of two forms:

Delay transition: (q, v) δ−→ (q, v + δ), if (v + δ)(x) ≤ 0 for all x ∈ XP .
Action transition: (q, v) t−→ (q′, [←−a ]v′) if t = (q, a, g, q′) is a transition in A, v(−→a ) = 0,
v′ ∈ [−→a ]v and v′ |= g.
A transition with action a can be taken when the value of the prophecy clock −→a is 0,
then a new value in [−∞, 0] for −→a is non-deterministically guessed so that the resulting
valuation v′ satisfies the guard g, and finally, the history clock ←−a is reset to 0.

An ECA is called an event recording automaton (ERA) if it only contains history clocks
and event predicting automaton (EPA) if it only contains prophecy clocks. A run of an
event-clock automaton is a finite sequence of transitions from an initial configuration of SA.
A run is said to be accepting if its last configuration is accepting. We are interested in the
reachability problem of an event clock automaton. Formally,

▶ Definition 4 (Reachability problem for ECA). The reachability problem for an event-clock
automaton A is to decide whether A has an accepting run.

Different solutions based on regions and zones have been proposed in [5, 19, 20]. For
ERA, the standard region and zone based algorithms for timed automata work directly.
However, for EPA (and ECA), this is not the case. In fact, [19] show that the standard
region abstraction is not possible, as there exists no finite bisimulation due to the behavior
of prophecy clocks. Also, the standard definition of zones used for timed automata is not
sufficient to handle valuations with undefined clocks. The papers [19, 20] make use of special
symbols ⊥ and ? for this purpose. In this work, we use a different formulation of zones by
making use of +∞ and −∞. Instead of using x = ⊥ (resp. x ̸= ⊥) to state that a clock is
undefined (resp. defined) as in [19, 20], we write +∞ ≤ x or x ≤ −∞ or (resp. x < +∞ or
−∞ < x) depending on whether x is a history clock or a prophecy clock. This distinction
between being undefined for history and prophecy clocks plays an important role.

3 Event zones and simulation based reachability

The most widely used approach for checking reachability in a timed automaton is based on
reachability in a graph called the zone graph of a timed automaton [13]. Roughly, zones [7]
are sets of valuations that can be represented efficiently using difference constraints between
clocks. In this section, we introduce an analogous notion for event-clock automata. We
consider event zones, which are sets of valuations of event-clock automata.

CONCUR 2022



13:6 Simulations for Event-Clock Automata

▶ Definition 5 (Event zones). An event zone is a set of valuations satisfying a conjunction of
constraints of the form c ◁ x, x ◁ c or x− y ◁ c, where x, y ∈ X and c ∈ Z = Z∪ {−∞, +∞}.
Constraints of the form x−y ◁ c are called diagonal constraints. To evaluate such constraints,
we extend addition on real numbers with the convention that (+∞) + α = +∞ for all α ∈ R
and (−∞) + β = −∞, as long as β ̸= +∞. We simply write v(x− y) for v(x)− v(y).

Let W be a set of valuations and q a state. For transition t := (q, a, g, q1), we write
(q, W ) t−→ (q1, W1) if W1 = {v1 | (q, v) t−→ δ−→ (q1, v1) for some δ ∈ R≥0}. As is usual with
timed automata, zones are closed under the time elapse operation. We will show in the next
section that starting from an event zone Z, the successors are also event zones: (q, Z) t−→
(q1, Z1) implies Z1 is an event zone too. We use this feature to define an event zone graph.

▶ Definition 6 (Event zone graph). Nodes are of the form (q, Z) where q is a state and Z is
an event zone. The initial node is (q0, Z0) where q0 is the initial state and Z0 is given by∧

a∈Σ(∞ ≤ ←−a ) ∧ (−→a ≤ 0). This is the set of all initial valuations, which is already closed
under time elapse. For every node (q, Z) and every transition t := (q, a, g, q1) there is a
transition (q, Z) t−→ (q1, Z1) in the event zone graph. A node (q, Z) is accepting if q ∈ F and
Z ∩ Zf is non-empty where the final zone Zf is defined by

∧
a∈Σ
−→a ≤ −∞.

Two examples of ECA and their event zone graphs are given in Figure 3 and Figure 4 of
Appendix A.

Similar to the case of timed automata, the event zone graph can be used to decide
reachability. The next lemma follows by a straightforward adaptation of the corresponding
proof [13] from timed automata.

▶ Proposition 7. The event zone graph of an ECA is sound and complete for reachability.

However, as in the case of zone graphs for timed automata, the event zone graph for an
ECA is also not guaranteed to be finite. We will now define what a simulation is and see
how it can be used to get a finite truncation of the event zone graph, which is still sound
and complete for reachability.

▶ Definition 8 (Simulation). A simulation relation on the semantics of an ECA is a reflexive,
transitive relation (q, v) ⪯ (q, v′) relating configurations with the same control state and (1)
for every (q, v) δ−→ (q, v + δ), we have (q, v′) δ−→ (q, v′ + δ) and (q, v + δ) ⪯ (q, v′ + δ), (2) for
every transition t, if (q, v) t−→ (q1, v1) for some valuation v1, then (q, v′) t−→ (q1, v′1) for some
valuation v′1 with (q1, v1) ⪯ (q1, v′1).

For two event zones Z, Z ′, we say (q, Z) ⪯ (q, Z ′) if for every v ∈ Z there exists
v′ ∈ Z ′ such that (q, v) ⪯ (q, v′). The simulation ⪯ is said to be finite if for every sequence
(q1, Z1), (q2, Z2), . . . of reachable nodes, there exists j > i such that (qj , Zj) ⪯ (qi, Zi).

The reachability algorithm enumerates the nodes of the event zone graph and uses ⪯ to
truncate nodes that are smaller with respect to the simulation.

▶ Definition 9 (Reachability algorithm). Let A be an ECA and ⪯ a finite simulation for A.
Add the initial node of the event zone graph (q0, Z0) to a Waiting list. Repeat the following
until Waiting list is empty:

Pop a node (q, Z) from the Waiting list and add it to the Passed list.
For every (q, Z) t−→ (q1, Z1): if there exists a (q1, Z ′1) in the Passed or Waiting lists such
that (q1, Z1) ⪯ (q1, Z ′1), discard (q1, Z1); else add (q1, Z1) to the Waiting list.

If some accepting node is reached, the algorithm terminates and returns a Yes. Else, it
continues until there are no further nodes to be explored and returns a No answer.
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The correctness of the reachability algorithm follows once again from the correctness of
the simulation approach in timed automata [22]. Moreover, termination is guaranteed when
the simulation used is finite.

▶ Theorem 10. An ECA has an accepting run iff the reachability algorithm returns Yes.

We have now presented the framework for the simulation approach in its entirety. However,
to make it functional, we will need the following.
1. An efficient representation for event zones and algorithms to compute successors.
2. A concrete simulation relation ⪯ for ECA with an efficient simulation test (q, Z) ⪯ (q, Z ′).
3. A proof that ⪯ is finite, to guarantee termination of the reachability algorithm.
In the rest of the paper, we show how these can be achieved. To start with, for standard
timed automata, zones are represented using Difference-Bound-Matrices (DBMs) [14]. For
such a representation to work on event zones, we will need to incorporate the fact that
valuations can now take +∞ and −∞. In Section 4, we propose a way to merge +∞ and
−∞ seamlessly into the DBM technology. In the subsequent Section 5, we define a simulation
for ECA based on G-simulation, develop some technical machinery and present an efficient
simulation test. Finally, in Section 6, we deal with the main problem of showing finiteness.
For this, we prove some non-trivial invariants on the event zones that are reachable in ECA
and use them to show a surprising property regarding prophecy clocks. More precisely, we
show that constraints involving prophecy clocks in reachable event zones come from a finite
set depending on the maximum constant of the ECA only.

4 Computing with event zones and distance graphs

We now show that event zones can be represented using Difference-Bound-Matrices (DBMs)
and the operations required for the reachability algorithm can be implemented using DBMs.
Each entry in a DBM encodes a constraint of the form x − y ◁ c. For timed automata
analysis, the entries are (◁, c) where c ∈ R and ◁ ∈ {<,≤}, or (◁, c) = (<,∞). In our case,
we will need to deal with valuations having +∞ or −∞. For this purpose, we first extend
weights to include (≤,−∞) and (≤,∞) and define an arithmetic that admits the new entries
in a natural way.

▶ Definition 11 (Weights). Let C = {(≤,−∞)} ∪ {(◁, c) | c ∈ R ∪ {∞} and ◁ ∈ {≤, <}},
called the set of weights.

Order. Define (◁1, c1) < (◁2, c2) when either (1) c1 < c2, or (2) c1 = c2 and ◁1 is <

while ◁2 is ≤. This is a total order, in particular (≤,−∞) < (◁, c) < (<,∞) < (≤,∞)
for all c ∈ R.
Sum. Let α, β, γ, (◁1, c1), (◁2, c2) ∈ C with β ̸= (≤,∞), γ /∈ {(≤,−∞), (≤,∞)} and
c1, c2 ∈ R. We define the operation of sum on weights as follows.

(≤,∞) + α = (≤,∞) (≤,−∞) + β = (≤,−∞) (<,∞) + γ = (<,∞)
(◁1, c1) + (◁2, c2) = (◁, c1 + c2) with ◁ = ≤ if ◁1 = ◁2 = ≤ and ◁ = < otherwise.

The intuition behind the above definition of order is that when (◁, c) < (◁′, c′), the set of
valuations that satisfies a constraint x−y ◁ c is contained in the solution set of x−y ◁′ c′. For
the sum, we have the following lemma which gives the idea behind our choice of definition.

▶ Lemma 12. Let v be a valuation, x, y, z be event clocks and (◁1, c1), (◁2, c2) ∈ C. If
v |= x− y ◁1 c1 and v |= y − z ◁2 c2, then v |= x− z ◁ c where (◁, c) = (◁1, c1) + (◁2, c2).

CONCUR 2022



13:8 Simulations for Event-Clock Automata

Equipped with the weights and the arithmetic over it, we will work with a graph
representation of zones (as so-called distance graphs), instead of matrices (i.e., DBMs),
since this makes the analysis more convenient. We wish to highlight that our definition
of weights, order and sum have been chosen to ensure that this notion of distance graphs
remains identical to the one for usual TA. As a consequence, we are able to adapt many of
the well-known properties about distance graphs for ECA.

▶ Definition 13 (Distance graphs). A distance graph is a weighted directed graph, with vertices
being XP ∪XH ∪ {0} where 0 is a special vertex that plays the role of constant 0. Edges are
labeled with weights from C. An edge x

◁ c−→ y represents the constraint y − x ◁ c. For a graph
G, we define [[G]] := {v | v |= y − x ◁ c for all edges x

◁ c−→ y in G}. Further,
The weight of a path in a distance graph G is the sum of the weight of its edges. A cycle
in G is said to be negative if its weight is strictly less than (≤, 0).
A graph G is said to be in canonical form if it has no negative cycles and for each pair of
vertices x, y, the weight of x→ y is not greater than the weight of any path from x to y.
For two graphs G1, G2, we write min(G1,G2) for the distance graph obtained by setting
the weight of each edge to the minimum of the corresponding weights in G1 and G2.

For an event zone Z, we write G(Z) for the canonical distance graph that satisfies [[G(Z)]] = Z.
We denote by Zxy the weight of the edge x→ y in G(Z).

We will make use of an important property, which has been shown when weights come
from C \ {(≤, +∞), (≤,−∞)}, but continues to hold even with the new weights added.

▶ Lemma 14. For every distance graph G, we have [[G]] = ∅ iff G has a negative cycle.

Successor computation. To implement the computation of transitions (q, Z) t−→ (q1, Z1)
in an event zone graph, we will make use of some operations on event zones that we define
below. Using distance graphs, we show that these operations preserve event zones, that is,
starting from an event zone and applying any of the operations leads to an event zone again.
Thanks to the algebra over the new weights that we have defined, the arguments are very
similar to the case of standard timed automata.

▶ Definition 15 (Operations on event zones). Let g be a guard and Z an event zone.
Guard intersection: Z ∧ g := {v | v ∈ Z and v |= g}
Release: [−→a ]Z =

⋃
v∈Z [−→a ]v

Reset: [←−a ]Z = {[←−a ]v | v ∈ Z}
Time elapse: −→Z = {v + δ | v ∈ Z, δ ∈ R≥0 s.t. v + δ |=

∧
a∈Σ
−→a ≤ 0}

A guard g can be seen as yet another event zone and hence guard intersection is just an
intersection operation between two event zones. By definition, for a transition t := (q, a, g, q′)
and a node (q, Z) the successor (q, Z) t−→ (q′, Z ′) can be computed in the following sequence:

Z1 := Z ∩ (0 ≤ −→a ) Z2 := [−→a ]Z1 Z3 := Z2 ∩ g Z4 := [←−a ]Z3 Z ′ := −→Z4

As an example, in Figure 2, suppose an action b with guard −→a = −1 (−→a ≤ −1 ∧ −1 ≤ −→a )
is fired from Zone Z as depicted, applying the above sequence in order gives Z1, Z2, Z3, Z4
resulting in the successor zone Z ′, as depicted in the figure.

We are now ready to state Theorem 16 that says that the operations on event zones
translate easily to operations on distance graphs and that the successor of an event zone is an
event zone. Except for the release operation [←−a ], the rest of the operations are standard in
timed automata, but need to be extended to cope with the new weights (≤, +∞), (≤,−∞).
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Z Z1 Z2 Z3 Z4 Z ′

−→a ≤ 0 ←−a =∞
−→
b ≤ 0

←−
b =∞

−→a ≤ 0 ←−a =∞
−→
b = 0

←−
b =∞

−→a −
−→
b ≤ 0

−→a ≤ 0 ←−a =∞
−→
b ≤ 0

←−
b =∞

−→a = −1 ←−a =∞
−→
b ≤ 0

←−
b =∞

−→
b −−→a ≤ 1

−→a = −1 ←−a =∞
−→
b ≤ 0

←−
b = 0

−→
b −−→a ≤ 1
←−
b −−→a = 1
−→
b −
←−
b ≤ 0

−1 ≤ −→a ≤ 0

0 ≤
←−
b ≤ 1

−→
b ≤ 0 ←−a =∞
−→
b −−→a ≤ 1
←−
b −−→a = 1
−→
b −
←−
b ≤ 0

Figure 2 Successor computation from event zone Z on an action b with guard −→a = −1.

We show that we can perform all these operations in the new algebra with quadratic
complexity, as in timed automata without diagonal constraints [32].

▶ Theorem 16. Let Z be an event zone and G be its canonical distance graph. Let g be a
guard. We can compute, in O(|XP ∪XH |2) time, distance graphs Gg, [−→a ]G, [←−a ]G and −→G
in canonical form, such that Z ∧ g = [[Gg]], [−→a ]Z = [[[−→a ]G]], [←−a ]Z = [[[←−a ]G]], and −→Z = [[−→G ]].

Proof (sketch). The distance graphs Gg, [−→a ]G, [←−a ]G and −→G are computed as follows:
Guard intersection: a distance graph Gg is obtained from G as follows,

for each atomic constraint x ◁ c in g, replace weight of edge 0→ x with the minimum
of its weight in G and (◁, c),
for each atomic constraint d ◁ y in g, replace weight of edge y → 0 with the minimum
of its weight in G and (◁,−d),
canonicalize the resulting graph.

Release: a distance graph [−→a ]G is obtained from G by
removing all edges involving −→a and then
adding the edges 0 (≤,0)−−−→ −→a and −→a (≤,∞)−−−−→ 0, and then
canonicalizing the resulting graph.

Reset: a distance graph [←−a ]G is obtained from G by
removing all edges involving ←−a and then
adding the edges 0 (≤,0)−−−→←−a and ←−a (≤,0)−−−→ 0, and then
canonicalizing the resulting graph.

Time elapse: the distance graph −→G is obtained by the following transformation:
if ←−x is defined, i.e., the weight of 0 −→←−x is not (≤,∞), then replace it with (<,∞),
if −→x is defined, i.e., the weight of 0 −→ −→x is not (≤,−∞), then replace it with (≤, 0),
canonicalize the resulting graph.

It is not hard to prove that they correspond to the operations on event zones. Other than
canonicalization, it can be easily checked that these operations can be computed in quadratic
time. Though canonicalization is cubic time in general, in each of the special cases above, it
can be implemented in quadratic time. ◀

5 A concrete simulation relation for ECAs

We fix an event-clock automaton A = (Q, Σ, X, T, q0, F ) for this section. We will define a
simulation relation ⪯A on the configurations of the ECA. We first define a map G from Q to
sets of atomic constraints. The map G is obtained as the least fixpoint of the set of equations:

G(q) = {
−→
b ≤ 0, 0 ≤

−→
b | b ∈ Σ} ∪

⋃
(q,a,g,q′)∈T

split(g) ∪ pre(a,G(q′))
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where split(g) is the set of atomic constraints occurring in g and, for a set of atomic constraints
G, pre(a, G) is defined as the set of constraints in G except those on −→a or ←−a . Notice that
constraints in G(q) use the constant 0 and constants used in constraints of A.

Let G be a set of atomic constraints. The preorder ⪯G is defined on valuations by

v ⪯G v′ if ∀φ ∈ G, ∀δ ≥ 0, v + δ |= φ =⇒ v′ + δ |= φ .

Notice that in the condition above, we do not restrict δ to those such that v + δ is a valuation:
we may have v(−→a ) + δ > 0 for some a ∈ Σ. This is crucial for the proof of Theorem 17
below. It also allows to get a clean characterizations of the simulation (Lemma 18) which in
turn is useful for deriving the simulation test and in showing finiteness. Based on ⪯G and
the G(q) computation, we can define a preorder ⪯A between configurations of ECA A as
(q, v) ⪯A (q′, v′) if q = q′ and v ⪯G(q) v′.

▶ Theorem 17. The relation ⪯A is a simulation on the transition system SA of ECA A.

When G = {φ} is a singleton, we simply write ⪯φ for ⪯{φ}. The definition of the ⪯G

simulation above in some sense declares what is expected out of the simulation. Below, we
give a constructive characterization of the simulation in terms of the constants used and the
valuations. For example, if v(←−a ) = 3 and ←−a ≤ 5 is a constraint in G, point 2 below says
that all v′ with v′(←−a ) ≤ 3 simulate v. The next lemma is a generalization of Lemma 8 from
[18] to our setting containing prophecy clocks and the undefined values +∞ and −∞.

▶ Lemma 18. Let v, v′ be valuations and G a set of atomic constraints. We have
1. v ⪯G v′ iff v ⪯φ v′ for all φ ∈ G.
2. v ⪯x◁c v′ iff v(x) ̸◁ c or v′(x) ≤ v(x) or (◁, c) = (≤,∞) or (◁, c) = (<,∞) ∧ v′(x) <∞.
3. v ⪯c◁x v′ iff c ◁ v′(x) or v(x) ≤ v′(x) or (c, ◁) = (∞, <) or (c, ◁) = (∞,≤) ∧ v(x) <∞.

We now state some useful properties that get derived from Lemma 18.
▶ Remark 19. Let v, v′ be valuations and G a set of atomic constraints.
1. For all a ∈ Σ, if {0 ≤ −→a ,−→a ≤ 0} ⊆ G and v ⪯G v′ then v(−→a ) = v′(−→a ).
2. Let x ◁1 c1 and x ◁2 c2 be constraints with (◁1, c1) ≤ (◁2, c2) < (<,∞) (we say that

x ◁1 c1 is subsumed by x ◁2 c2). If v ⪯x◁2c2 v′ then v ⪯x◁1c1 v′.
Indeed, from (◁2, c2) < (<,∞) and v ⪯x◁2c2 v′ we get v′(x) ≤ v(x) or v(x) ̸◁2 c2, which
implies v(x) ̸◁1 c1 since (◁1, c1) ≤ (◁2, c2).

3. Let c1 ◁1 x and c2 ◁2 x be constraints with (c1, ◁1) ≤ (c2, ◁2) < (∞,≤) (we say that
c1 ◁1 x is subsumed by c2 ◁2 x). If v ⪯c2◁2x v′ then v ⪯c1◁1x v′.
Indeed, from (c2, ◁2) < (∞,≤) and v ⪯c2◁2x v′ we get v(x) ≤ v′(x) or c2 ◁2 v′(x), which
implies c1 ◁1 v′(x) since (c1, ◁1) ≤ (c2, ◁2).
The ordering between lower weights is defined by (c1, ◁1) < (c2, ◁2) if c1 < c2 or c1 = c2,
◁1 = ≤ and ◁2 = <. We have (c1, ◁1) < (c2, ◁2) iff (◁2,−c2) < (◁1,−c1).

Before lifting the simulation to event zones, we present a central technical object that will be
used from time to time in the next set of results.

Distance graph for valuations that simulate a valuation v. For a valuation v, we let
↑Gv = {v′ ∈ V | v ⪯G v′}, i.e., the set of valuations v′ which simulate v. We will define a
distance graph, denoted GG(v), such that [[GG(v)]] = ↑Gv. We remark that [[GG(v)]] is not
really a zone since it may use constants that are not integers.

We assume that G contains {0 ≤ −→a ,−→a ≤ 0 | a ∈ Σ} so that v ⪯G v′ implies v(−→a ) = v′(−→a )
for all prophecy clocks −→a with a ∈ Σ. We remove from G constraints equivalent to true,
such as x ≤ ∞, −3 <←−a or 0 ≤ ←−a , or equivalent to false, such as ←−a < 0 or ∞ < x. Also, by
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Remark 19, we may remove from G constraints that are subsumed by other constraints in G,
while not changing the simulation relation. Hence, for history clocks, we have at most one
upper-bound constraint ←−a ◁ c with (≤, 0) ≤ (◁, c) < (<,∞), and at most one lower-bound
constraint c ◁ ←−a with (0,≤) < (c, ◁) < (∞,≤). From now on, we always assume that the
sets G of atomic constraints that we consider satisfy the above conditions.

The definition of the distance graph GG(v) which defines ↑Gv is based on Lemma 18.
For each prophecy clock −→a , we have the edges −→a (≤,−v(−→a ))−−−−−−−→ 0 and 0 (≤,v(−→a ))−−−−−−→ −→a .
For each history clock ←−a , we have the edge 0→←−a with weight

(≤, v(←−a )) if ←−a ◁ c ∈ G with (◁, c) < (<,∞) and v(←−a ) ◁ c,
(<,∞) if we are not in the case above and ←−a <∞ ∈ G, v(←−a ) <∞,
(≤,∞) otherwise.

For each history clock ←−a , we have the edge ←−a → 0 with weight
(≤,−∞) if ∞ ≤←−a ∈ G and v(←−a ) =∞, and if we are not in this case:
(◁,−c) if c ◁←−a ∈ G with (c, ◁) < (∞,≤) and c ◁ v(←−a ),
(≤,−v(←−a )) if c ◁←−a ∈ G with (c, ◁) < (∞,≤) and c ̸◁ v(←−a ),
(≤, 0) otherwise.

With this definition, while GG(v) is not in canonical form, it has the desired property:

▶ Lemma 20. We have v ⪯G v′ iff v′ satisfies all the constraints of GG(v).

Simulation for event zones and an efficient algorithmic check. Let Z, Z ′ be two event
zones and G be a set of atomic constraints. We say that Z is G-simulated by Z ′, denoted
Z ⪯G Z ′, if for all v ∈ Z there exists v′ ∈ Z ′ such that v ⪯G v′. Finally, we define
(q, Z) ⪯A (q′, Z ′) if q = q′ and Z ⪯G(q) Z ′. In the rest of this section, we show how to
check this relation efficiently. We let ↓GZ = {v ∈ V | v ⪯G v′ for some v′ ∈ Z}. Notice that
Z ⪯G Z ′ iff Z ⊆ ↓GZ ′ iff ↓GZ = ↓GZ ′.

▶ Lemma 21. For event zones Z, Z ′, we have Z ̸⪯G Z ′ iff ∃v ∈ Z with ↑Gv ∩ Z ′ = ∅.

To check Z ̸⪯G Z ′, we require a valuation v ∈ Z with a witness that ↑Gv ∩ Z ′ is empty.
In the language of distance graphs, the witness will be a negative cycle in min(↑Gv, Z ′). We
show that if ↑Gv ∩Z ′ is empty, then there is a small witness, i.e., a negative cycle containing
at most three edges, and belonging to one of three specific forms.

▶ Lemma 22. Let v be a valuation, Z ′ a non-empty reachable event zone with canonical
distance graph G(Z ′) and G a set of atomic constraints. Then, ↑Gv ∩ Z ′ is empty iff there is
a negative cycle in one of the following forms:
1. 0→ x→ 0 with 0→ x from GG(v) and x→ 0 from G(Z ′),
2. 0→ y → 0 with 0→ y from G(Z ′) and y → 0 from GG(v), and
3. 0→ x→ y → 0, with weight of x→ y from G(Z ′) and the others from GG(v). Moreover,

this negative cycle has finite weight.

Proof. Since Z ′ ̸= ∅, the distance graph G(Z ′) has no negative cycle. The same holds for
GG(v) since v ∈ ↑Gv ̸= ∅. We know that ↑Gv ∩ Z ′ = ∅ iff there is a (simple) negative cycle
using edges from GG(v) and from G(Z ′). Since G(Z ′) is in canonical form, we may restrict to
negative cycles which do not use two consecutive edges from G(Z ′). Now all edges of GG(v)
are adjacent to node 0. Hence, if a simple cycle uses an edge from G(Z ′) which is adjacent to
0, it consists of only two edges 0→ x→ 0, one from G(Z ′) and one from GG(v). Otherwise,
the simple cycle is of the form 0 → x → y → 0 where the edge x → y is from G(Z ′) and
the other two edges are from GG(v). It remains to show that the two clock negative cycle
0→ x→ y → 0 can be considered to have finite weight, i.e., weight is not (≤,−∞).

CONCUR 2022



13:12 Simulations for Event-Clock Automata

For the cycle to have weight (≤,−∞), one of the edges should have weight (≤,−∞) and
the others should have a weight different from (≤,∞). We will show that for every such
combination, there is a smaller negative cycle with a single clock and 0. Hence we can ignore
negative cycles of the form 0→ x→ y → 0 with weight (≤,−∞).

Suppose Z ′xy = (≤,−∞). Then, for every valuation in u ∈ Z ′, we have u(y)−u(x) ≤ −∞,
which implies u(y) = −∞ or u(x) = +∞. If u(x) = +∞ for some valuation u ∈ Z ′, then the
value of x is +∞ for every valuation in Z ′. This follows from the successor computation:
initially, history clocks are undefined, and then an action a defines ←−a , and from that point
onwards, ←−a is always < ∞. Now, if x is not an undefined history clock in Z ′, then we
need to have u(y) = −∞ for all valuations of Z ′. Therefore, either x is a history clock
that is undefined in Z ′ or y is a prophecy clock that is undefined in Z ′. In the former case,
Z ′x0 = (≤,−∞) and in the latter case Z ′0y = (≤,−∞). This gives a smaller negative cycle

0→ x
Z′

x0−−→ 0 or 0
Z′

0y−−→ y → 0 with the remaining edge 0→ x or y → 0 coming from GG(v),
since by our hypothesis of a negative cycle, these edges have weight different from (≤,∞).

Suppose the weight of 0→ x is (≤,−∞). This can happen only when x is a prophecy clock,
v(x) = −∞ and weight of 0→ x is (≤, v(x)). Since Z ′xy ̸= (≤,∞), we infer Z ′x0 ̸= (≤,∞) by

†1 of Lemma 26. Hence 0 (≤,v(x))−−−−−→ x
Z′

x0−−→ 0 is also a negative cycle.
Suppose y → 0 has weight (≤,−∞). This can happen only when y is a history clock and

v(y) = +∞. Since Z ′xy ≠ (≤,∞), we obtain Z ′0y ̸= (≤,∞) and hence 0
Z′

0y−−→ y
(≤,−v(y))−−−−−−→ 0 is

a negative cycle. ◀

We now have all the results required to state our inclusion test. Using the above lemma,
and relying on a careful analysis (as shown in the full version [2]), we obtain the following
theorem.

▶ Theorem 23. Let Z, Z ′ be non-empty reachable zones, and G a set of atomic constraints
containing −→a ≤ 0 and 0 ≤ −→a for every prophecy clock −→a . Then, Z ̸⪯G Z ′ iff one of the
following conditions holds:
1. Z ′x0 < Zx0 for some prophecy clock x, or for some history clock x with

(x <∞) ∈ G and Z ′x0 = (≤,−∞), or
(x ◁1 c) ∈ G for c ∈ N and (≤, 0) ≤ Zx0 + (◁1, c).

2. Z ′0y < Z0y for some prophecy clock y, or for some history clock y with
(∞ ≤ y) ∈ G and Z0y = (≤,∞), or
(d ◁2 y) ∈ G for d ∈ N and Z ′0y + (◁2,−d) < (≤, 0)

3. Z ′xy < Zxy and Z ′xy is finite for two distinct (prophecy or history) clocks x, y with
(x ◁1 c), (d ◁2 y) ∈ G for c, d ∈ N and (≤, 0) ≤ Zx0 + (◁1, c) and Z ′xy + (◁2,−d) < Zx0.
From Theorem 23, we can see that the inclusion test requires iteration over clocks x, y

and checking if the conditions are satisfied by the respective weights.

▶ Corollary 24. Checking if (q, Z) ⪯A (q′, Z ′) can be done in time O(|X|2) = O(|Σ|2).

6 Finiteness of the simulation relation

In this section, we will show that the simulation relation ⪯A defined in Section 5 is finite, which
implies that the reachability algorithm of Definition 9 terminates. Recall that given an event
clock automaton A, we have an associated map G from states of A to sets of atomic constraints.
Let M = max{|c| | c ∈ Z is used in some constraint of A}, the maximal constant of A. We
have M ∈ N and constraints in the sets G(q) use constants in {−∞,∞} ∪ {c ∈ Z | |c| ≤M}.
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Recall that the simulation relation ⪯A was defined on nodes of the event zone graph
EZG(A) by (q, Z) ⪯A (q′, Z ′) if q = q′ and Z ⪯G(q) Z ′. This simulation relation ⪯A is finite
if for any infinite sequence (q, Z0), (q, Z1), (q, Z2), . . . of reachable nodes in EZG(A) we find
i < j with (q, Zj) ⪯A (q, Zi), i.e., Zj ⪯G(q) Zi. Notice that we restrict to reachable zones in
the definition above. Our goal now is to prove that the relation ⪯A is finite. The structure
of the proof is as follows.
1. We prove in Lemma 26 that for any reachable node (q, Z) of EZG(A), the distance graph

G(Z) in canonical form satisfies a set of (†) conditions which depend only on the maximal
constant M of A.

2. We introduce an equivalence relation ∼M of finite index on valuations (depending on M

only) and show in Lemma 28 that, if G is a set of atomic constraints using constants in
{c ∈ Z | |c| ≤ M} ∪ {−∞,∞} and if Z is a zone such that its distance graph G(Z) in
canonical form satisfies (†) conditions, then ↓GZ is a union of ∼M equivalence classes.

We start with a lemma which highlights an important property of prophecy clocks in
reachable event zones. This property is essential for the proof of the (†) conditions. The proof
follows from the observation that the property is true in the initial zone, and is invariant
under the zone operations, namely, guard intersection, reset, release and time elapse.

▶ Lemma 25. Let Z be a reachable event zone. For every valuation v ∈ Z, and for every
prophecy clock −→x , if −∞ < v(−→x ) < −M , then v[−→x 7→ α] ∈ Z for every −∞ < α < −M .

There is no similar version of the above lemma for history clocks. A reset of a history
clock makes its value exactly equal to 0 in every valuation and creates non-trivial diagonal
constraints with other clocks. Moreover repeated resets can generate arbitrarily large diagonal
constraints, for e.g., a loop with guard x = 1 and reset x. This is why simulations are
particularly needed to control history clocks. Notice that in our simulation v ⪯G v′, we have
v(−→a ) = v′(−→a ): there is no abstraction of the value of prophecy clocks and the simulation
relation by itself does not have any means to show finiteness. However, as we show below,
the reachable zones themselves take care of finiteness with respect to prophecy clocks. The
challenge is then to combine this observation on prophecy clocks along with the non-trivial
simulation happening for history clocks to prove that we still get a finite simulation. This is
the purpose of the above mentioned item 2.

Now, we give the (†) conditions and prove that they are satisfied by distance graphs of
reachable zones. In particular, the (†) conditions imply that the weight of edges of the form
0 → −→x , −→x → 0 and −→x → −→y belong to the finite set {(≤,−∞), (<,∞), (≤,∞)} ∪ {(◁, c) |
c ∈ Z ∧ −M ≤ c ≤M}. For an example, see Figure 4. Thus, we obtain as a corollary that,
for EPA, we do not even need simulation to obtain finiteness.

▶ Lemma 26. Let (q, Z) be a reachable node in EZG(A) with Z ̸= ∅. Then, the distance
graph G(Z) in canonical form satisfies the (†) conditions:
†1 If Z−→x 0 = (≤,∞) then Z−→x y = (≤,∞) for all y ̸= −→x .
†2 If Z−→x 0 = (<,∞) then for all y ≠ −→x , either y is a prophecy clock which is undefined in Z

and Z−→x y = Z0y = (≤,−∞) or Z−→x y ∈ {(<,∞), (≤,∞)}.
†3 If Z−→x 0 < (<,∞) then (≤, 0) ≤ Z−→x 0 ≤ (≤, M).
†4 If Z−→x←−y < (<,∞) then (≤, 0) ≤ Z−→x 0 ≤ (≤, M).
†5 Either Z0−→y = (≤,−∞) (−→y is undefined in Z), or Zx0 + (<,−M) ≤ Zx−→y for all x ̸= −→y

(including x = 0).
†6 Either Z0−→x = (≤,−∞) or (<,−M) ≤ Z0−→x ≤ (≤, 0).
†7 Either Z−→x−→y ∈ {(≤,−∞), (<,∞), (≤,∞)} or (<,−M) ≤ Z−→x−→y ≤ (≤, M).
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Proof sketch. †4 follows immediately from †1, †2, †3 and †6, †7 can be inferred from †5 and
the other conditions. So here, we focus on †1, †2, †3 and partially the case of †5, leaving other
details to the full version [2].

For †1, since Z−→x 0 = (≤,∞), there is a valuation v ∈ Z with v(−→x ) = −∞. Therefore,
for every clock y ̸= −→x , we have v(y −−→x ) = +∞. Since v ∈ Z, it satisfies the constraint on
y −−→x given by Z−→x y. This is possible only when Z−→x y = (≤,∞).

For †2, assume that Z−→x 0 = (<,∞) and let y ̸= −→x . Consider first the case Z0y = (≤,−∞),
i.e., y is a prophecy clock which is undefined in Z. Then, since G(Z) is in canonical
form, we have Z−→x y ≤ Z−→x 0 + Z0y = (<,∞) + (≤,−∞) = (≤ −∞). The second case
is when Z0y ̸= (≤,−∞). This implies Z−→x y ̸= (≤,−∞) since otherwise we would get
Z0y ≤ Z0−→x + Z−→x y = (≤,−∞). We claim that there is a valuation v ∈ Z with −∞ < v(y)
and −∞ < v(−→x ) < −M . Consider the distance graph G′ obtained from G(Z) by setting
the weight of edge y → 0 to min(Zy0, (<,∞)) and of edge 0 → −→x to min(Z0−→x , (<,−M)).
We show that there are no negative cycles in this graph. Since Z ̸= ∅, the candidates for
being negative must use the new weight (<,−M) of 0 → −→x or the new weight (<,∞) of
y → 0 or both. This gives the cycle 0→ −→x → 0 with weight (<,−M) + Z−→x 0 = (<,∞) since
Z−→x 0 = (<,∞), the cycle 0→ y → 0 with weight Z0y + (<,∞) which is not negative since
Z0y ≠ (≤,−∞), and the cycle y → 0→ −→x → y with weight (<,∞) + (<,−M) + Z−→x y which
is not negative since Z−→x y ̸= (≤,−∞). Since G′ has no negative cycle, Lemma 14 implies
[[G′]] ̸= ∅. Note that [[G′]] ⊆ [[G(Z)]] = Z. Finally, for all v ∈ G′, we have −∞ < v(y) and
−∞ < v(−→x ) < −M , which proves the claim. By Lemma 25, vα = v[−→x 7→ α] ∈ Z for all
−∞ < α < −M . Now, vα(y −−→x ) = v(y)− α satisfies the constraint Z−→x y. We deduce that
Z−→x y is either (<,∞) or (≤,∞).

Next, we turn to †3. Suppose Z−→x 0 = (◁, c) for some integer c > M . Then, there exists
a valuation v ∈ Z with v(−→x ) = −c or v(−→x ) = −c + 1

2 depending on whether ◁ is ≤ or <.
Since c, M are integers, we get −∞ < v(−→x ) < −M . By Lemma 25, v[−→x 7→ α] ∈ Z for
all −∞ < α < −M . In particular, v′ = v[−→x 7→ −c − 1] ∈ Z. For this valuation, we have
v′(−→x ) = −c− 1. This violates Z−→x 0 which says 0− v′(−→x ) ◁ c, or seen differently, −c ◁ v′(−→x ).

Finally, for †5, if Zx0 = (≤,−∞) the condition is trivially true. If Zx0 ∈ {(<,∞), (≤,∞)}
then x is a prophecy clock and †5 follows from †1, †2. Therefore, we assume Zx0 = (◁, c) for
c ∈ Z. The left hand side of the condition is Zx0 + (<,−M) = (<, c−M), with c−M ∈ Z.
Let Zx−→y = (◁′, e) with e ∈ Z ∪ {−∞, +∞}. To show †5 it then suffices to show c−M ≤ e.
This involves more arguments in the same spirit as in †2 case above, and we leave these
technical details to the full version [2]. ◀

We turn to the second step of the proof and define an equivalence relation of finite
index ∼M on valuations. First, we define ∼M on α, β ∈ R = R ∪ {−∞,∞} by α ∼M β if
(α ◁ c ⇐⇒ β ◁ c) for all (◁, c) with ◁ ∈ {<,≤} and c ∈ {−∞,∞} ∪ {d ∈ Z | |d| ≤ M}. In
particular, if α ∼M β then (α = −∞⇐⇒ β = −∞) and (α =∞⇐⇒ β =∞).

Next, for valuations v1, v2 ∈ V, we define v1 ∼M v2 by two conditions: v1(x) ∼M v2(x)
and v1(x) − v1(y) ∼2M v2(x) − v2(y) for all clocks x, y ∈ X. Notice that we use 2M for
differences of values. Clearly, ∼M is an equivalence relation of finite index on valuations.

The next result relates the equivalence relation ∼M and the simulation relation ⪯G when
the finite constants used in the constraints are bounded by M . Recall from Section 5 the
definition of the distance graph GG(v) for the set of valuations ↑Gv.

▶ Lemma 27. Let v1, v2 ∈ V be valuations with v1 ∼M v2 and let G be a set of atomic
constraints using constants in {−∞,∞} ∪ {c ∈ Z | |c| ≤ M}. By replacing the weights
(≤, v1(x)) (resp. (≤,−v1(x))) by (≤, v2(x)) (resp. (≤,−v2(x))) in the graph GG(v1) we
obtain the graph GG(v2).

Next we state the central lemma that says that ↓GZ is a union of ∼M equivalence classes.
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▶ Lemma 28. Let v1, v2 ∈ V be valuations with v1 ∼M v2 and let G be a set of atomic
constraints using constants in {−∞,∞}∪{c ∈ Z | |c| ≤M}. Let Z be a zone with a canonical
distance graph G(Z) satisfying (†). Then, v1 ∈ ↓GZ iff v2 ∈ ↓GZ.

Proof sketch. We will consider two valuations v1, v2 such that v1 ∼M v2 and v1 ∈ ↓GZ

and show that the assumption that v2 ̸∈ ↓GZ leads to a contradiction. Roughly the proof
proceeds as follows. Firstly, v2 ̸∈ ↓GZ implies that ↑Gv2 ∩ Z = ∅. Further, recall from
Lemma 22 that if ↑Gv2 ∩ Z = ∅, then we can find a negative cycle C2 using one edge from
G(Z) and one or two edges from GG(v2). From Lemma 27, there exists a cycle C1 involving
the corresponding edges from G(Z) and GG(v1). Since ↑Gv1 ∩ Z ̸= ∅, we know that C1 is
not negative. We will show that this implies that the C2 (which was a witness for emptiness
of ↑Gv2 ∩Z) also cannot be negative, which leads to a contradiction. The central part of the
proof involves a careful case analysis of the various forms that the cycle C2 can take, using
different † conditions. We detail two cases here. The remaining eight can be found in the
full version [2].

Cycle C2 = 0 (≤,v2(−→x ))−−−−−−→ −→x Z−→x 0−−−→ 0. We have C1 = 0 (≤,v1(−→x ))−−−−−−→ −→x Z−→x 0−−−→ 0.
Let Z−→x 0 = (◁, c). Since C2 is negative, we deduce that c ̸= ∞. From (†3), we infer
Z−→x 0 ≤ (≤, M) and 0 ≤ c ≤M .
Since C1 is not negative, we get (≤, 0) ≤ (◁, c+v1(−→x )), which is equivalent to −c ≤ v1(−→x ).
Using v1 ∼M v2 and 0 ≤ c ≤ M we deduce that −c ≤ v2(−→x ). This is equivalent to
(≤, 0) ≤ (◁, c + v2(−→x )), a contradiction with C2 being a negative cycle.
Cycle C2 = 0 Z0−→x−−−→ −→x (≤,−v2(−→x ))−−−−−−−−→ 0. We have C1 = 0 Z0−→x−−−→ −→x (≤,−v1(−→x ))−−−−−−−−→ 0.
Let Z0−→x = (◁, c). Since C2 is negative, we deduce that −v2(−→x ) ̸=∞. Using v1 ∼M v2,
we infer −v1(−→x ) ̸=∞. Since C1 is not negative, we get Z0−→x ̸= (≤,−∞). From (†6), we
infer (<,−M) ≤ Z0−→x and −M ≤ c ≤ 0.
Since C1 is not a negative cycle, we get (≤, 0) ≤ (◁, c− v1(−→x )), which is equivalent to
v1(−→x ) ≤ c. Using v1 ∼M v2 and −M ≤ c ≤ 0, we deduce that v2(−→x ) ≤ c. This is
equivalent to (≤, 0) ≤ (◁, c− v2(−→x )), a contradiction with C2 being a negative cycle. ◀

Finally, from Lemmas 26 and 28, we obtain our main theorem of the section.

▶ Theorem 29. The simulation relation ⪯A is finite.

Proof. Let (q, Z0), (q, Z1), (q, Z2), . . . be an infinite sequence of reachable nodes in EZG(A).
By Lemma 26, for all i, the distance graph G(Zi) in canonical form satisfies conditions (†).

The atomic constraints in G = G(q) use constants in {−∞,∞}∪{c ∈ Z | |c| ≤M}. From
Lemma 28 we deduce that for all i, ↓GZi is a union of ∼M -classes. Since ∼M is of finite
index, there are only finitely many unions of ∼M -classes. Therefore, we find i < j with
↓GZi = ↓GZj , which implies Zj ⪯G Zi. ◀

Note that the number of enumerated zones is bounded by 2r, where r is the number of
regions. This is similar to the exponential blow up that happens in normal timed automata.
Indeed, despite this blow up the interest in zone algorithms is that, at least in the timed
setting, they work significantly better in practice. We hope the above zone-based approach
for ECA will also pave the way for fast implementations for ECA.

7 Conclusion

In this paper, we propose a simulation based approach for reachability in ECAs. The main
difficulty and difference from timed automata is the use of prophecy clocks and undefined
values. We believe that the crux of our work has been in identifying the new representation

CONCUR 2022
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for prophecy clocks and undefined values. With this as the starting point, we have been able
to adapt the zone graph computation and the G-simulation technique to the ECA setting.
This process required us to closely study the mechanics of prophecy clocks in the zone
computations and we discovered this surprising property that prophecy clocks by themselves
do not create a problem for finiteness.

The final reachability algorithm looks almost identical to the timed automata counterpart
and hence provides a mechanism to transfer timed automata technology to the ECA setting.
The performance benefits observed for the LU and G-simulation-based reachability procedures
for timed automata encourages us to believe that an implementation of our algorithm would
also yield good results, thereby providing a way to efficiently check event-clock specifications
on timed automata models. We also hope that our framework can be extended to other
verification problems, like liveness and to extended models like ECA with diagonal constraints
that have been studied in the context of timeline based planning [11, 12].
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A Appendix for Section 3

In Figure 3, we give the event zone graph of the event-clock automaton A1 that recognizes
the language {bna | n ≥ 1} such that there exists some b which occurs exactly one time unit
before a.
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Figure 3 An event-clock automaton and its event zone graph. Missing lower bounds are of the
form −∞ ≤ x − y and missing upper bounds are of the form x − y ≤ ∞ (including y = 0).

Further, Geeraerts et al. [19, 20] showed that there exists no finite time abstract bisimu-
lation relation for the event predicting automaton (EPA) A2 given in Figure 4. Figure 4 also
depicts the event zone graph of A2. Note that, since this is an event predicting automaton,
there are no history clocks. It is easy to see that there are only finitely many distinct
constraints involving the prophecy clocks.
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Figure 4 Event predicting automaton for which there exists no finite time abstract bisimulation
and its event zone graph. Missing lower bounds are of the form −∞ ≤ x − y and missing upper
bounds are of the form x − y ≤ ∞ (including y = 0).
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