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Abstract

Although Reinforcement Learning (RL) is effective for sequential decision-making problems
under uncertainty, it still fails to thrive in real-world systems where risk or safety is a
binding constraint. In this paper, we formulate the RL problem with safety constraints
as a non-zero-sum game. While deployed with maximum entropy RL, this formulation
leads to a safe adversarially guided soft actor-critic framework, called SAAC. In SAAC, the
adversary aims to break the safety constraint while the RL agent aims to maximize the
constrained value function given the adversary’s policy. The safety constraint on the agent’s
value function manifests only as a repulsion term between the agent’s and the adversary’s
policies. Unlike previous approaches, SAAC can address different safety criteria such as
safe exploration, mean-variance risk sensitivity, and CVaR-like coherent risk sensitivity.
We illustrate the design of the adversary for these constraints. Then, in each of these
variations, we show the agent differentiates itself from the adversary’s unsafe actions in
addition to learning to solve the task. Finally, for challenging continuous control tasks,
we demonstrate that SAAC achieves faster convergence, better efficiency, and fewer failures
to satisfy the safety constraints than risk-averse distributional RL and risk-neutral soft
actor-critic algorithms.

1. Introduction

Reinforcement Learning (RL) is a paradigm of Machine Learning (ML) that addresses the
problem of sequential decision making and learning under incomplete information (Puter-
man, 2014; Sutton and Barto, 2018). Designing an RL algorithm requires both efficient
quantification of uncertainty regarding the incomplete information and the probabilistic
decision making policy, and effective design of a policy that can leverage these quantifications
to achieve optimal performance. Recent success of RL in structured games, like Chess
and Go (Mnih et al., 2015; Gibney, 2016), and simulated environments, like continuous
control using simulators (Lillicrap et al., 2015; Degrave et al., 2019), have drawn significant
amount of interest. Still, real-world deployment of RL in industrial processes, unmanned
vehicles, robotics etc., does not only require effectiveness in terms of performance but also
being sensitive to risks involved in decisions (Pan et al., 2017; Dulac-Arnold et al., 2020;
Thananjeyan et al., 2021). This has motivated a surge in works quantifying risks in RL
and designing risk-sensitive (or robust, or safe) RL algorithms (Garcia and Fernandez, 2015;
Pinto et al., 2017; Ray et al., 2019; Wachi and Sui, 2020; Eriksson et al., 2021; Eysenbach
and Levine, 2021).

* This work was done during Yannis’ PhD at Inria Lille (Scool team).
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Risk-sensitive RL. In risk-sensitive RL, the perception of risk-sensitivity or safety is
embedded mainly using two approaches. The first approach is constraining the RL algorithm
to converge in a restricted, ‘safe’ region of the state space (Geibel and Wysotzki, 2005;
Thananjeyan et al., 2021; Koller et al., 2018; Ray et al., 2019). Here, the ‘safe’ region is
the part of the state space that obeys some external risk-based constraints, such as the
non-slippery part of the floor for a walker. RL algorithms developed using this approach
either try to construct policies that generate trajectories which stay in this safe region with
high probability (Geibel and Wysotzki, 2005), or to start with a conservative ‘safe’ policy
and then to incrementally estimate the maximal safe region (Berkenkamp et al., 2016).

The other approach is to define a risk-measure on the long-term cumulative return of a
policy for a fixed environment, and then to minimize the corresponding total risk (Howard
and Matheson, 1972; Garcia and Fernandez, 2015; Prashanth and Fu, 2018). A risk-measure
is a statistics computed on the cumulative return which quantifies either the spread of the
return distribution around its mean value or the heaviness of this distribution’s tails (Szegg,
2004). Example of such risk measures are variance, conditional value-at-risk (CVaR) (Rock-
afellar et al., 2000), exponential utility (Howard and Matheson, 1972), variance (Prashanth
and Ghavamzadeh, 2016), etc. These risk-measures are also extensively used in dynamic
pricing (Lim and Shanthikumar, 2007), financial decision making (Artzner et al., 1999),
robust control (Chen et al., 2005), and other decision making problems where risk has
consequential effects.

Our Contributions. In this paper, we unify both of these approaches as a constrained
RL problem, and further derive an equivalent non-zero-sum (NZS) stochastic game formu-
lation (Sorin, 1986) of it. In our NZS game formulation, risk-sensitive RL reduces to a
game between an agent and an adversary (Sec. 3). The adversary tries to break the safety
constraints, i.e., either to move out of the ‘safe’ region or to increase the risk measures
corresponding to a given policy. In contrast, the agent tries to construct a policy that
maximizes its expected long-term return given the adversarial feedback, which is a statistics
computed on the adversary’s constraint breaking.

Given this formulation, we propose a generic actor-critic framework where any two
compatible actor-critic RL algorithms are employed to enact as the agent and the adversary
to ensure risk-sensitive performance (Sec. 4). In order to instantiate our approach, we propose
a specific algorithm, Safe Adversarially guided Actor-Critic (SAAC), that deploys two Soft
Actor-Critics (SAC) (Haarnoja et al., 2018) as the agent and the adversary. We further
derive the policy gradients for the two SACs, showing that the risk-sensitivity of the agent is
ensured by a term repulsing it from the adversary in the policy space. Interestingly, this
term can also be used to seek risk and explore more.

In Sec. 5, we experimentally verify the risk-sensitive performance of SAAC under safe
region, CVaR, and variance constraints for continuous control tasks from real-world RL
suite (Dulac-Arnold et al., 2020). We show that SAAC is not only risk-sensitive but also
outperforms the state-of-the-art risk-sensitive RL and distributional RL algorithms.

2. Background

In this section, we elaborate the details of the three main components of our work: Markov
Decision Process (MDP), Maximum-Entropy RL, and risk-sensitive RL.
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2.1. Markov Decision Process (MDP)

We consider the RL problems that can be modelled as a Markov Decision Process (MDP) (Sut-
ton and Barto, 2018). An MDP is defined as a tuple M 2 (S, A, R, T,7). S C R? is the
state space. A is the admissible action space. R : S x A — R is the reward function that
quantifies the goodness or badness of a state-action pair (s,a). T : § x A — Ag is the
transition kernel that dictates the probability to go to a next state given the present state
and action. Here, v € (0,1] is the discount factor that affects how much weight is given to
future rewards. The goal of the agent is to compute a policy w : S — A4 that maximizes
the expected value of cumulative rewards obtained by a time horizon T' € N. For a given
policy 7, the value function or the expected value of discounted cumulative rewards is

T
Va(s) 2 . IE(S ) ZVtR(St,atNSO = 5| 2 E-m[Z] (s)].
t~T (st
sg~T (sg—1,a¢—1) t=0

We refer to Z1(s) as the return of policy m up to time T and Q. (s, a) as the action-value
function which is the expected return starting from state s, taking action a and following
policy 7.

2.2. Maximum-Entropy RL

In this paper, we adopt the Maximum-Entropy RL (MaxEnt RL) framework (Eysenbach and
Levine, 2019, 2021), also known as entropy-regularized RL (Neu et al., 2017). In MaxEnt RL,
we aim to maximize the sum of value function and the conditional action entropy, H,(als),
for a policy m:

argmax  Vi(s) + Hr(als) = . IE(S : [Z1(s) —log m(as|st) | so = s].
sy tr t
sg~T(sg—1,0¢-1)

Unlike the classical value function maximizing RL that always has a deterministic policy as
a solution (Puterman, 2014), MaxEnt RL tries to learn stochastic policies such that states
with multiple near-optimal actions have higher entropy and states with single optimal action
have lower entropy. Interestingly, solving MaxEnt RL is equivalent to computing a policy 7
that has minimum KL-divergence from a target trajectory distribution 7 o R:

arg max Vr(s) + Hx(als) = arg;nin Dy, (n(7) || T o R(7)) . (1)

Here, 7 is a trajectory {(so,a0),...,(s7,ar)}. Target distribution 7 o R is a Boltzmann
distribution (or softmax) on the cumulative rewards given the trajectory: T o R(7)
po(s) HtT:o T (s¢41]5t,a¢) exp[ZL(s)]. Policy distribution is the distribution of generating
trajectory 7 given the policy m and MDP M: m(7) o< po(s) [T1—g T (St+1|5¢, ar)m(ay|s;). Thus
in MaxEnt RL, the optimal policy is a Boltzmann distribution over the expected future
return of state-action pairs.

This perspective of MaxFEnt RL allows us to design SAAC which transforms the robust RL
into an adversarial game in the softmax policy space. MaxEnt RL is widely used in solving
complex RL problems as: it enhances exploration (Haarnoja et al., 2018), it transforms
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the optimal control problem in RL into a probabilistic inference problem (Todorov, 2007;
Toussaint, 2009), and it modifies the optimization problem by smoothing the value function
landscape (Williams and Peng, 1991; Ahmed et al., 2019).

Soft Actor-Critic (SAC) (Haarnoja et al., 2018). Specifically, we use the SAC
framework to solve the MaxEnt RL problem. Following the actor-critic methodology, SAC
uses two components, an actor and a critic, to iteratively maximize V;(s) + Hr(als). The
critic minimizes the soft Bellman residual with a functional approximation 4:

J(Q¢) :E(st,at)ND [% (Q¢ (st,a¢) — (R (st,a¢) + 7E3t+1~p [VJ) (3t+1)]) )2}7 (2)

where p is the state marginal of the policy distribution, and Vj (s¢) % Egimry [Qd; (st,ar) — alog m (ay|se)].
Eq. (2) makes use of a target soft Q-function with parameters ¢ obtained using an expo-

nentially moving average of the soft Q-function parameters ¢. (Mnih et al., 2015) has
demonstrated this technique stabilizes training. Given the (04, the actor learns the policy
parameters 6 by minimizing J(my):

J(19) = EsynD [Baynmy [log (m (at|si)) — Qg (s, ar)]] - (3)

Here, « is called the entropy temperature; it regulates the relative importance of the entropy
term versus the reward and produces better results. We use the version of SAC with an
automatic temperature tuning scheme for «.

2.3. Safe RL

Risk Measure for Safety. Safe or risk-sensitive RL with MDPs is first considered
in (Howard and Matheson, 1972), where they aim to maximize an exponential utility
function over the cumulative reward: Vj(s|\) = A~!log E[exp(AZ1 (s))]. This is equivalent
to maximizing Vi (s) + AV[Z1(s)], such that the high variance in return is penalized for
A < 0 and encouraged for A > 0. Though this approach of using exponential utility in
risk-sensitive discrete MDPs dominates the initial phase of safe RL research (Marcus et al.,
1997; Coraluppi and Marcus, 1999; Garcia and Fernandez, 2015), with the invent of coherent
risks (Artzner et al., 1999)!, researchers have looked into other risk measures, such as Con-
ditional Value-at-Risk (CVaR)? (Chow et al., 2015). Also, application of RL to large scale
problems (Chow and Ghavamzadeh, 2014; Chow et al., 2017), tried to make the algorithms
scalable and to extend to the continuous MDPs (Ray et al., 2019). Our approach is flexible
to consider all these risk measures and both discrete and continuous MDP settings.

Safe Exploration. Another approach is to consider a part of the state-space to be
safe” and constrain the RL algorithm to explore inside it with high probability. (Geibel and
Wysotzki, 2005) considered a subset of terminal states as ‘error’ states £ C S and developed
a constrained MDP problem to avoid reaching it:

4

argmax Vz(s) s.t. Vs € S\ &, pr(s) < 4. (4)

T

1. Variance is not a coherent risk but standard deviation is.
2. CVaR quantifies expectation of the lowest A% of a probability distribution (Rockafellar et al., 2000).
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Here, px(s) is the total number of times the agent goes to the terminal error states £. Due
to existence of these error states, even a policy with low variance can produce large risks
(e.g. falls or accidents) (Ray et al., 2019).

The other approach is to use the Lyapunov theory of stability on the value function. This
approach computes a compatible Lyapunov function ensuring safety, and then computes a
corresponding region of attraction, i.e., a safe region. Given this structure, the goal becomes
to compute a safe policy that stays in this safe region with high probability while maximizing
the corresponding value function. Given a Lyapunov function and thus, a region of attraction,
this approach can also be formulated as Eq. (4) but with a different p. In the following
section, we express the aforementioned two approaches to safe RL as a constrained MDP.

Robustness with Chance Constraints. Another family of approaches are developed
from the minimax analysis of robustness. In the minimax approach, an agent tries to
maximize the value function for the MDP that yields minimum return. Since this approach
is worst-case, it is often too conservative in practice and harder to optimize for a plausible
family of MDPs in which the MDP of interest is in. Thus, for a given unknown MDP, a
stochastic version (Heger, 1994) of this problem is developed using chance constraints. In
the chance constraint formulation, the agent maximizes the value given that the return is
lower than a threshold A € R with probability less than or equal to 6 € (0, 1]:

argmax V(s) s.t. P [Z;F(s) <\ <6

s

As mentioned in (Prashanth and Fu, 2018) and (Chow and Ghavamzadeh, 2014), safety
constraints can be adopted to develop constrained MDP (Altman, 1999) formulation of
risk-sensitive RL. This motivates the constrained MDP formulation.

3. Problem Formulation: Safe RL as a Non-Zero Sum Game

Safe RL as Constrained MDP (CMDP). All of the aforementioned methods to safe
RL can be expressed as a CMDP problem that aims to maximize the value function V of a
policy m while constraining the total risk p, below a certain threshold §:

argmax V(s) s.t. pr(s) <0 for 6 > 0. (5)
e If Mean-Standard Deviation (MSD) (Prashanth and Ghavamzadeh, 2016) is the risk
measure, pr(s) £ E [ZT(s)|m, so = s] + \\/V [ZZ(s)|m, s0 = s] (A < 0).

e If CVaR is the risk measure, pr(s) = CVaR) [Z](s)|r, s = s] for X € [0,1).

e For the constraint of staying in the ‘non-error’ states S\&, px(s) = E [Z?:O 1(sgr1 €E)|myso=s€S\E| =

Z;‘F:o P[si+1 € €] such that sp = s is a non-error state. We refer to this as subspace risk
Risk(A,S) for A C S.

CMDP as a Non-Zero Sum (NZS) Game. The most common technique to address the
constraint optimization in Eq. (5) is formulating its Lagrangian:

‘C(ﬂ-aﬂ) = Vﬂ(s) - ﬁOpw(S)7 for BO > 0. (6)
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For 8y = 0, this reduces to its risk-neutral counterpart. Instead, as 5y — oo, this reduces
to the unconstrained risk-sensitive approach. Thus, the choice of fy is important. We
automatically tune it as described in Sec. 4.3.

Now, the important question is to estimate the risk function pr(s). Researchers have either
solved an explicit optimization problem to estimate the parameter or subspace corresponding
to the risk measure, or used a stochastic estimator of the risk gradients. These approaches
are poorly scalable and lead to high variance estimates as there is no provably convergent
CVaR estimator in RL settings. In order to circumvent these issues, we deploy an adversary
that aims to maximize the cumulative risk p(s) given the same initial state s and trajectory
T as the agent maximizing Eq. (6) and use it as a proxy for the risk constraint in Eq. (6):

0 £ arg(gnaxﬁ(&b’) = Viry(8) = Bo Vi, (9),

w* £ argmax V. (s). (7)
w
Here, we consider that the policies of the agent and the adversary are parameterized by 6
and w respectively. The value function of the adversary V; (s,-) is designed to estimate
the corresponding risk p(s). This is a non-zero sum game (NZS) as the objectives of the
adversary and the agent are not the same and do not sum up to 0. Following this formulation,
any safe RL problem expressed as a CMDP (Eq. (5)), can be reduced to a corresponding
agent-adversary non-zero sum game (Eq. (7)). The adversary tries to maximize the risk,
and thus to shrink the feasibility region of the agent’s value function. The agent tries to
maximize the regularized Lagrangian objective in the shrinked feasibility region. We refer to
this duelling game as Risk-sensitive Non-zero Sum (RNS) game.
Given this RNS formulation of Safe RL problems, we derive a MaxEnt RL equivalent of it
in the next section. This formulation naturally leads to a dueling soft actor-critic algorithm
(SAAC) for performing safe RL tasks.

4. SAAC: Safe Adversarial Soft Actor-Critics

In this section, we first derive a MaxEnt RL formulation of the Risk-sensitive Non-zero Sum
(RNS) game. We show that this naturally leads to a duel between the adversary and the
agent in the policy space. Following that, we elaborate the generic architecture of SAAC, and
the details of designing the risk-seeking adversary for different risk constraints. We conclude
the section with a note on automatic adjustment of regularization parameters.

4.1. Risk-sensitive Non-zero Sum (RNS) Game with MaxEnt RL

In order to perform the RNS game with MaxEnt RL, we substitute the Q-values in Eq. (7)
with corresponding soft Q-values. Thus, the adversary’s objective is maximizing:

Er,[Qu(s, )] + ao Hr, (Tw(.]5))

for 7, € I, and the agent’s objective is maximizing:

By [Qo(s, )] + a0 Hay (1o (-[5)) = Bo By [Qui (5, )] + a0 M, (M (-]5))) (8)
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for mg € Ily.

Following the equivalent KIL-divergence formulation in policy space, the adversary aims
to compute:

w* = argmin Dy, (mo,(.]s) || exp (ag ' Qu(s,4)) /Zu(s)) . 9)
Similarly, the agent’s objective is to compute:
0 = argénax Er[Qo(s, )] + ao(1 + Bo) Hny(ma(.]5))

+ 080 Ery [In(my(|5)) — Inexplag ' Qu(s, )] + aofoDxr (m(-|s) || mu(-]s))
= argeminDKL (mo(.Is) || exp ((co(1 4 Bo)) "' Qa(s,-)) /Zs(s))

— B0 Enr, [In(m(.]5)) — Inexplag ' Qu (s, )] — aoBoDxkr, (ma(-]s) || mu(:|s))
= argemiﬂDKL (mo(.ls) || exp (' Qo(s,-)) /Zo(s)) — BDkL (o (:|s) || mw=(-[s)). (10)

Here, o = ag(1 + fp) and 8 = o fo.

The last equality holds true as 7,-(.|s) = exp (aale*(s, -)) /Z.+(s) for the adversary’s
optimal policy 7+, and since the optimization is over 6, adding In Z,,(s) does not make a
change.

Additionally, for w # w*, the relaxed objective — (D, (g (.|s) H exp (a™'Qq(s,")) /Zo(s))—
BDxk1, (ma(+]s) || mw(]|s))) is a strict lower bound of the goal of the agent in Eq. (8). Thus,
maximizing the reduced objective is similar to maximizing the lower bound on the actual
objective. This is a similar trick adopted in general EM algorithms (Wu, 1983) for maximizing
likelihoods. Thus, not only in asymptotics, but at every step optimizing the reduced objective
allows to maximize the agent’s risk-sensitive soft Q-value.

Following this reduction, we observe that performing the RNS game with MaxEnt RL is
equivalent to performing the traditional MaxFEnt RL for adversary with a risk-seeking Q-
function @, and a modified MaxEnt RL for the agent that includes the usual soft Q-function
and a KL-divergence term repulsing the agent’s policy my from the adversary’s policy 7.
This behaviour of RNS game in policy space allows to propose a duelling soft actor-critic
algorithm, namely SAAC, to solve risk-sensitive RL problems.

4.2. The SAAC Algorithm

We propose an algorithm SAAC to solve the objectives of the agent (Eq. (10)) and of the
adversary (Eq. (9)). In SAAC, we deploy two soft actor-critics (SACs) to enact the agent and
the adversary respectively. We illustrate the schematic of SAAC in Fig. 1.

As a building block for SAAC, we deploy the recent version of SAC (Haarnoja et al., 2018)
that uses two soft Q-functions to mitigate positive bias in the policy improvement step in
Eq. (3), which was encountered in (Hasselt, 2010; Fujimoto et al., 2018). In the design
of SAAC, we introduce two new ideas: an off-policy deep actor-critic algorithm within the
MaxEnt RL framework and a Risk-sensitive Non-zero Sum (RNS) game. SAAC engages the
agent in safer strategies while finding the optimal actions to mazimize the expected returns.
The role of the adversary is to find a policy that maximizes the probability of breaking the
constraints given by the environment. The adversary is trained online with off-policy data
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Figure 1: The schematic of the Safe Adversarially guided Actor-Critics (SAAC) algorithm.

given by the agent. We denote the parameter of the adversary policy using w®. For each
sequence of transition from the replay buffer, the adversary should find actions that minimize
the following loss:

J(7w) = Es;np [Baymm, [log (my (arlst)) — Qy (st, ar)]] -

Finally, leveraging the RNS based reduced objective, SAAC makes the agent’s actor
minimize J(mp):

J(79) = By |Eayromy | 108 (g (ar]s1)) = Qo (st 01) =B (og oy (ar]s) — log sy (arlst) ) ]|

In blue is the repulsion term introduced by SAAC. The method alternates between collecting
samples from the environment with the current agent’s policy and updating the function
approximators, namely the adversary’s critic @)y, the adversary’s policy 7, the agent’s critic
(@ and the agent’s policy my. It performs stochastic gradient descent on corresponding loss
functions with batches sampled from the replay buffer. We provide a generic description of
SAAC in Algorithm 1. Now, we provide a few examples of designing the adversary’s critic Q.
for different safety constraints.

SAAC-Cons: Subspace Risk. At every step, the environment signals whether the
constraints have been satisfied or not. We construct a reward signal based on this information.
This constraint reward, denoted as r., is 1 if all the constraints have been broken, and 0
otherwise. J(Qy) is the soft Bellman residual for the critic responsible with constraint
satisfaction:

J(Qy) = E(s, a)~D [é (sz (st,at) — (re (56, at) + VEsy oy ~pBapmr, [Qp (56, a1) — alogm (ay|sy)] )2]
(11)

3. resp. woia the parameter at the previous iteration.
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Algorithm 1 SAAC

Input parameters: 7, A\, Ar, Ao, Ag
Initialize adversary’s and agent’s policies and Q-functions parameters w, ¢, 6 and ¢
Initialize temperature parameters o and 3
D«
for each iteration do
for each step do
a; ~ mp(ar|st)
St41 P (St, at)
D+ DU {(St, A, T't, St+1)}
end for
for each gradient step do
sample batch B from D
Y= = AQVydq (¢)
W= w— )\wAva(ﬂ'o) Update
B B—AsVsJ(B) >Adversary
DT+ (L- 7))
¢ ¢ =Vl (9)
0« 60— )\nVﬁJ(WG) Update
aa—AVal(@) [ Agent
P TP+ (1—7)¢
end for
end for

SAAC-MSD: Mean-Standard Deviation (MSD). In this case, we consider optimizing
a Mean-Standard Deviation risk (Prashanth and Ghavamzadeh, 2016), which we estimate
using: Qu(s,a) = Qp(s,a) + A/ V[Qs(s,a)]. A < 0 is a hyperparameter that dictates the
lower A — SD considered to represent the lower tail. In the experiments, we use A = —1. In
practice, we approximate the variance V[Q4(s, a)] using the state-action pairs in the current
batch of samples. We refer to the associated method as SAAC-MSD.

SAAC-CVaR: CVaR. Given a state-action pair (s,a), the Q-value distribution is ap-
proximated by a set of quantile values at quantile fractions (Eriksson et al., 2021). Let
{7i}i—o n denote a set of quantile fractions, which satisfy 7o = 0, v =1, 73 < 7; Vi < j,
T € [0,71]7% =0,...,N,and 7; = (1, + 741) /2. If Z" : § x A — Z denotes the soft action-
value of policy 7, Qy(s,a) = — Zfif)l (Tit1 — 7i) 9" (72) Z77 (s, a5 ¢) with g(7) = min{7/A, 1},
where A € (0,1). In the experiments, we set A = 0.25, i.e. we truncate the right tail of the
return distribution by dropping 75% of the topmost atoms.

4.3. Automating Adversarial Adjustment

Similar to the solution introduced in (Haarnoja et al., 2018), the adversary temperature g
and the entropy temperature are automatically adjusted. Since the adversary bonus can
differ across tasks and during training, a fixed coefficient would be a poor solution. We use A



FLET-BERLIAC BASU

o realworldrl-walker-joint-walk o realworldrl-quadruped-upright-walk £ 15000 realworldrl-quadruped-joint-walk

=] =]

%80 — SAC = — sAC = — sAC

L SAACCons £8000 _ 1oc 7_,‘: w — Tac

60 — SAACCVaR £ — TQccvaR S 10000 —— TQCCVeR

QS —— SAACMSD § 6000 saacmsD 9 —— SAACMSD

2 2 s

140 L'4000 / w

2 2 2 o0

£20 5 2000 ®

3 3 3

Eo E o E o

O o0 02 0.4 06 0.8 10 O 0.0 0.2 0.4 0.6 0.8 10 O 0.0 0.2 04 06 08 1.0
Number of Timesteps 1e6 Number of Timesteps 1e6 Number of Timesteps 1e6

Figure 2: SAAC variants. Figure 3: SAAC vs. baselines. Figure 4: SAAC vs. baselines.

to denote the adversary’s bonus target, which is a hyperparameter in SAAC. By formulating
a constrained optimization problem where the KL-divergence between the agent and the
adversary is constrained, 3 is learned by gradient descent with respect to:

J(B) = Es,~p [log B+ (D (mo(lst) || m([se) — A)] -

In addition, the entropy temperature « is also learned by taking a gradient step with respect
to the loss:

J(a) = Eg,op [loga - (—logmg (ar|s¢) — H)] -

H is the target entropy: a hyperparameter needed in SAC. We illustrate this in the pseudo-
code of SAAC as in Algorithm 1.

5. Experimental Analysis

Experimental Setup. First, we compare some possible variants of our method. Indeed, as
presented in Sec. 4.2, the adversary has different quantifications of risk to fulfill the objective
of finding actions with high probability of breaking the constraints: SAAC-Cons, SAAC-CVaR,
and SAAC-MSD.

Following that, we compare our method with best performing competitors in continuous
control problems: SAC (Haarnoja et al., 2018) and TQC (Kuznetsov et al., 2020). TQC
builds on top of C51 (Bellemare et al., 2017) and QR-DQN (Dabney et al., 2018), and adapt
the distributional RL methods for continuous control. Further, they apply truncation for
the approximated distributions to control their overestimation and use ensembling on the
approximators for additional performance improvement. Finally, we qualitatively compare
the behavior of our risk-averse method with that of SAC, using state vectors collected during
validation in test environments. Note that for all the experiments (repeated over 9 random
seeds), the agents are trained for 1M timesteps and their performance is evaluated at every
1000-th step.

Similar to TQC, we implement SAAC on top of SAC and choose to automatically tune
the adversary temperature 3 (Sec. 4.3) and the entropy temperature «. Last but not least,
using SAAC on top of SAC introduces only one hyperparameter: the learning rate for the
automatic tuning of 5. All the other hyperparameters are the same as for SAC and are
available for consultation in (Haarnoja et al., 2018, Appendix D). For TQC, we employ the
same hyperparameters as reported in (Kuznetsov et al., 2020).

Description of Environments. To validate the framework of a RNS Game with
MaxEnt RL, we conduct a set of experiments in the DM control suite (Tassa et al., 2018). More
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Table 1: Comparison of SAAC Table 2: In quadruped-upright-Table 3: In quadruped-joint-

variants. walk. walk.
Method ‘ Efficiency (xSAC) ‘ # Failures -0 Method ‘ Efficiency (xSAC) ‘ # Failures +0 Method ‘ Efficiency (xSAC) ‘ # Failures +0
SAC x1 65.88 £17.25 SAC x1 8443.93 + 696.47 SAC x1 12583.43 £+ 997.29
SAAC-Cons x1.33 48.66 £ 15.99 TQC x0.97 8297.63 + 697.88 TQC x1.07 11738.57 £ 995.62
SAAC-CVaR x2.02 54.39 + 15.37 TQC-CVaR x1.03 6298.33 + 1078.50 TQC-CVaR x1.05 9015.82 +£1011.31
SAAC-MSD %«2.21 19.31 + 3.02 SAAC-MSD x1.19 4632.80 + 657.35 SAAC-MSD x1.27 8069.45 + 803.42
Table 4: Comparison of SAAC variants. Table 5: In quadruped-upright-walk.
Method ‘ Efficiency (xSAC) ‘ # Failures £o Method ‘ Efficiency (xSAC) ‘ # Failures +o
SAC x1 65.88 £17.25 SAC x1 8443.93 £ 696.47
SAAC-Cons x1.33 48.66 £+ 15.99 TQC x0.97 8297.63 £+ 697.88
SAAC-CVaR x2.02 54.39+£15.37  TQC-CVaR x1.03 6298.33 & 1078.50
SAAC-MSD %x2.21 19.31 + 3.02 SAAC-MSD x1.19 4632.80 + 657.35

Table 6: In quadruped-joint-walk.

Method ‘ Efficiency (xSAC) ‘ # Failures +o

SAC x1 12583.43 +£997.29
TQC x1.07 11738.57 4 995.62
TQC-CVaR x1.05 9015.82 £1011.31
SAAC-MSD x1.27 8069.45 + 803.42

specifically, we use the real-world RL challenge* (Dulac-Arnold et al., 2020), which introduces
a set of real-world inspired challenges. In this paper, we are particularly interested in the
tasks, where a set of constraints are imposed on existing control domains. In the following,
we give a short description of the tasks and safety constraints used in the experiments, with
their respective observation (S) and action (A) dimensions. First, realworldri-walker-walk
(S x A =18 x 6) corresponds to the dm-control suite walker task with (a) joint-specific
constrains on the joint angles to be within a range and (b) a constrain on the joint velocities
to be within a range. Next, realworldri-quadruped-joint-walk (S x A = 78 x 12) corresponds
to the dm-control suite quadruped task with the same set of constraints as just described.
realworldri-quadruped-upright-walk has a constrain on the quadruped’s torso’s z-axis to
be oriented upwards, and realworldrl-quadruped-force-walk limits foot contact forces when
touching the ground.
Comparison between Risk Quantifiers of SAAC.

5.1. Comparison between Risk Quantifiers of SAAC

First, we compare the different variants of SAAC allowed by the method’s framework in the
realworldrl-walker-walk-returns task. From Table 4 and Fig. 2 (lines are average performances
and shaded areas represent one standard deviation) we evaluate how our method affects the
performance and risk aversion of agents.

In addition to the rate at which the maximum average return is reached by each of the
methods compared to SAC, we compare the cumulative number of failures of the agents (the
lower the better). As expected, risk-sensitive agents such as SAAC decrease the probability of
breaking safety constraints. Concurrently, they achieve the maximum average return with

4. https://github.com/google-research /realworldrl suite
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Figure 5: Visualization of visited state space projection at different stages of learning in the
realworldrl-walker-walk.
much higher sample efficiency, SAAC-MSD ahead. Henceforth, we use the SAAC-MSD version of
our method to compare with the baselines.

Comparison of SAAC to Baselines.

5.2. Comparison of SAAC to Baselines

Now, we compare the best performing SAAC variant SAAC-MSD with SAC (Haarnoja et al.,
2018), TQC (Kuznetsov et al., 2020) and TQC-CVaR, i.e. an extension of TQC with 16%
of the topmost atoms dropped (cf. Table 6 in (Kuznetsov et al., 2020, Appendix B)) of all
Q-function atoms. In Table 5 and Fig. 3, we evaluate SAAC-MSD in realworldri-quadruped-
upright-walk. In Table 6 and Fig. 4, we report the results for realworldrl-quadruped-joint-walk.
Table 6 shows that SAAC-MSD performs better than all other baselines both in terms of
final performance and in terms of finding risk-averse policies. Moreover, although TQC-CVaR
exhibits fewer number of failures over the course of learning, it performs slightly worse than
its non-truncated counterpart TQC. Table 5 confirms the advantage of using SAAC-MSD as a
risk-averse MaxFnt RL method over the baselines: overall using SAAC allows the agents to
achieve faster convergence using safer policies during training. Interestingly, TQC achieves
the maximum score of the task a bit later than the SAC agent. Nevertheless, TQC-CVaR,
its CVaR variant, opens the door for better sample efficiency score with much safer policies.
Visualization of Safer State Space Visitation.

5.3. Visualization of Safer State Space Visitation

In this experiment, we choose SAC, SAAC-Cons and SAAC-MSD to train a relatively wide
spectrum of agents using the same experimental protocol as in Sec. 5.2., and on the
realworldrl-walker-walk task. We collect samples of states visited during the evaluation phase
in a test environment at different stages of the training. The state vectors are projected from
a 18D space to a 2D space using PCA. We present the results in Fig. 6. At the beginning
of training, there is no clear distinction in terms of explored state regions, as the learning
has not begun yet. On the contrary, during the 200k-600k timesteps, there is a significant
difference in terms of state space visitation. In resonance with the cumulative number of
failures shown in Fig. 2, the results suggest that SAC engages in actions leading to more
unsafe states. Conversely, SAAC seems to successfully constraint the agents to safe regions.
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Figure 6: Visualization of visited state space projection at different stages of learning in the
realworldrl-walker-walk task.

6. Discussion and Future Work

In this paper, we address the problem of risk-sensitive RL under safety constraints and
coherent risk measures. We propose that maximizing the value function under risk or safety
constraints is equivalent to playing a risk-sensitive non-zero sum (RNS) game. In the RNS
game, an adversary tries to maximize the risk of a decision trajectory while the agent tries to
maximize a weighted sum of its value function given the adversary’s feedback. Specifically,
under the MaxEnt RL framework, this RNS game reduces to deploying two soft-actor
critics for the agent and the adversary while accounting for a repulsion term between their
policies. This allows us to formulate a duelling SAC-based algorithm, called SAAC. We
instantiate our method for subspace, mean-standard deviation, and CVaR constraints, and
also experimentally test it on various continuous control tasks. Our algorithm leads to better
risk-sensitive performance than SAC and the risk-sensitive distributional RL baselines in all
these environments. In future work, further study on leveraging the flexibility of SAAC to
incorporate more safety constraints is anticipated.
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